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Mbn&h&.*m frm b & t r ~ ~ d  out. Facs m n h n  has been 
in the smWy of h t h  MdogEcal and computer visIm of ms&. It exhibk the 
Wng natural and b w - i m .  In thrs paper, svr updated survey of tmhdqu88 

WJktice.mqdifm b made. Methods of face w n f t f a n ,  such as, ggeometrlc, &t&tical and new 
;Fid mfvrfvrbb approaches rn p d f e d  and an@ymd. 7he compamth performance of the wad- 
~ ' a # m i & t 3 3  rts disctrased. 
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F ~ ~ t i a n ~ d r h e i n ~  
&-.from security, psychology and im- 
$ g e ~ s h g t o c o m p a e r ~ ~ . i t i s m ~  
'6f the biombic te&ique..s tbt  dIow m would 
~ ~ t ~ s b y ' ' w h 0 w e ~ ' ' ~ E m t b y c o n ~ -  

'~halmethods'that allow ac&s by'khat we 

!hveW such as ID cards keys, p m w d ~ ,  PIN nos. , 

3Somk-i~ systems are systems that identify or 
M y  human kings. A l s o , i t h s ~ ~  of 
' h b  I@ accuracy and low intrusiveness. Differ- 
+%&hx+i&s king invstigawl include finger- 

'' 

@hts 14, speech 123, signam dynamics f31 md 
%w:~agnitim [4] and so on. h m g  the various 
W t r i C  ID methods enumerated above, the phy- - 
: $ Q # v s  (fac~ and &.geqrint) im mow, 
!&&&an the behavid methods (signat- dy- 
M i  wd @). The muon king the non- 
$£@&;nature (except by injury) of the phypio- 
- ~ @ a t u m  but the behavioral ~ o d s  has' 
"h , - .  d p t a g e  of king nmintrusive (5.61. As a ' 

&these good attributes, biometric system is 
my difficult to forge since they exhibit Mdogical 
w m h i e s  to identify. 

Face recognitfm is wfuI in' m g  a 
:person within a large database of faceg e.6. in s 
'*lies, ah01 or library databm. Thm systems 
oualiy tern a list of the most likely people in 

' . ~ e d m ~  . .I 

w ,It k &o &l hi ideitifying parli&, 
*people in &-time far example a 'sec:uritg. 

- ; m o n i a g  w ? $ $ , ~ & ~  paCm W r! 
tern etc. 

I' &is used in allowilig access tqqgmup d 
a people and denying access to dl &em 

:fur example m s  to a Wldhg, corm- 
pum etc. 
It mates aa easier way of &g infor- 
mation access faster in a large database. 

R l g q w  OFREXcATm WORKS 
.Faces' represent complex, muttidhem 

siod,  meaningful visual stimuli and dewloping a 

computer. for face recognition is difIicarlt . 

methods that d ~ s  the merits of both high accu- 
m y  tind low ~ v e m s s ,  It also has the accu- 
pcy of a physiological approach without being 
intrusive. For this reason, since the d y  70's 
1371, face recogdim has drawn the ffttentiom of 
Xbe remmhers in Mds ftom security, psychology 
and image pfocessing to computer vision. Psy- 
vMogists and mrnciathi have studied isslmes 
mcb & m i q w m s  of face, hopr infants perceive 
$aces d c&kd.rn of memory off& whiie 
enginewing scientists have designed and &veL 
O@ face ~~CO@ML dgwithms [4,8-2Sj. . 

* 

A general statement of the problem of 
face recognition can be given as follows: To iden- 
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O m i d i e  ep ail- 
tifysraedknmcpecsorkinagivenstiltcrrvidw 
mages ofa rn using rt storeddatdme ofhcea. 
- ' 

' ' The s o l v ~  to' the problem involva 
segmaWoq of f m i b n i  cl- mncs, ex- 
~ O f ~ ~ f a c e r e g i m , i d e n t i f i c a - ~  
tim and matching. P a  Recognition problems 
q K # d t & n i q w ~ b e ~ ~ m o g r o u p s :  
dynamic (vi&) and 'static W h m g  (91. I)ynmnic 
d i n g  is used when a V h  V n c e  is avail- 
able. Thc video images tend to be of low quality, 
the background is c l u ~  and often m m  ihan 
we me present in the picture. Howeveri since a 
vidw sequence is available, one m M  use a mo- 
tian as a strung cue for epcnting faces of mw- 
ing prsms. On the otfier harid, SWC nwtching 
uses image with typically moaabry controlled 
illumination, bac4p1md, resolution and distance 
between anma and the pw. Some of the im- 
apstbataris&inthisgrrmpcanbacquired h m  
a Video camem. 

Automatic face recognitiw by oomputer 
em be categorid into two appmaches [4,10] 
namely, coastintent b a d  and fambased. In con- 
s tbmt-hed appro& nxognitim is based on 
rhe ~~ kmem human facial fcmlm 
such as e p ,  mouth, nwe aad fam 'barmdary [I 1- 
1226-271 whib f a c e h e d  a p p m h  [13- 
1535,281 aWmpts to capture and d e b  the face 
as a whole. In this approach, face is matched 
thro'hgh identifying its Pndedying statistical mp- 
I a t i h . .  ' 

~ h v i c h  and Kirby [I61 first proposed 
Karh~nen-Iaeve (KL) bansfom to repment hu- 
man faas. In their arethod, faces m qmsented 
by a linear conhhlim of weighted eigenvector, 
bmfis E i ~ ~ .  

T k  methad proposed by BrunelIi and 
Poggio [29] used a M? of tempIates to detect the 
eye positions in a new imsge. by looMng for the 
maximum absolute value6 of the normalized a- 
rclatiofl of these templab at each point in the ta t  

imag:e. Tmk and Pentland [13] also developd a 
fdce -: rsoognition using' Principal Component 
Andpis (PCA). 
~Q~ FOP SOLVING FACE 
R p I C O G m O N m ~ ~  

B a d  m tk Wtm extraction and ciassifi- 
cation techniques. lised, the face recognition ap- 
p m h a  are divided into thee: 

2w * 

fn this secticm we focus on the statistical aP- 

prqqhes to face wognitiun and n q e  specificaljy. 
cm: 

' h I a d a i  Mehd 
, ~ - l ~ q a n s i o n ~ m e t h & s  

comhdmtniethod 
The mmt direct d the pnxedm used 

fbr face reccgnitim is the matching between the 
test image9 and a set of mining images based on 
measuring the correlation. The matching tech- 
nique in this case is based on the computation of 
the normalized cross-correlation coefficient CN, 
defined by 11 J: 

CN= 

Where IT is the image, which mst be matched to 
the temphte T 

ITT is the pixel-by-pixel mutt 
33 is the a-e operator 

rr is the standard deviation over the am be 
iug m a .  

Thig n-tion rescales tSe kmphs and im- 
age e&&b difitribtion EO hat  their average and 
yariaaces 4 ~owevcr ,  comiation b a m ~  
methods are vmy dependent on illumination, mta- 
tion and scale. For reduction of the illuminatim 

&# 

rariatims, intensity of the gradient 

@, 1, I + Is * I ,  l)w=-- . . -  
~ e r n  based &ognition is possible at a 
good perfargame level using t m p h  a. small 
as 36 x 36 pi@ls. 

Recogniaon using Correl8tion Methods 
3nmeIli and Puggio 1291 described a cot- 

relation-based methd for face mgnitim fiom 
h t a l  views. Their method is based on the 
matching of templam cmespdiug to Wid 
fWum of d e v b t  8ignificauce as the e p ,  nose 
and mouh The pitions of these f e a w  ptre 
tirsr h t e d  so as to reduce the complexity of 
h i s  approach. 

,Feu&re E w q c t i ~  After the facial f m - s  rn 
de&cted, a E& of o f g a t e  corresponding ro these 
fmuqa in the. test,&mge is co inpad ,  in turn, 

~~tilftical.~ppmachcr / & t h s c - g b  ofall himagcs 
- - m the e, retuning a vector of matching 

a 
Ned N e - A ~ M $ C b -  - . suxos (one pr m-1 computed tbrot~g~~ nor- 
G m m p i c  Appa4es ~ ~ ~ ~ o a  

Ch+d$&. i .~ ,  w t y  a m  of &&rent 

dW;lntegngd . . I -  . to 0 m . a  global score. , 
9 '. , . . ,  
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mi kdi+$aiiGe -'an Ecoinputed in g e d  

ways: . . 

Choose the wore of tHb mast simr"far Fea- 
ture .Sum&fea&.& 

'*sum tlx ~ - ~ s c ~ ,  usin$ C o ~ t  

'weights * 

Sum ttme f- s k  wing person- 
. a e ~ d e n t w & i ~ .  - . 

After computiag the +cumuldtive hatching scores, 
a ~ t E a G e k g s s i g a e d t o t h e f w e ~ f o r w h i ~  
 scorei is'^ ' 

Recognition Pqfomumce: Thd recognition rate 
reparted in 1291 using tmcelatim h o d  for fm-h 

taf faces is &hg & 96%. Tha cordation 
methad d h M  in this section requhea a ro- 
bust featurls dewtion algorithm with respect ta 
v d ~ 1 e  in scale, illumtnatio~ aad rotatiom in 
image plme and image depth: 

-tion nndcr Gemd;~r+g Condition 
Be- - [30] mmded' the cwrelatim 

based app& to a view-based approach for &- 
ognizing faces under vrUrying opi&ons, incld- 
ing rotations with artis -lar to h 
plane (rotations in image depth). In the first stage,, 
of this method, a pose, eslirhhtim W u l e  detects 
the wition of two fakid hatuffs (he qes and 
+& nose) to determine the b e  'mi. 'These fea- 
tures were .being- dbtected by looking for the 
~ a x i m u m  absolute vdms qf the nomahd cor- 
r~lation cmfEichts of the mdel temp- at 
each point in the current ima~..~Aftet' the pose has 
h e n  dewmind, ihe W k  of mognition is re- 
duced ta the cldcal c ~ 1 . & o n  method dis- 
cussed'abo~e h which % fad$ feature templates 
are ~ e h e d  to the ~ p ~ d l n g  tehqfates of the 
qpmprigp visw-bpssd qsi~g' Be moss- 
c - m w u m  . 

In this case, the comptatian complexity 
i n c r a m  with the n q n k  of model views for 
eachperamha, the '  ;- 

Recogaith Pe@manmi The recognition per- 
fmmmm of the system were evaluated on a 
small d m b w  of 620 M- images mp&mting 
6QwpIe. A recogdtion fate of'98.7% bas been 
rqmkd (301. However, the method is cwaputa- 
t i d y  complex requiring l O - - l 5 ~ s  to &orm 
the cl;assification of one face hago. 

ZCerhmm-m Expadon-Based M e t h a  
~ t i o n n s i n g E 3 g e n t ~ c e s  - 

As mentioned, one of the goals that the 
featwe extraction routine wishes to achieve ii to 
inmam the efficiencg One. simple way to 
achieve this goal is us@ almativo oahqnwmal 

- 2007 . 

hes'otber h , t h e n a t u d  h s .  One suck basis' 
is the Et rhunen -bve  Expansion W), * 

The "Eigmifaces'! method pbpwd by 
Twk and Pen- [1&31] is. based on the kar- 
hunen-loem qxpansion and is morivakd by the 
earlier work af S i t &  ,md =by El6381 fa 
e@ciendy mpmrahg picture of faces. The ei- 
genface me&+ m, the Rinaial Cotlxponepts 
(KL) of the co\;arik&-mtrix of the set of face 
images, These eigenvectm can be though as a sei 
of f m m ,  which together characterh the v&- 
tionkhvemfrlceimaga. . 
Let a face images I C X , ~ ]  be e vector of d i m i o n  
a .- 

Let the training set of images be 11, 12, -, b. TRS 
average face image. afthe. set is defmed byi 

This set of very large vectors @ mbj& to Mci- 
pal CompmP Analysis which seeks a set of K ' 
o r b i d  vecfors'Va, K=1,2.,-,K md their as- 

amiated ei-m Ak whioh best c i e s c r i ~  the 

distribution of data 

 he vectors VK and s ~ d ~ 8  ;lt arc the eigenvec- 

tom and eigavaluessf tb$: cavarhce matrk 

eigent.ectws of maEtix G , ,h camp~tationally 
intensive, However, the eigenvectors of C can be 
determined by &st fmding the eigenvecdors of n 
m u c h ~ e r ~ a f s i z e N X N a n d ~ t d ~ -  
ing a linear combination of the mdthg veetoff 

1141. 

~ ~ ~ c r i o n :  tk space spanned by t l ~  ei- 
. gmv&tms VR, K=l,2,-,K, ctrrrespwding to the 

largest K eigenvalues of the cova5mce. m a w  C 
, is call& the 'Yace' space*'. The eipnvectws of 
matrix C, which are called the eigenhes fomi a 

h i s  bet f* the f a  images. A new face w e  

"." . . 
C ' .  

-- 
59 , v o t m  7. ~ u n i b ~ a  i:5744 'cchnolow 
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Omidiom et a1 

r i s m i a ? ~ e d i o f o i t s ~ ~ t s  
(projected into t l ~  space) by: 

o-cvK(r-~)>=v,(r-m) 0, 

FmK=I,z,-s k 

The projection WK f- the f~eture v& 

~=[W, .W, , - - - ,WE] ,  which - t b  the 

ctmtributh of each eigenhe in qrmmting the 
input imaga 

C I a s s i ~ o n :  Given a sct of t3ca classeg B, md 
the cornspandig feature v e c m  a,, tha sim-, 

plest method for deWaing which face class 
provides the k t  dexcriptian of an input face im- 
age r is to find the fke class j that minimizes the 
Euclidertndistance in tbefeatm space: 

A face is  classified as belonging to c l a ~  E, when 
+the minimum is  below some threshold 0' 

Otherwise. the face k classified as unlmom. 

Recclgnfih P e g % r m m t ~ ~ ~  The Eigenfarse method 
was tested on a kge database of 2500 face im- 
ages digitized uhder con.trolled conditions.' Vari- 
ous groups of s b  images corn- to 
sixteen different subjects were Aecled and u d  
as the training set. The recognition performance 
reported are 96% correct ~Imsificatbn over fight- 
ing variasims, 85% cormcct classification over 
orientation variation and 64% ovc?r size variation. 
It ean be seen that the appmacl~ i s  fairly robus1 to 

c h a p  in lighting conditions [5] ,  but &gmdes 
quickly as the scale changes. The rccagnition 
takes about 350mser: running on a spmstation 1, 
using face i m a p  of size 128x128 pixels. 

Recogdtton Under General Viewing Condi- 
' tiom 

Thc Parnmefr4c Approach 

H. Mtuwc md S. N a p  [SJ and S. Na yar 
er a1 I4Q extended tlie capabilities af the eigen- 
face method to g a s a l 3 D  object retognition Im- 
der different Uuminatiou nnd viewidg conditions. 
Given N object images taken under P views and L 
d i k r e n t  illumination conditions, a mimil  im- 
age set is built which contains all tllc available 
darn. In this way, a single "Tarnmetric Space" dk- 
s c d h  the object identity as well as the viewing 
or illltrminlation conditions. The eigenface deconl- 

2007 
position of this space was used for feat& c&- 
tion and clmirification. 

4 

The view-- Approach 

Due to the eige-nf~ee dacomposidon. 
Pentland mid otherii [a] developed a Wew-based" 
eigempce approach for human hce recognition 
under g a d  viewing conditions. Givea M indi- 
viduds under Fdifhmt view, rwognitian is per- 
formed over Psqmte  cigea~paces~ each captur- 
ing tbe vuhtian of the individuals in a common 
view. 

The 'tiew-bed" approach is essentially 
an extemiun of the eigenface technique to multi- 
ple sets of eigenvemn, one for each face orienta- 
tion. To deal with multiple views, in the first stage 

of this a p p m b ,  the orientation of the test face is 
determined and the eigenspace which best de- 
scribes lhe input image is selected. This is 
achieved by calmhting the residual description 
error (Distance From ,Faatul-e Space: DFFS) for 
each view space.Once the proper view is d e e -  
ming, the image is projected onto the appropriate 
view space qnd then recognized. 

Recognin'on performance..' The recognition per- 
formance of the view-based and parmetric ap- 
proach was evaluated on a database of 189 im- 
ages consisting of nine views of 21 people [8]. 
The nine views of each person were evenly 
spaced fmm -90' to + 90°. PerFwmance of the 
algorithm was tested by training on a subset d 
the available views, f 90q+4Soa0'" and testing 

on t l ~ e  intermediate views f 6g0,f230 (interpola- 

tion performances). The avemge recognition rate 
reported were 90% for the view-based and 88% 
for the parametric eigmspace methods. A second 
series of experiments tested the extrapdation per- 
fonmce by training on a mge of views (e.g. & 
to I- 45' ) and testing on novel views outside the 
training range (e.g. + 6S0 and + 90° ) for asring 
views separated by f 23O from the mining range 
the average recognition rates were 83% for the 
vic~v-bzsd and 78% for the p&c eigen- 
space method. 

Fw f 450 testing views, the average Gc- 
ognitian mtes were SO% for view-based and 43% 
for paraMc. 

NEURAL NJTTWO~K APPROACH 

An artificial neutml network (ANN) is a 

compl~tntion sytenl inspired by the functioni~~g of 
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. . 
-Gal 
the h-..brain. The system is made up of tbe 
higbly i n t m m n d  pwsshg elements (df i -  
cia1 n e u m )  [9,32,4OJ. TRe artificial neuron is a 
shpzifiad xmhmticaI -tation of the We 
logical neuron, which executes the wm of its 
weighted inputs through the weights, asswiated 10 
those inputs (synaptic weights) and then applies a 
function to that psult in arder to generate the out- 
put. q e  function, which is applied to the result, is 
called the activation function, and is nonnally a 
nm-hear fuactim. a fa&ure that enables the 
ANN to represent more complex problems. An 
input layer, output layer, and one or more hidden 
layer form neural network architecture. ANN 
knowledge is stored in the synaptic weights of 
each link between two processors. The ANN 
modifies the initid weight values so as to assimi- 
late t k  Wired -ping between the input anrl 
the output by nwns of a Mi algorithm. 

. Reaognition Using Neural Network 
Multiiayer h e p t r o n  N d  

network is a good tool for classification purposes 
[9,32,33,40]. It can approximate almost any regu- 
larity between its inputs and outputs, The ANN 
weights are adjusted by supervised training pm 
ccdura called back propeati on. 

MLP contains three layers: the inpinputs unit 
which is equal to the nlrmber of pixeIg in the im- 
nge hidden unit and output units whioh is equal to 
the nnrnnber of persons to be recognized. Every 
output unit is assmiated with one person. The 
neurnl network INN] is trained to respond "-1" on 
output unit c o r r e s e  to recognized person 

a 

and "+I" on othtx o q w  [343. Us& discxete 
cosines transform cocficients 0, the sample 
size was reduced and significantly speedup the 
training pmess. A g d i c n t  map allows achieving 
partial invariance to lightning conditions. 

Smmvoitov et a1 [MI made use of n 
threshold rule, which improved recognition per- 
formance by considering dl outputs of NN. This 
t h ~ h o I d  rule is called 'sqr' rule, which calc~~lates 
the Euclidean distance between the perfect and 
d ouQW for recognid person. When this dis- 
tance is p t t r  tlmn the threshoold, the person is 
being rejected otherwise acmpted. 
Recognabn Y e d m c e :  -The Nb! method was 
tested on a database of 70 images under con- 
boiled conditions. The recognition perfwnmce 
repwtcd is 94% for c m t  classification 1341. 
The recognition takes about 34mh 46sec US& 
face images of size 92 x 112pixeIs, qusntixd to 
256 gray levels. 
GEOMETRIC APPROACH 

2007 
TIE h t  hismica! way to recognize ppie 

was based on face geometry, which h to exmct 
the featum form h i d  images. The discrete fea- 
~ s d c h a a ? h e e y e s , m o u t b , n ~ a n d c h i n i s ~  
important cues for discrimination and recognition 
of faces. 

For diffkmt facial contours, different 
models are used to extract them h m  the original 
portrait. Because one shape of eyes and mouth are 
similar to some geometric figures. they are being 
extracted w terms of the deformable template 
model [35]. The other facial feature such as eye- 
brows, nose and face arc called active contour 
mOael[36,37]. 

Effective Feature seledon 
Feahlres are the basic elements for object rec- 

. ognition Becauie the variance of each feature 
assdated with the face mognition process is 
relatively large, the features are classified into 
three major types [I 8,231: 

Fimtly-Order features Vdues: Discrzte 
featum such as eyebrows, morrth and nose wliiyh, 4 

have been found to h important [38] in face 
identifies and are specifred without reference to 
otha facid fefeiures, are called fmt-order fea- 
tures. 

Second-Order features Vdues: are set of 
features. which clwactwk the special relation- 
ships between the positions of the fiat order fea- 
ture.~ and inforpultion about the shape of the face. 

Higher Orderfimre Values: f e a m  whose 
values depend on a complex set of &hue 

values. For instance, age might h a function 
of coverage, hair colour, presence of 
wrinkIes etc. 

Feamre &zraction U s i q  D&mable 
tmpiate: The deformable template are specified 
by a set of p m t e r s  which uses a priori howl- 
edge about the expected shape of the features to 
guide the acts on three representations of the im- 
age, as well as on the image itself [18]. The first 
two representations m the peak and villages in 
the image intensity changes quickly. 

The templtues are flexible mough to 
change thew size and other parameter values, so 

as to match themselves to the data. The frnal val- 
ues of rhcse parrrnreters can be ued to describe 
the feature. 

Feature &traction rrsing Active contow 
' 

mode (make): The active contour or make is an 
energy m i n h h g  s* guided by external cq- 
slminf forces and int3 .&#it3 by image force that 
pull it townml featm :::: as lines and edges 
[18]. This q p a c h  diffem from deformable ar- 
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.pmches, which W t  e d p ,  a d  Ibh b In cipd component are used, perfwmances 
the active cunm model, image and external appmchea that ofm1ation.l  
forcas togetber with the c o n d v i t y  of tk con- The -tim prf0rmance.s of the Ei- 
to? and'tbe ~~a corners affect the energy genface and Correlation rnethmls against 
function and the Iocdly op4on erratour. large wriatians in iUumimtion and p e  

Recognithn PerJmzdme: h the [34], were hproved by using either a paramet- 
&&rent femres set were tested. The ORL faoe ric approach or a view-based approach. 
datawe was used with each photo being an im- . The parade approach bas a reduced 
age. size of 92x1 12 pixels, and quantized to 256 complmity but the view-based is more 
gray levtis. The mhcd was tested on 7Q images accuak  
of 12pers~ns and 28 features were selected The The Neural Network and Geometric ap- 
recognition p e r € m n c e  reported is 98.5% of cor- p m h e s  &om with high accuracy and may be 
rect classifiwtion. improved by utilizing any additional feiltm. Us- 

ing a mmsponded face rmtion and gesture geo- 

CQMPARISON OF METHQIIS metric model m y  speed up the execution tim are 
The recognition results of the ippmaches shown in Table 1 

have been W u s d  in the previous session, Tke 
parameters of c o m p r h n  among t b  mihods 

COM[=XIUSION 
In fhis paper, a survey of camparism of 

are the recognitim rates reporkd under variations methods of techtliques far face recognition is giv- 
in lightning and viewing conditions, facial expm- ea Also, h i s  paper shows that statistical, gemne- 
sims, no of classes uked by the recognition sys- tric and neural network apprmches would per- 
tcnl as well as ccomputation complexity. form weII in any face recognition system with 

mation perfonns with re+ to multirnediia information access, ne- 
high accuracy if lightning md dze nor- work security, content indexing and retrieval, 

. - matitation is applied, under variations in 
facial expression and pose, Most of the approaches haw teen con- 

A more efficient approach to face recog- sidered. andm and quantitative percentage of 

nition is the Eigenface method. ATthwgh amracy of each of the methods has h e n  given, 

the recognition performnee is lower thm Most of the methads under consideration have 

the correlation method, thc subsran tial re- been found to be very accurate (greater than) un- 

duction in computaeiand complexity of der various viewing conditions. From the result 

the Eigenface method makes this method of comparison in Table 1, one would easily eon- 

very attractive. The recognition rates in- clude the wide acceptance of face recognition as 

crease with the n u m k  of Principal corn- one of the most impartant biometric methads in 

, ponmt usd and in the limit 11s more prim access or security monitoring conlrcrl system. 

Jwrm&&&Ql 
. . 
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Method. 

Cornlation 

Correlation 

Trddng get 

--- 
Not specified 

62peopIe 
15image.s per 
Perrm 

Tmhg set 

Mot speci- 
fied 

62people 
loimages 
W W o n  

F h q g d -  
tfon re 
dts 
Qver 
96% 

------- 
98.7% 

Type of data. Complex- 
base 

. 

Eigenface 
-- 

Frontal al, 
d v m j a t i o n s  
in illnmination. 
scde 
Strong rota- 
tions in depth, 
small variation 
in scale and 

-- 
NA 

--. 

96% 

. 
85% 

64% 

16 

W%view- 
based ap- 
proach 
83%~kw- 
based ag- 

pmlch 
83% para- 
metric ap- 

proach 

90% pan- * 

metric up 

~ m h  

MA 

NA 

-High 

10-I5min 
.on s p d  

2500 

Bigenface para- 
metric approach 

Eigenfaca view 
based approach 

Multilayer Per- 
ceptron@IP) 

Geometric Ap- 

poach 
* * 

NA 

NA 

Lighting varia- 
tions 
Orientation 
variations 
Variations in 
size 

350msee 
on sparc 1 

128 

128 

-- 

7562 

7562 

12people 94% 
70images per 
person 
12-1 70 im- 98.5% 

per Penon 

34mins 
4Bsm 

Complexity 

88% 

78% 

90% 

83% 

Variations in 
pose (intetpola- 
tion) 
V&ma in 

F e  (-PP 
lation) 
Variations in 
pwre (interpola- 
tim) 

Variations in 
pose (extrape 
lation) 

Higher 
than the 

Lower than 
the para- 
metric a p  
preach 

---- 
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