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Abstract

This paper describes the usefulness of renewable energy throughout the world to generate power. Renewable

energy adds a remarkable scope in power system. Renewable energy sources act as the prime mover of a microgrid.

The Microgrid is a small network of power system with distributed generation (DG) units connected in parallel. The

integration challenges of renewable energy sources and the control of microgrid are described in this paper. The

varied nature of DG system produces voltage and frequency deviation. The unknown nature of the load produces

un-modeled dynamics. This un-modeled dynamic introduces measurable effects on the performance of the

microgrid. This paper investigates the performance of the microgrid against different scenarios. The voltage of the

microgrid is controlled by using different controllers and their results are also investigated. The performance of

controllers is investigated using MATLAB/Simulink SimPowerSystems.
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1 Introduction
The use of energy is rapidly increasing due to the grow-

ing nature of world’s population. The generation of energy

becomes an important issue for the world. The use of

renewable energy sources is a big trend to address the

energy generation. Renewable energy is the energy which

comes from resources that are naturally not depleted

by use [1]. Most common renewable energy sources are

water, wind, solar and bio-fuel or biomass. The traditional

use of these energy sources includes power generation,

heating, and transport fuels. Renewable energy sources

are of interest because of their ability to sustain. This

results in an alternative to the decrease of conventional

energy sources such as coal, petrol and nuclear energy.

Renewable energy sources are clean sources of energy that

have a much lower environmental impact as compared to

the conventional energy sources [2]. Access to energy is

essential for the economic growth of a country. In a typi-

cal developing country, every 1% growth of the GDP leads

to a rise of 1.4% demand of electricity [3].

The demand of energy is expected to grow by almost

forty percent by 2035 with an average of 1.4 percent in
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each year and the demand for oil will increase by around

0.8 percent each year to 2035 [3, 4]. However the world

holds only a reserve 40 years of supply of oil. Therefore

the use of renewable energy sources is in high demand

for next two decades or future. These renewable sources

contribute 16% of global energy consumption with 10%

coming from the traditional biomass which is mainly

used for heating, 3.4% from hydroelectricity and rest of

resources cover 2.6% [4].

Renewable energy replaces conventional fuels in four

distinct areas: electricity generation, hot water/space

heating, motor fuels, and rural (off-grid) energy services

[5]. The main factors for developing renewable energies

are able to lead a number of the positive results. Renew-

able energy sources are capable of controlling the green-

house effect and climate change [6, 7]. In the area of space

heating and transportation, the biogenetic fuel plays an

appreciable function that verifies sustainable energy [7].

In 2016, the generation of worldwide electric power

from various energy, including renewable energy sources

is reported in Fig. 1 [8–10]. Figure 1 shows that the oil con-

tributes 3% of total energy, while gas 43%, coal 4%, nuclear

energy 25% and renewable energy 25%. The protection of

electric energy from renewable energy sources plays a vital

role in global energy supply. In 2016, the top countries that

produced energy from renewable sources were Germany
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Fig. 1 Percentage of Electric Power Produced from Various Energy Sources in 2016 [8, 10]

(1,05,839 MW), China (5,45,206 MW), Japan (71,809

MW), Italy (51,485 MW), United States (2,14,766 MW),

France (44,666 MW), Spain (47,954 MW), UK (33,544

MW), Australia (18,091MW), Belgium (6696MW), Thai-

land (8650 MW), Netherlands (7122 MW), Switzerland

(15,195 MW) [8, 9, 11]. The fraction of renewable energy

is presented in Fig. 2 that signifies the condition of the

generation rate of energy from renewable energy sources

in past, present and future.

Wind energy is the most promising renewable energy

source. In 2016, the top wind energy generation coun-

tries that produced energy from wind turbine were China

(1,68,690 MW), USA (82,184 MW), Germany (50,018

MW), India (28,700 MW), Spain (23,074 MW), UK

(14,543 MW), France (12,066 MW), Canada (11,900

MW), Brazil (10,740MW), Italy (9257MW), Poland (5807

MW), Australia (4327 MW), Netherland (4206 MW),

Japan (3234 MW), Austria (2632 MW) [8, 10].

Solar energy is the cleanest renewable energy source.

In 2016, the top photovoltaic countries that produced

energy from solar were Germany (40,988 MW), China

(77,434 MW), Japan (41,600 MW), Italy (19,251 MW),

United States (34,711 MW), France (6767 MW), Spain

(7171 MW), UK (11,250 MW), Australia (5632 MW),

Belgium (3292 MW), Thailand (2154 MW), Netherlands

(1955 MW), Switzerland (1644 MW) [8, 10].

Bioenergy is the another renewable energy source that

plays an important role for producing energy. In 2016, the

top bioenergy generation countries that produced energy

from biomass were USA (12,458 MW), China (12,140

MW), Germany (9336MW), UK (4993MW), Japan (4076

MW), Italy (3833 MW), Thailand (3446 MW), France

(1474 MW), Austria (1432 MW) [8, 10].

The photovoltaic panels and wind turbines are used as

promising power source of microgrid to produce electric-

ity. The generation of energy from the microgrid depends

on solar strength andwind speed and produces some chal-

lenging criteria which are related to control technology of

the microgrid [12]. Therefore, the management and reli-

ability of the microgrid exposes research area to control

Fig. 2 Increasing Rate of Energy Generation from Renewable Energy Sources in Present and Future [8, 41]
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engineers. The aim of this paper is to present a survey on

integration and control issues of renewable energy. This

paper also presents the control technology of the micro-

grid and distributed regulated voltage supply with the

inclusion of different types of load.

2 Renewable energy sources
A renewable electricity generation technology harnesses

a naturally existing energy flux and converts that flux

into electricity. It must be located at the place where nat-

ural energy flux is available to occur. This technology

is differed from the conventional fossil-fuel and nuclear

electricity generation. Unlike conventional fossil-fuel and

nuclear electricity generation, this technology has no fuel

cost.

2.1 Wind turbine

Wind energy is one of the most useful renewable energy

sources to produce electricity [13–15]. The wind industry

is rapidly increasing due to its faster turbine technologies,

fresh technology for power system. A global statistic of

wind generation from 2008 to 2016 is presented in Fig. 3

[8, 16, 17]. This statistic is the evidence of the increasing

interest of wind turbine.

Wind generator uses either induction motor or syn-

chronous motor [18]. Induction motors are widely used

due to small in size, light in weight, easy to maintain. To

describe the mathematical model of a wind generator,

the following contains the required variable definitions

[19–24]:

Ek = Kinematic energy (J);

Pw = Power (W);

m = Mass (Kg);

vw = Speed of wind (m/s);

ρ = Density (Kg/m3);

As = Swept area (m2);

ς = Speed ratio;

α = Pitch angle of blade (deg);

r = Radius of wind turbine (m);

ωw = Angular velocity of wind turbine (rad/s);
dm
dt

= Mass flow rate of wind.

The kinematic energy produced by the blade of the wind

turbine due to rotation is,

EK =
1

2
mvw

2 (1)

The power of the wind generation is equal the rate of

change of energy,

Pw =
dEk

dt

Pw =
1

2
vw

2 dm

dt
(2)

Mass flow rate can be represented by

dm

dt
= ρAsvw (3)

The power of the wind turbine can be defined by

Pw =
1

2
ρAsvw

3 (4)

The total available wind power can be represented by,

PT =
1

2
ρCpςAvw

3 (5)

Where,

ς =
ωwr

Vw

Cp = 0.5(ϑ − 0.022α2 − 5.6)e−0.17ϑ

And

ϑ =
3600r

1609ς

Fig. 3 Global Cumulative Wind Energy Generation in 2008-2016 [8, 17]
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2.2 Solar system

Photovoltaic (PV) energy system decreases the demand

of fossil fuels and acts as a clean and reliable renewable

energy source [25]. Figure 4 [8, 26] represents the statisti-

cal improvement of the use of solar energy throughout the

world [8, 13, 17].

The conversion of energy for the PV takes place using

two methods. Photovoltaic is the direct method of pro-

ducing electricity using photovoltaic effects [27–30]. Due

to the variation of sunlight intensity, DC current is fluc-

tuated in the photovoltaic system. This fluctuation is

reduced by using inverter that supplies desired voltage and

current. Concentrated solar power system is the indirect

method which uses mirrors or lenses to produce elec-

tric current [31]. In this process a steam-driven turbine is

used to convert the heat of the sun radiation [32–34]. The

following table defines the variables to describe the math-

ematical model of the a system,

Ipc = Photo current (A);

Iscc = Short circuit current (A);

Icc = Short circuit current of the solar cell (A);

Isr = Irradiation of solar (W/m2);

Ims = Module saturation current;

T = Actual cell temperature;

Trc = Cell temperature at reference condition;

Rsr = Intrinsic shunt resistance (�);

Rs = Series resistance (�);

Q = Charge of electron;

Voc = Open circuit voltage (V);

Ncs = Cell number connected in series;

Ncp = Cell number connected in parallel;

N = Ideality factor of the diode in the circuit;

K = Boltzmann’s constant = 1.38 ∗ 1023J/K;

εbe = Energy of material band-gap.

An equivalent circuit of solar cell having PV arrays can

be represented as shown in Fig. 5 [35, 36]. In PV array, the

value of Rsr is kept very large while the Rs is kept very small

to simplify the analysis of the solar system.

The module photo-current Ipc of the solar cell can be

represented by,

Ipc =
[ Iscc + Icc(T − 298)] ∗Isr

1000
(6)

The Module reverse saturation current Irsc is defined by,

Irsc =
Iscc

exp(Q ∗ Voc/NcsKNT) − 1
(7)

With the variation of cell temperature, Ims can be repre-

sented as,

Ims = Irsc

[

T

Trc

]3

exp

[

Q ∗ εbe

NK

(

1

T
−

1

Trc

)]

(8)

The photovoltaic module having output current I,

I=(NcpIpc−NcpIms) ∗

[

exp

(

V/Ncs + IRs/Ncp

NVdt

)

−1

]

−Irc

(9)

Where, the thermal voltage of diodeVdt can be defined by,

Vdt =
K ∗ T

Q

and , Current through shunt resistance Irc is,

Irc =
VNcp/Ncs + IRs

Rsr

2.3 Biomass

Biomass is another form of renewable energy that pro-

duces electricity with low cost, high capability and prevent

global warming [37, 38]. It includes human and animal

wastes, agricultural residues, growth plants, crops and

algae [39]. A statistical report of the production of elec-

tricity from biogas is represented in Fig. 6 [8, 40, 41].

Biogas consists of different gases such as carbon-dioxide

(25-45%), methane (50-75%), water vapor (2-8%) and

many other gases namely nitrogen N2, oxygen O2,

ammonia NH3 etc. [42–44].

Fig. 4 Global Cumulative Solar Energy Generation in 2008-2016 [8, 26]
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Fig. 5 Equivalent Circuit of Solar Cell. [5]

Figure 7 represents the basic block diagram for pro-

ducing biogas using anaerobic digestion process that

produces methane from agro-wastes or crops [45, 46].

The Anaerobic digestion of biomass consists of four

steps, namely hydrolysis, acidogenesis, acetogenesis and

methanogenesis [45]. Hydrolysis converts complex poly-

mers into simple monomers and produces acetate and

hydrogen. Carbon-dioxide and hydrogen sulfide are made

by using ammonia through acidogenesis. Acetogenesis

is used to digest these using acetate oxidizing bacte-

ria. The last step is methanogenesis which produces

methane, carbon-dioxide and water [47]. The basic reac-

tions to produce methane using methanogenesis are

represented:

1. From hydrogen

4H2 + CO2 = CH4 + 2H2O

2. From Formate

4CH2O2 = CH4 + 3CO2 + 2H2O

3. From acetate

C2H4O2 = CH4 + CO2

4. From methanol

4CH4O = 3CH4 + CO2 + 2H2O

5. From Carbon monoxide

4CO + 2H2O = CH4 + 3H2CO3

3 Electricity productionmethod
3.1 Wind

Figure 8 represents a basic block diagram to produce

electricity using wind turbine. It consists of two or three

propeller or blade at the top of the turbine around a shaft.

The wind circulation creates force on the shaft to rotate

the rotor of the generator which produces electromag-

netic induction. The flux across the conductor is changed

to produce electricity. Two types of propeller are used in

the wind turbine, namely drag type and lift type [48–51].

The drag type propeller has higher torque and slow rotat-

ing speed. Horizontal Axis Wind Turbine (HAWT) uses

lift type propeller. Lower air pressure is created on the

leading edge while higher air pressure is created at the tail

edge.

Induction generator consumes more reactive power. To

overcome this problem, double fed induction generator

Fig. 6 Global Cumulative Bio-Energy Generation in 2008-2016 [8, 41]
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Fig. 7 Flow Chart of Methanogenesis Process

(DFIG) is widely used [52–55]. An inverter is used that

controls the torque and real and reactive power of the

machine by controlling the current.

3.2 Solar

A basic block diagram to produce electricity using solar

system is represented in Fig. 9. Solar system consists of

solar cells that convert the light energy into electricity

[56–58]. When the photons of the sunlight hit the solar

cell, it absorbs the photons. The energy of these photons

conducts the electrons into the cell. If the energy of these

photons is high enough to free the electrons, they carry

the charge through the circuit.

The current produced by the solar system is known

as light-generated current [59]. The photons absorbed by

the solar cell produce electron-hole pairs [60, 61]. The

carriers are collected by using a p-n junction to sepa-

rate the electron and hole. When the minority carriers

reach to the p-n junction, it is swept by the electric

field. By connecting the emitter and base together, the

light generated by carriers flows through the external

circuit.

3.3 Biomass

There are several methods to produce electricity from

biomass. Figure 10 represents the production process of

electricity using biogas. It includes a direct combustion

of biomass that produces heat which is used to heat

the water to convert it into stream [39]. The stream

is used to run a turbine to produce electricity. A sec-

ond method where the biomass is gasified for produc-

ing useable gas [39, 62, 63]. In this process, a gasifier

is used to take both dry and wet biomass. The dry

biomass such as agricultural waste produces synthesis gas

(CO + H2) by high temperature in the absence of oxy-

gen. Again wet biomass namely food waste is converted

into methane (CH4) gas. A gas turbine in this case can

be fed by both synthesis and methane gas for electricity

production.

4 Integration challenges
One of the major factors while connecting renewable

energy sources to the main grid is that the electric

grid must adapt the generation units. Different kinds of

technical and economical challenges may be introduced

while integrating renewable energy sources to the main

grid [64].

The production of electricity from the solar panel is

almost predictable. The electricity production depends on

the light available and the time duration of the day, which

are well known [65–67]. We know about the movement of

the sun. But it becomes un-predictable with the presence

Fig. 8Wind Energy Generation Process



Badal et al. Protection and Control of Modern Power Systems             (2019) 4:8 Page 7 of 27

Fig. 9 Solar Energy Generation Process

of the cloud on the solar panel. Due to the cloud, enough

light can not fall on the solar panel, which reduces the

production of the electricity. Rain is the other drawback

for the production of the electricity from the solar sys-

tem. Again the generation of electricity is correlated with

the daily condition, seasonal condition and the charac-

teristics of the area. These uncertainties and variability

of the solar system produce a challenge to control the

main grid. This requires an additional technique to con-

trol the system. Again little adaptation is required for

installing a small solar PV. But with the increasing of solar

panel, the adaptation increases and thus, increases the

cost and complexity. Distributed solar plants do not pro-

vide real-time generation data which make the operation

complex. Voltage oscillation has an impact on the solar

generation.

Wind generation is less predictable as compared to

the solar system [65, 66]. The wind turbine is placed in

an isolated and remote area from the main grid. This

increases the economic cost and transmission losses. If

the voltage loss is not calculated properly, the load volt-

age would be low. The motion of the wind is not constant

over the day or season. The wind blows strongly at night

and in the winter. When the production is excess than

the demand, the current flow in the opposite direction

which reduces the protection of the loads. To solve these

problems, an extra control is required to step down the

voltage [68]. Capacitor banks are used which store the

electric power and inject the reactive power into the main

grid. The load current is decreased which increases the

load voltage. Any variation of the wind produces fluctu-

ation of the voltage. This fluctuation can not be solved

Fig. 10 Bio-Energy Generation Process
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by the capacitor bank alone. It is replaced by a static var

compensator (SVR).

The production of the electricity from biomass experi-

ences some challenge during its operation. Gas produc-

tion, gas cleaning, per-treatment etc. are the problems

associated with biomass production [69]. The region of

biomass production is mostly far from the power genera-

tion units. This increases the production cost of electric-

ity. This long transportation also affects the property of

biomass by introducing moisture and reducing bulk den-

sity. Though the moisture contained by the biomass that

acts as a gasifying agent, excessive moisture becomes a

challenge to control the production of electricity. Exces-

sive Moisture presented in the biomass reduces the ther-

mal efficiency by absorbing heat. The biomass should

content a proper amount of moisture with it because dry

biomass increases the production cost as it requires addi-

tional water to balance the production gas [70]. Excessive

moisture is dried by the sunlight as well as the heat of

the plant. Biomass drying process using sunlight is a long

time process and depends on humidity. The drying pro-

cess using heat of the plant is costly compared to the

sunlight. These challenges vary the production rate of bio-

gas. Thus the electricity produced by the gas turbine is not

fixed. Those variations produce voltage fluctuation in the

microgrid.

Voltage fluctuation, flickers, instability are introduced

in microgrid with the variable nature of DG units [71].

It effects the dynamic and transient responses. The inte-

gration problem of DG units effects the active and

reactive power and produces a sudden large change

in power. The voltage may be oscillated due to har-

monic injected into the system. The variable nature of

DG units requires different power electronics device

such as converter, filter which inject harmonic in micro-

grid. A fixed performance of DG units does not require

the power converter. Thus, the harmonic distortion is

controlled to a desired level. The reactive power of

microgrid is consumed by the induction motor used

in wind turbine as well as in the turbine used in bio-

gas production. This consumption of reactive power

produces voltage fluctuation at the point of common

coupling (PCC).

A large number of DG units are connected to the micro-

grid. The connection between them should be proper

for a better performance of microgrid. The power elec-

tronics that connect the microgrid and DG units are

used to control the maximum power transfer. [14, 72–74].

The main task of power electronics is to pick up the

maximum power from the sources and protects it from

load dynamics [71]. The power transfer may be limited

during a fault. Power electronics also control the power

quality and active and reactive power on the grid side.

It controls the frequency and eliminates the harmonic

from the system. The power converter controls the volt-

age of microgrid where microgrid is configured into two

loops. The inner loop is called current controller in which

power converter controls the power quality by controlling

current. Power electronics control the active and reac-

tive power to maintain the flow of power in the outer

loop. The outer loop is called voltage controller that con-

trols the grid voltage and increases the stability of the

system. Synchronization methods such as phase-locked

loop (PLL), zero-crossing method etc. are used to con-

trol the active and reactive power. Different kinds of

energy storage systems such as batteries, flywheel, super-

capacitor are used to improve the fault introduced in the

system.

Micgogrid with small-scale DG units are more expen-

sive. Microgrid is made by a number of DG units grouped

together [50]. Controls of these units make the system

more complex. A proper communication system between

the DG units is required to control the voltage and cur-

rent of microgrid. Number of control techniques have

been proposed to control the performance of micro-

grid. H∞ is an optimal controller has been proposed to

ensure robust performance of microgrid against different

uncertainties [75–77]. The controller is designed based

on H∞ norms minimization. This control approach pro-

vides better performance with the fixed loading condition.

Any perturbation of load hampers the stability of this

controller.

Servomechanism controller has been applied to obtain

robust performance of microgrid against different load

uncertainties [78]. This control strategy is designed

based on linear time invariant (LTI) theory. This con-

trol approach is able to control the variation of load

parameters and ensures robust and stable performance

with load parameter uncertainties. The performance of

this controller is hampered by nonlinear load. Again,

designing this controller for high order system is dif-

ficult and required advanced digital signal processing

system.

To control the line voltage of microgrid, Non-

linear feedback linearization controller is proposed

[79, 80]. It controls the active and reactive power

of microgrid to control the performance of the sys-

tem. This control approach is designed by minimizing

the nonlinearities of the system to make it a reduced

order linear system. The performance of this con-

troller is reduced by the unknown behavior of load and

generators.

The motivation this paper is to present a sur-

vey on integration and control of renewable energy

sources in microgrid. This paper also presents the

technical challenges to control the performance of

microgrid and control technology to control these

challenges.
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5 Microgrid
The demand for electric power is increasing day by day

with the development of the world. Huge amount of nat-

ural assets such as fossil fuel, coal, natural gas, oil etc.

known as nonrenewable source are used to produce elec-

tricity to satisfy the demand of electric power. It took

million of time to form. But the natural assets are lim-

ited in the world. One day they will be finished and once

we use up these nonrenewable sources, they will be gone

for good which will be a great threat in the production

of electricity. To solve this problem, researchers are inter-

ested to introduce new techniques which are enabled to

satisfy the demand of the electricity with the development

of the world. Microgrid is the reliable and more useful

technique to produce electric power and reduce the use

of the nonrenewable energy source. Microgrid (MG) is a

small network of the main grid which is enable to pro-

duce electricity when it is disconnected from the main

grid [81].

Microgrid can enable local electricity, energy storage,

loads etc. to operate independently from the macrogrid

[82]. During the interruption of the power flow of the

main grid or when the main grid is unavailable, microgrid

has an ability to operate locally. It must need sufficient

capacity to fulfil the load requirements. Higher utilization

of renewable energy sources, higher reliability, flexibil-

ity, power quality and sustainability, low capital invest-

ment, easy to operate, make it popular throughout the

world [2].

Figure 11 represents the microgrid schematic. Micro-

grid consists of several components, namely distributed

generation (DG), especially renewable energy sources

(RES), point of common coupling (PCC), energy stor-

age, voltage source inverter (VSI) [83, 84]. DGs units

such as wind turbine, solar system, photovoltaic system,

biomass, hydroelectric energy sources, fuel cell etc. are

small sources of energy located near or at the point of

use. The energy provided by the DG units is DC. It

requires a VSI unit to convert the DC power into AC

power by using rectifier and inverter or only by inverter.

Sometimes it also uses filter to stabilize the voltage and

current. Both voltage and frequency can be converted

by VSI units. Energy storage is used when generation

units and loads are not at the same point. It can store

and provide energy according to the requirement of the

loads. It stabilizes the DG units output, provides a ride-

through capability in the case of variation of the power

of the sun, wind etc., provides backup power. Battery,

flywheel, super-capacitor are used as the energy storage

element. The connection between microgrid and main

grid is called PCC. In the case of islanded microgrid, it

is absent.

Microgrid can be connected to or disconnected from

the main grid. According the connection, it is basically

two types, namely Grid-connected mode and Island-

connected mode [85]. In the grid-connected mode, there

is a direct connection between the main grid and micro-

grid. Voltage and frequency is controlled by the main grid

and microgrid acts as a constant power source. Due to

the connection in a remote place, large amount of volt-

age drop is occurred. Voltage collapse, low power quality,

large investment, huge transmission loss are the draw-

backs of the grid-connected microgrid [86]. All these

reasons, a microgrid is controlled in island-connected

mode.

Voltage and frequency of the microgrid in islanded

mode does not depend on the main grid. They can be con-

trolled independently [87–91]. Wind turbine, solar sys-

tem, biomass and many other renewable energy sources

act as a prime mover of microgrid. They produce

electric power and feed it to the microgrid. The per-

formance of the microgrid directly depends on these

renewable energy sources. The performance of the renew-

able energy sources depends on many factors such

Fig. 11 An Illustration of Islanded Microgrid Scheme
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as wind, solar capacity and strength, sunlight etc. All

these factors are not remaining constant for all the

time. They vary with the variation of season, time.

With the variation of these factors, the performance

of these renewable energy sources is affected. Thus,

the performance of microgrid is also changed [92].

Any change of these factors produces voltage and fre-

quency oscillation and the operation of microgrid will be

unsafe [93].

Different kinds of load dynamics or uncertainties ham-

per the achievement of microgrid and make the volt-

age of microgrid unstable. When the system is affected

by these uncertainties, they will be unable to produce

50 Hz voltage and the voltage will be oscillated for a

certain time [94]. Again with the increase of renew-

able energy source, the system becomes quite complex

and produces many technical problems. As a result the

performance such as steady state or transient response

may be affected. It can also produce short circuit or

malfunctions as well as reduce the power quality. The

first and foremost requirement is to control the volt-

age of microgrid and make its performance reliable

and stable.

5.1 Single phase microgrid modeling

The equivalent circuit of single phase microgrid is shown

in Fig. 12a. Figure 13a represents the closed-loop configu-

ration of single phase microgrid. A single phase microgird

consists of DC voltage source and many power electron-

ics components that act as an interface between renewable

energy sources and microgrid. Power electronics switch

such as voltage source inverter (VSI) is used to convert

the DC voltage into AC voltage and control the action of

microgrid [95]. Insulated gate bipolar transistor (IGBT)

is commonly used as VSI unit having faster switching

speed. The switching speed of IGBT can be represented

by Vsw = α(s)Vdc where Vdc is used to represent the

DC voltage source [94]. Distributed generation (DG) units

such as wind turbine, solar system, biomass etc. produce

electricity and control the active and reactive power. The

power produced by these DG units is DC which is con-

verted by AC power by VSI in such way that the total

power of both DC side and AC side will be equal. Switch-

ing ripple having high frequency is feeble by using an

LC filter.

The voltage across the inductor of the single phase

microgrid can be represented by,

VL = L
dIL

dt
(10)

if Vsw is the switching voltage of microgrid then,

dIL

dt
=

VL

L
=

Vsw − Vg

L
(11)

where IL is the current through the inductor and Vg is

the voltage across the capacitor which acts as a microgrid

voltage. The Laplace transform of the Eq. (10) is

VL(s) = sLIL(s)

IL(s) =
VL(s)

sL
=

Vsw(s) − Vg(s)

sL

The switching voltage Vsw is defined as the product of

duty ratio of VSI and the supply dc voltage Vdc.

Vsw = α(s)Vdc(s)

The grid voltage of single phase microgrid can be repre-

sented by,

C
dVg

dt
= Ic

Here, Ic represents the current through the capacitor. By

arranging this equation,

dVg

dt
=

1

C
Ic (12)

Fig. 12 (a) Single Phase Single Energy Source Microgrid System, (b) Three Phase Single Energy Source Microgrid System
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Fig. 13 (a) Closed-Loop Control Strategy in Single Phase Microgrid with VSI, (b) Closed-Loop Control Strategy in Three Phase Microgrid with VSI

For a linear time invariant system the state space

equation may be defined as,

dx

dt
= Ax + Bu (13)

y = Cx + Du (14)

where,

x = State matrix,

u =System input,

A = System matrix,

B =Control matrix,

C = Output matrix,

D = Transient matrix,

y = Output vector,

By comparingEq. (11) and (12),the statematrix x=

[

IL
Vg

]

;

input variable u=
[

Vsw

]

and the disturbancematrix d=
[

Ig
]

.

According to (13) and (14)

d

dt

[

IL
Vg

]

=

[

0 − 1
L

1
C 0

] [

IL
Vg

]

+

[

IL
0

]

[

Vsw

]

+

[

0

− 1
C

]

[

Ig
]

and the output of the system can be represented by,

y =
[

Vg

]

=
[

0 1
]

[

IL
Vg

]

.

5.2 Three Phase Microgrid Modeling

A three phase equivalent circuit for islanded microgrid

is shown in Fig. 12b. Figure 13b represents the closed-

loop configuration of three phase microgrid with VSI

[82, 96, 97]. The terminal voltage of VSI V̄t,abc may be

represented by,

V̄t,abc = Lt
dĪt,abc

dt
+ Rt Īt,abc + V̄abc (15)

The current through the inductor Lt is written by,

Īt,abc = Ct
dV̄abc

dt
(16)

For simplifying the analysis of three phase microgrid, the

Eqs. (15) and (16) are converted into dq frame,

dĪt,dq

dt
+ jω0 Īt,dq = −

Rt

Lt
Īt,dq +

1

Lt
V̄t,dq −

1

Lt
V̄dq (17)

dV̄dq

dt
+ jω0V̄dq =

1

Ct
Īt,dq (18)

Now using (13) and (14) we consider GM(s) = CM(sĪ −

AM)−1BM + DM, where

AM =

⎡

⎢

⎢

⎢

⎣

0 ω0
1
Ct

0

−ω0 0 0 1
Ct

− 1
Lt

0 −
Rt
Lt

ω0

0 − 1
Lt

ω0 −
Rt
Lt

⎤

⎥

⎥

⎥

⎦

BM =

⎡

⎢

⎢

⎣

0 0

0 0
1
Lt

0

0 1
Lt

⎤

⎥

⎥

⎦

,CM =

[

1 0 0 0

0 1 0 0

]

and DM = 0

Where the state vector x =
[

V̄d V̄q Ītd Ītq
]T
; input vec-

tor u =
[

V̄td V̄tq

]T
and the output vector y =

[

V̄d V̄q

]

.

6 Microgrid control
6.1 Centralized control

The art to control of a flexible microgrid in both grid-

connected mode and islanded mode, the knowledge of

architecture of the system, system planning, and the

topologies related to microgrid are necessary. Fault mon-

itoring and protection of the microgrid is an important

issue. The interconnection of different electronics, energy

storage system, telecommunication makes the system

complex.



Badal et al. Protection and Control of Modern Power Systems             (2019) 4:8 Page 12 of 27

Different kind of control methods are available for

microgrid. Centralized control method is one of them

[98]. Centralized controller is based on hierarchical

control method. A hierarchical system has three con-

trol element, namely [99, 100], i) Local microsource

controller (MC) with load controller (LC); ii) Micro-

grid central controller (MGCC); iii) Distributed man-

agement system (DMS). In a centralized controller, a

central controller gathers information from all units.

This central controller is the backbone of the sys-

tem which performs all the calculation and produces

control action for all units connected at a single

point.

Local microsource controller (MC) is used to control

the power electronics interface without communication

system of the distributed generator connected to the

mcrogrid [100, 101]. It has three elements, namely voltage

source inverter (VSI), prime mover and DC interface. The

VSI unit controls the amplitude and the phase of the out-

put voltage. It also controls the active and reactive power

of microgrid. MC takes the local information from the

units [102]. Using these information, it controls the volt-

age and frequency of the microgrid. When it is connected

to the power grid, it follows the information from the cen-

tral controller. The load controller at the controllable load

controls the load of the microgrid.

Microgrid central controller (MGCC) acts as an inter-

face between distributed management system and micro-

grid [103]. It estimates the power amount for the micro-

grid drawn from the DG units. It produces a control signal

which is sent to both MC and LC to optimize the elec-

tricity [99]. The order of the MGCC is carried by the

MCs and LCs during grid connectedmodewhile they have

own control during islanded mode. Distributed manage-

ment system (DMS) is also known as distribution network

operator (DNO) [99].It controls the operation of low and

medium voltage areas.

6.2 Decentralized control

Decentralized control approach is hierarchical control in

which each unit has a local controller [98, 104]. These

units are controlled independently by its own local con-

troller. The local controller receives local information and

produces control action to maintain the local units. The

controllers do not depend on the control of other con-

troller’s action. A strong coupling is required between the

units of the system.

A decentralized control is fully opposite of the cen-

tralized control approach. In decentralized control, MCs

are responsible to compete the maximize production to

fulfil the demand [105]. It maximizes the autonomy of

the micro-sources and loads. One of the advantages of

decentralized control approach is, it uses different intelli-

gent process. The control process of decentralized control

is based on peer-to-peer algorithm such as multi-agent

algorithm, gossip-based algorithm[106, 107].

A decentralized control approach has the following

characteristics for microgrid [106, 108];

1. Micro-source consists of different owners and each

decision is taken locally.

2. The controller of each unit in the microgrid works

based on intelligent algorithm.

3. Local micro-source supplies power to the distribution

networks as well as produces heat for local installation,

provides a backup power in case of emergency. It also

keeps the voltage at a certain level.

The main advantage of the decentralized control is

that it can embody different DG units with the micro-

grid without any change of the controller settings. But in

this case, the coordination must be enough strong. The

energy management system (EMS) of decentralized con-

trol approach is highly feasible [109]. The energy storage

system (ESS),used as a voltage source, is controlled by

either constant current mode or constant voltage mode.

The state of charge (SOC) is adjusted by the ESS itself

during the operation in constant current mode [108].

The EMS receives the information from SOC and pro-

duces control action to the DG units. Then the DG units

maintain the value of SOC. [109].

The main disadvantage of the decentralized control is

that, when the ESS is used as a voltage source, it is suffered

by the lack of SOC information for the DG units [109].

There is no communication system is used in decentral-

ized control method. Thus, the SOC information is not

transferred to dispatchable DG units and for this reason

the ESS is not stable.

In centralized approach, extensive communication and

computation is required in an extended geographic area.

This requirement makes the centralized control approach

infeasible. Again, it is also not possible to make a fully

decentralized control approach because it requires a very

strong coupling between the operation of the units. The

local variables are unable to supply minimum level of

coordination of the units in the system. To solve these

problems, hierarchical control approach is divided into

three levels, namely primary, secondary and tertiary level

shown in Fig. 14 [98].

The primary control level is usually droop control which

shares the load between the converters in microgrid. On

the other hand, the secondary control level reduces the

steady-state error which is produced by the droop control

and the tertiary level are responsible to export or import

energy for microgrid.

6.3 Primary control

The first level of hierarchical control is primary con-

trol approach also known as internal or local control

[98]. It is based on the local measurement. Output and
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Fig. 14 Block Diagram of Hierarchical Control System

power sharing control is the main aim of this control. Pri-

mary control approach controls the voltage and frequency

of the reference voltage that is fed to the inner cur-

rent and voltage-control loops. It also controls the active

and reactive power without any communication link and

improves the power reliability [110–113]. Over-current

in the power electronics device can damage the DC link

capacitor. This control approach reduces the circulating

current that may produce over current.

Primary controller counterfeits the behaviour of syn-

chronous generator in which voltage regulator controls

the power sharing. Since renewable energy sources pro-

duce DC voltage which is converted to AC voltage for

the further process. This conversion is done using volt-

age source inverter (VSI) which fixes the frequency and

voltage of the microgrid. It can provide distributed power

generation system and make the voltage stable [112]. It

does not need the requirement of external reference to

stable and control the power. VSI can also be used in grid-

connected mode, where the voltage source is converted

by current source. To control the frequency and inertia of

synchronous machine, VSI controller provides two func-

tions such as i) control of DC power sharing and ii) control

of inverter output [72, 111, 112, 114]. The DC power

sharing controller controls the sharing of active and reac-

tive power and reduces the mismatch in microgrid. This is

done by using active power-frequency droop controller as

well as reactive power-voltage droop controller. Inverter

output controller regulates the output voltage and current

using outer voltage and inner current loop.

VSIs are connected in parallel in the microgrid that

improve the performance and stability of microgrid by

adjusting voltage and frequency using P/Q droop con-

trol method [115–118]. The droop control method can be

expressed as:

f = f̄ − m(P − P̄) (19)

V = V̄ − n(Q − Q̄) (20)

Where f and V are frequency and amplitude of output

voltage, f̄ and V̄ are reference frequency and voltage, P

is active power, P̄ is active power reference, Q is reactive

power, Q̄ is reactive power reference, m and n are Corre-

sponding slope. The parameter m and n can be designed

as follows to synchronise the system as well as stable the

voltage:

m =
δf

Pmax

n =
δV

2Qmax

Where Pmax and Qmax are the maximum allowed active

and reactive power, δf and δV are maximum allowed
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frequency and voltage. But if the inverter absorbed the

active power, then the slopem can be written as

m =
δf

2Pmax

When the droop control method used in large power

system, the output and line impedance of the synchronous

machine is inductive [115]. Then the output voltage and

frequency depends on an impedance angle φ and can be

described as:

f = f̄ − m[ (P − P̄)sinφ − (Q − Q̄)cosφ] (21)

V = V̄ − n[ (P − P̄)cosφ + (Q − Q̄)sinφ] (22)

Beside outer voltage and inner current loop, primary

control approach also has virtual output impedance

loop. The outer voltage loop controls the output volt-

age whereas the inner current loop controls inductor or

capacitor current. Virtual output impedance loop pro-

vides proper output impedance. This control technique

increases the durability of the parameter and the output

voltage v̄0 can be expressed as:

v̄0 = vref − Zvi0 (23)

Where Zv virtual output impedance and vref is the voltage

reference expressed by

vref = Vsin(2�ft)

The virtual impedance is mainly kept bigger than the

value of output impedance of the inverter plus the line

impedance. Thus, the equivalent output impedance is

governed by the virtual output impedance and it has no

power loss. The resistance can be implemented with no

efficiency loss [117, 118].

6.4 Secondary control

Secondary control level is also known as energy man-

agement system (EMS) that supervises the system and

collects information from the DG units for regulating the

microgrid. It is preferable for both grid-connected and

islanded mode with reliable and secure operation. The

main function of EMS is to find the optimal unit com-

mitment (UC). The primary control level produces some

voltage and frequency deviation which is compensated

by the secondary control level [119]. It has three option

such as i) real-time optimization, ii) expert system and iii)

decentralized hierarchical control to find the despatch and

unit commitment of the microgrid [120]. The supervisory

system sends a signal through low-bandwidth communi-

cation to regulate the voltage to an optimal value. It also

synchronizes the microgrid with the main grid before the

interconnection departing from islanded mode to grid-

connected mode.

The secondary control level can operate in stand-alone

mode. The time frame of this control approach is slower

than the primary control approach. Thus, the secondary

control is easily decoupled from the primary control level

as well as it can reduce the bandwidth of the communi-

cation using microgrid variables [121]. Secondary control

approach senses the frequency fmg and amplitudeVmg and

compares with the reference frequency f̄mg and reference

amplitude V̄mg using compensator [115]. The compen-

sator produces errors fǫ and Vǫ which are send to the

system to compensate the frequency and voltage deviation

by restoring them. For a AC microgrid these errors can be

expressed by:

fǫ = kpf (f̄mg − fmg) + kif (f̄mg − fmg)dt + 
f (24)

Vǫ = kpv(V̄mg − Vmg) + kiv(V̄mg − Vmg)dt (25)

Where kpf , kif , kpv and kiv are control parameter of the

compensator and 
f are synchronization term. The value

of 
f is zero when the grid absent. The value of fǫ and

Vǫ must not cross the maximum frequency and voltage

deviation.

6.5 Tertiary control

The highest level of hierarchical control is tertiary con-

trol approach [98]. It adjusts the set point of the inverters

in the microgrid to control the power flow [116]. A sys-

tem may have multiple microgrid interconnecting to each

others. The coordination of the operation of these micro-

grid is selected by the tertiary control level. It is also

responsible to find the communication requirement from

the main grid such as frequency regulation, voltage sup-

ports etc. Tertiary control approach sends information to

the secondary control level that coordinates the primary

control level and subsystems in the microgrid within a

few minutes. After that, the primary controller can react

instantaneously to the local events in a predefined way.

Tertiary control approach also reduces voltage harmonic

by harmonic injection.

Tertiary control level is mainly considered as a part of

the main grid, not the microgrid itself [115, 122]. The

active and reactive grid power Pg and Qg is measured at

the point of common coupling (PCC) and compared with

the reference P̄g and Q̄g . Thus the reference frequency f̄mg

and V̄mg voltage is expressed as follows:

f̄mg = kpP(P̄g − Pg) + kiP

∫

(P̄g − Pg)dt (26)
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Table 1 Parameter values for single phase microgrid

Description Value

DC bus voltage (Vdc) 300V

Capacitor filter (Ct) 15μF

Inductor filter (Lt) 2mH

Line resistance (Rline) 0.45 �

Consumer load (R) 40 �

V̄mg = kpQ(Q̄g − Qg) + kiQ

∫

(Q̄g − Qg)dt (27)

Where kpP, kiP, kpQ and kiQ are the control parameters

of the compensator of tertiary control level. The refer-

ence frequency f̄mg and voltage V̄mg are generated by the

secondary controls [123, 124]. The export and import of

active and reactive power depends on the sign of P̄g and

Q̄g . The power flow of the tertiary control approach is

bidirectional. The grid frequency fg and voltage Vg are

constant.

The active and reactive power is controlled by adjust-

ing reference frequency and voltage. The microgrid feeds

P or Q to the main grid if f̄mg > fg or V̄mg > Vg respec-

tively. When the value of kiP and kiQ is equal to zero, the

tertiary control approach can be considered as a primary

controller which are responsible to interconnect multiple

microgrid and improve power quality at the PCC.

7 Control methods
Voltage and frequency control is the main requirement of

islanded microgrid. In the case of gird-connected mode,

the voltage and frequency of microgrid are directly con-

trolled by main grid. The main grid provides the required

performance of microgrid. But when the microgrid is dis-

connected from the main grid, the grid has no impact

on the performance of microgrid. As a result the voltage

Table 2 Parameter values for three phase microgrid

Description Value

DC bus voltage (Vdc) 2000V

VSC terminal voltage (line-line) (Vbase) 600V (1 pu)

Transformer voltage ratio (Y/
) 0.6/13.8

PWM carrier frequency (fsw) 1980 Hz

System frequency (f0) 60 Hz

VSC filter resistance (Rt) 1.5m�

DG rated power (Sbase) 3MVA(1 pu)

VSC filter inductance (Lt) 100μH

VSC filter capacitance (Ct) 100 μF

Load resistance (R) 4.33 �

Load capacitance (C) 100mH

Load inductance (L) 1 pF

and frequency may be deviated due to many reasons.

The performance of islanded microgrid largely depends

on the physical environment. Unpredictable uncertainties

and unknown load dynamics can deviate the performance

of microgrid. Thus, it may unable to produce 50 Hz volt-

age during its operation. Again, the voltage and frequency

may be unstable. To make the voltage and frequency sta-

ble in all modes of operation, a number of methods have

been proposed in the technical literature.

7.1 Integral linear quadratic Gaussian controller

The integral linear quadratic gaussian (ILQG) controller

has been proposed for tracking the performance of sin-

gle phase islanded microgrid. This controller has large

bandwidth as well as large gain and phase margin. It has

the ability to track the reference single using H2 norm

which provides large gain of the controller. The design

of LQG controller without the action of integral part has

lack of ability to make the system robust against differ-

ent uncertainties produced by the environment [125]. The

Integral controller alone is used to track the reference sig-

nal by reducing error [126]. Though this controller has

large gain at low frequency, it provides a low performance

against plant dynamics. The problems of LQG and inte-

gral controller are improved by designing integral LQG

controller.

The ILQG controller is designed by assuming the state-

space model of the plant. The design process is described

for tracking control in the islanded MG system. Consider

the following state-space model of the plant:

ẋ(t) = Ax(t) + Bu(t) + Dα(t), (28)

y(t) = Cx(t) + D̄ᾱ(t), (29)

Where

x = State vector

y = Output of the plant

u = Input of the plant

A = System matrix

B = Input matrix

C = Output matrix

D and D̄ = Noise matrices of the system.

w = Process nioce

w̄ = Measurement noice

A proper selection of the noise terms in these equations

provides a reliable and robust performance. The robust-

ness of the system is increased by reducing uncertainties

as well as process and measurement noise by noise termD

and D̄. The controller is designed byminimizing quadratic

cost function J ;

J = lim
T→+∞

E

[

1

T

∫ T

0
(x(t)TQx(t) + u(t)TRu(t))dt

]

.

(30)
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Here, Q and R are the symmetric weighting matrices

where Q ≥ 0 and R > 0 and E is the desired value.

The desired performance of the controller is achieved

by a proper choosing of Q and R matric in the cost

function (30).

The updated plant P(s) with an integral controller of the

plant can be represented by;

x̄f (t) = Af xf (t) + Bf u(t) + Bf α1, (31)

zf (t) = Cf xf (t) + β . (32)

With Af =

[

A 0

C 0

]

, Bf =

[

B

0

]

, and Cf =

[

C 0

C I

]

.

The augmented vector xf =[ x
∫

ydt]T , zf =[ z1 z2]
T and

β =[α2 α3]
T . α1 is defined as mechanical noise of the sys-

tem, α2 is the sensor noise from the output y and α3 is the

sensor noise which is added to the integral part.

The updated plant have the cost function for designing

integral LQG controller;

J = lim
T→+∞

E
1

T

∫ T

0
[ xTQx + w(y)T Q̄f (y) + uTRu] dt,

(33)

Where f (y) is the weighting matrices, Q is the state

matrix, Q̄ is integral state matrix and R is control input

matrix with Q ≥ 0, Q̄ ≥ 0, and R > 0.

The integral LQG controller is estimated by using

kalman filter and linear quadratic regulator (LQR) con-

troller. The state-space equation of ILQG controller is

represented by;

˙̄xf (t) = Af x̄f (t) + Bf u(t) + K1(zf − Cf x̄f ), (34)

u(t) = −K2x̄f . (35)

With x̄f is augmented state vector. x̄f is defined by using

kalman filter.K1 is the kalman gain andK2 is feedback gain

matrix. The kalman gain K1 can be represented by;

K1 = P1C
T
f R

−1
1 , (36)

Where P1 is the solution of algebraic riccati equation

(ARE) which can be represented by;

P̄1 = AT
f P1 + P1Af − P1C

T
f R

−1
1 Cf P1 + Q1 (37)

Where Q1 is non-negative defined (Q1 ≥ 0) and R1 is

positive defined (R1 > 0).

And feedback gain matrix K2 can be represented as;

K2 = R−1
C Bf P2, (38)

P2 is the solution of algebraic riccati equation which is

represented by

P̄2 = AT
f P2 + P2Af − P2C

T
f R

−1
2 Cf P2 + Q2 (39)

Where Q2 ≥ 0 and R2 > 0. The control parameter Q1, R1

, Q2 and R2 is adjusted properly for a better performance

of the integral LQG controller.

7.2 Proportional integral derivative controller

Proportional Integral Derivative (PID) controller is the

most widely implemented controller in different indus-

tries. This controller is easy to design and simple. Low

order transfer matrices and simplicity makes this con-

trol algorithm popular. This control algorithm dose not

require high level of knowledge. It minimizes the steady

state error to improve the responses [127]. Parameters

selection is an important task to improve the performance

of PID controller. Root-locus, Ziegler-Nichols, Chien-

Hrones-Reswick, Cohen-Coon andWang-Juang-Chan are

the useful tools to tune the parameters of the controller.

The transfer function of PID controller consisting of

Proportional, Integral and Derivative structures in a single

package is represented by

C(s) = Kp +
Ki

s
+ Kds =

Kds
2 + Kps + Ki

s

Where Kp is the proportional gain, Ki is the integral gain

and Kd is the derivative gain of PID controller. The tran-

sient response of the system is improved by proportional

gain where the integral gain is responsible to minimize the

steady-state error. The derivative gain of PID controller

reduces the overshoot of the system.

Cohen–Coon is an important tool that tunes the param-

eters of PID controller efficiently [128]. This algorithm

is well suited for a wide variety of process than the

other algorithm. The output response of this algorithm is

recorded based on Fig. 15. In Fig. 15, L is the delay time,

T is time constant. This tuning method is a self regulation

process that tunes the parameters of the PID controller

directly.

Kp =
1.35

a

(

1 +
0.18τ

1 − τ

)

,Ki =
Kp(1 − 0.39τ)

L(2.5 − 2τ)

Kd =
KpL(0.37 − 0.37τ)

1 − 0.81τ

Where a = kL/T and τ = L/(L + T).

The microgrid voltage fluctuates for connecting and

disconnecting loads and different disturbance. The per-

formance of PID controller using Cohen-Coon method

is investigated against many scenarios such as harmonic

loads (television, computer, printers), noise etc. It provides

a robust voltage tracking against all disturbance.

7.3 Model predictive controller

Model predictive controller (MPC) has been proposed in

this section to control the voltage of single phase islanded

microgrid [129, 130]. It is an advanced method used in the

process industries as well as power system to reduce the

tracking error based on dynamic models of the process.

MPC has the ability to predict the future events and can

take control action accordingly. It can predict the change
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Fig. 15 Response curve of Cohen-Coon tuning formula

in the dependent variables caused by independent vari-

ables. MPC uses the current plant measurement, dynamic

state, the process variable target to calculate the future

events. This controller uses predefined cost function to

calculate the optimal values of the future control inputs.

The state-space model to design the controller is repre-

sented as follows:

xp(k + 1) = Apxp(k) + Bpu(k) (40)

yp(k) = Cpxp(k) + Dpu(k) (41)

Where Ap, Bp, Cp and Dp represents the discrete state-

spaces of plant model, u is the manipulated variable, yp
is the process output and xp is the state variable vector.

According to the principle of receding horizon control to

predict and control the events of the plant a current infor-

mation of the plant is required. The increments of the

variable xp(k) and u(k) is represented as follows:


xp(k + 1) = Ap
xp(k) + Bp
u(k) (42)

And

yp(k + 1) = Cpxp(k + 1) (43)

The plant can be rearranged in the following way

[


xp(k + 1)

yp(k + 1)

]

=

[

Ap 0

CpAp I

][


xp(k)

yp(k)

]

+

[

Bp

CpBp

]


u(k)

(44)

yp(k) =
[

0 I
]

[


xp(k)

yp(k)

]

(45)

Where

A =

[

Ap 0

CpAp I

]

,B =

[

Bp

CpBp

]

,C =
[

0 I
]

And


u(k) = u(k) − u(k − 1)


xp(k + 1) = xp(k + 1) − xp(k)


xp(k) = xp(k) − xp(k − 1)

The future state variables and output sequence can be

denoted by

xp(k + Hy|k) =AHyxp(k) + AHy−1B
u(k)

+ . . . + AHy−HcB
u(k + Hc − 1)

whereHy is prediction horizon, the length of optimization

window and Hc is control horizon, detect the number of

parameters which are used to measure the future control

actions which is chosen to less than or equal to Hy. And

yp(k + Hy|k) =CAHyxp(k) + CAHy−1B
u(k)

+ . . . + CAHy−HcB
u(k + Hc − 1).

Assuming that at the sampling instant kj, where kj > 0, the

state xp(kj) provides the current plant information. Thus,

the future state variables can be calculated using a set of

future control parameters:

xp(kj + 1|kj) = Axp(kj) + B
u(kj)

xp(kj + 2|kj) = Axp(kj + 1|kj) + B
u(kj + 1)

= A2x(kj) + AB
u(kj) + B
u(kj + 1)

...

xp(kj + Hy + |kj) = AHyxp(kj) + AHy−1B
u(kj)+

AHy−2B
u(kj + 1) + ..... + AHy−HcB
u

(kj + Hc − 1)
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Hence, the periodic output variables can be written as

yp(kj + 1|kj) = CAxp(kj) + CB
u(kj)

yp(kj + 2|kj) = CA2xp(kj) + CAB
u(kj) + CB


u(kj + 1)

...

yp(kj + Hy + |kj) = CAHyxp(kj) + CAHy−1B
u(kj)+

CAHy−2B
u(kj + 1) + ..... + CAHy−Hc

B
u(kj + Hc − 1)

The dimension ofHy is Y andHc is
u for the single input

and single output case, then

Y = [ yp(kj + 1|kj)yp(kj + 2|kj)...yp(kj + Hy + |kj)]
T


U = [
u(kj)
u(kj + 1)...
u(kj + Hc − 1)]T

The prediction horizon can be arranged in a compact

matrix form

Y = αx(kj) + β
U

Here, the α matrix having dimension (Hy, n) and the β

matrix having dimension (Hy,Hc) as follows:

α =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

CA

CA2

CA3

...

CAHy

⎤

⎥

⎥

⎥

⎥

⎥

⎦

β =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

CB 0 . . . 0

CAB CB . . . 0

CA2B CAB . . . 0
...

CAHY−1B CAHY−2B . . . CAHY−HCB

⎤

⎥

⎥

⎥

⎥

⎥

⎦

The cost function C that reflects the control objective as

C =
∑

Q(yp(kj + p|kj) − Rp(kj + p))2
∑

R(
u

(kj + p − 1))2

where Q is the state weighting matrix, Rp is the reference

signal and R is the control weighting matrix.

The constrained variable is parameterized using vec-

tor 
U and expressed in a set of linear equation. The

constraints are taken into consideration for each moving

horizon window. This allows us to vary the constraints

at the beginning of each optimization window, and also

gives us the means to tackle the constrained control prob-

lem numerically. The constraints at sample time kj are

expressed as


umin ≤ 
u(kj) ≤ 
umax

where umin and umax are the low and high levels of the

control action respectively. The next constraints at future

sample will be


umin ≤ 
u(kj + 1) ≤ 
umax

The inequality constraints for the parameter vector 
U

that minimizes the cost function is
⎡

⎣

M1

M2

M3

⎤

⎦
U =

⎡

⎣

N1

N2

N3

⎤

⎦ (46)

Where N is the element of 
umin and 
umin and M is

a matrix reflecting the constraints, having the rows equal

to the number of constraints and columns equal to the

dimension of 
U .

Since the cost function C is a quadratic, and the con-

straints are linear inequalities, then an optimal solution is

found for standard quadratic programming problem. The

expression can be written as,

M
U ≤ γ ; γ∈RN∗1

The results of the this controller provide a tracking

performance of the microgrid. This controller is tested

against different disturbance namely harmonic load, non-

linear load, dynamic load, unknown load etc. The results

against these scenarios exhibit a reliable performance of

this controller.

7.4 Damping controller

Damping controller is a renewed controller to control

the grid voltage and current based on negative imaginary

(NI) approach. This controller is designed for both sin-

gle and three phase islandedmicrogrid. Based on different

dynamic loads and uncertainties, the performance of the

microgrid is investigated using this controller. NI system

is one which has no pole in the right half plane and the

nyquist plot has phase within [-180,0] for all ω > 0 where

j(G(jω)− Ḡ(jω)) > 0. This controller is easy to design and

implement which does not require advanced digital signal

processing.

The unwanted oscillation of voltage of single phase and

three phase islanded microgrid is eliminated by this con-

troller. Single phase islandedmicrogrid having the transfer

function

C(s) = −k
s2 + 2ζωs

s2 + 2ζωs + ω2
(47)

with k is the controller gain, ω > 0 is the resonant fre-

quency and ζ > 0 is the damping constant where k > 0,

ω > 0 and ζ > 0. The controller has zero at the origin,

which indicates low gain with low frequency. Thus, it pro-

vides high gain margin and phase margin which increases

the stability of the system. The controller ensures high

performance based on the negative imaginary approach.

A system is stable when the product of the loop gain
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of a system has a value less than one and the system is

strictly NI. The close-looped transfer functionG(s) can be

represented as follow;

G(s) =
Gs(s)

1 − Gs(s) ∗ C(s)

where Gs(s) is the plant transfer function and C(s) is the

controller transfer function.

This controller is also designed for three phase islanded

microgrid. It is a great challenge to control the perfor-

mance of three phase islanded microgrid because it con-

sists of a number of subsystem. Each subsystem has DG

units which need to control properly. This controller pro-

vides a robust performance of the three phase microgrid.

The transfer function of three phase islanded microgrid is

expressed by

Cm(s) = −k
s2 + 2ζωs

s2 + 2ζωs + ω2
ηn∗n (48)

With ηn∗n is a square matrix of order n which indicate the

number of input and output. Based on NI approach the

result of islanded microgrid is investigated under differ-

ent load conditions and uncertainties. The results prove

the stability and high performance of the controller. The

close-looped transfer function for three phase islanded

microgrid is expressed by;

GMcl(s) =
GM(s)

1 − GM(s) ∗ Cm(s)

with GM(s) is the plant transfer function and Cm(s) is

the controller transfer function for three phase islandad

microgrid.

8 Performance evaluation
The performance of the controllers is investigated in this s

ection for different scenarios. The parameters value of

single and three phase islanded microgrid are listed in

Tables 1 and 2. The performance of the microgrid system

against the unknown load dynamics, highly nonlinear

and unbalanced loads are verified. The microgrid system

is implemented in MATLAB to obtain the simulation

results. The results show the effectiveness of controllers.

8.1 Performance evaluation for single phase single

energy source microgrid

8.1.1 Performance against dynamic loads

An islanded microgrid is a small station of power sep-

arated from the main grid whose voltage and frequency

control become a challenge. The performance of micro-

grid may be affected by the dynamic loads such as induc-

tion motor [131]. It reduces the stability and produces

unreliable performance of microgrid. To investigate the

performance of microgrid in the presence of dynamic

load, A single phase dynamic load block is modeled as a

current source with active power of 50 MW and reactive

power of 25 MW at initial voltage. Due to load dynamic,

the system voltage is changed which affects the active

and reactive power. The effect of short or open circuit

produces fault current in the line. When a circuit is inter-

rupted by some failures or disconnected that produces

open circuit fault and stops the flow of current while short

circuit fault produces large current flow through the load

which can damage the load. The simulation results shown

in Figs. 17b, 18b, 19b and 20b that ensure the tracking and

reliable performance of the controllers.

8.1.2 Performance against harmonic loads

Television, computer, printers, fluorescent lighting, bat-

tery chargers, rectifiers etc. are the example of harmonic

loads which are increasing with the development of the

world [132]. The harmonic loads produce considerable

voltage and current harmonic in the power system which

unstable the performance of microgrid. The current wave-

form becomes quite complex due to the presence of

harmonic load which increases excessive amount of cur-

rent in the system. Harmonics in power systems increase

heating in the equipment and conductors, misfiring in

variable speed drives and produce unsafe operation of

microgrid. Voltage harmonics are caused by current har-

monics. The voltage provided by the voltage source will be

distorted by current harmonics due to source impedance.

This is particularly the case for the third harmonic in

the system. To investigate the performance of the micro-

grid, a 3rd order harmonic current source is designed in

Fig. 16b of amplitude 7A and frequency 150Hz with a 30�

resistance is connected with the current source. These

controllers reduce the voltage and current harmonics and

ensures the robust performance of the controller shown in

Figs. 17c, 18c, 19c and 20c.

8.1.3 Performance against unknown loads

The load which is not related to the model of microgrid is

unknown load that influences the performance of micro-

grid [82]. Any un-modeled load can be introduced in the

power system which vary the voltage and power. In this

paper an unknown load is modeled in Fig. 16c which is

connected in parallel with the microgrid. The un-modeled

load is connected with the microgrid at t= 0.3 seconds

when the switch is pressed, which changes the steady

state of the microgrid and the resistance, inductance and

capacitance are also changed. The peak amplitude of load

voltage remains unchanged with the load change and the

fault current is investigated in Figs. 17e, 18d, 19e and 20d

which indicate the robustness and tracking performance

of the controllers.

8.1.4 Performance against Asynchronousmachine loads

Asynchronous machine load such as induction motor

hampers the performance of microgrid and reduces
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(a) (b)

(c) (d)

Fig. 16 Inclusion of (a) Asynchronous Machine Load, (b) Harmonic Load, (c) Unknown Load, (d) Non-linear Load with Microgrid
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Fig. 17 Grid Voltage Tracking Using ILQG Controller for (a) Consumer Load, (b) Dynamic Load, (c) Harmonic Load (d) Asynchronous Machine Load,

(e) Unknown Load, (f) Non-linear Load. The Blue (-) and Green (-) Solid Line Represents the Reference and Open-loop Voltage Respectively and Red

(- -) Dotted Line Represents the Closed-Loop Grid Voltage
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the stability of the system [133]. To investigated the

influence of the asynchronous load on microgrid, an

induction motor is modeled in the dq stator refer-

ence frame shown in Fig. 16a, having a zero steady-

state condition is paralleled with the microgrid. The

performance of these controllers are investigated hav-

ing capacitor-start and capacitor-start-run. Due to the

presence of asynchronous machine load, the grid volt-

age may fluctuate which vary the active and reactive

power of microgrid. These controllers reduce the fluctu-

ation of voltage and provide most reliable performance

of the microgrid system presented in Figs. 17d, 18e, 19d

and 20e.

8.1.5 Performance against non-linear loads

The operation of microgrid is influenced by the highly

non-linear load namely television, computer [134]. A non-

linear load is modeled in Fig. 16d by two-phase four-pulse

diode bridge rectifier connected to the PCC. The output

terminal is connected to an RC load having R = 80�

and C = 5μF. The input current of the rectifier may

be distorted, but these controllers provide stable, reliable

and high quality voltage investigated in Figs. 17f, 18f, 19f

and 20f.

8.2 Performance evaluation for three phase single energy

source microgrid

8.2.1 Performance against three phase non-linear load

dynamics

The performance of three phase islanded microgrid

against nonlinear load is investigated in this section [134].

A nonlinear load is modeled which is same as the load

used in single phase microgrid. The three phase nonlinear

load is modeled using six pulse diode-bridge rectifier. The

result of three phase islanded microgrid against highly

nonlinear load is investigated by connecting the load to

the PCC for t= 0.3s to 0.33s shown in Fig. 21c. This

section shows the results of damping controller, which

insure the high performance and robustness of this con-

troller. Similar results are obtained by using the others

controller.

8.2.2 Performance against three phase balanced and

Unbalanced load conditions

This section presents the performance of three phase

islanded microgrid against balanced and unbalanced load

[134]. A resistive load with active power 3 kW and phase

voltage 60V is added to microgrid between time t= 0.15s

to t= 0.16s to make the load voltage balanced. The result
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Fig. 18 Grid Voltage Tracking Using Model Predictive Controller for (a) Consumer Load, (b) Dynamic Load, (c) Harmonics Load, (d) Unknown Load,

(e) Asynchronous Machine Load, (f) Non-linear Load. The Blue (-) and Green (-) Solid Line Represents the Reference and Open-Loop Voltage

Respectively and Red (- -) Dashed Line Represents the Closed-Loop Grid Voltage
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Fig. 19 Grid Voltage Tracking Using Damping Controller Under (a) Consumer Load, (b) Dynamic Load, (c) Harmonic Load, (d) Asynchronous

Machine Load, (e) Unknown Load model, (f) Non-linear Load. The Green (-) and Blue (-) Solid Line Represents Response of Gs(s) and Reference

Signal Respectively, While Red (- -) Dashed Line Represents the Response of G(s)
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Fig. 20 Grid Voltage Tracking Using PID Controller for (a) Consumer Load, (b) Dynamic Load, (c) Harmonics Load, (d) Unknown Load, (e)

Asynchronous Machine Load, (f) Non-linear Load. The Blue (-) and Green (-) Solid Line Represents the Reference and Open-Loop Voltage

Respectively and Red (- -) Dashed Line Represents the Closed-Loop Grid Voltage
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Fig. 21 Comparison of Load Voltage Vabc(s) between GM(s) and GMcl(s) Using Damping controller Under Different Loads, (a) Load Voltage of

GMcl(s) When Using Consumer Load, (b) Load Voltage of GM(s) When Using Consumer Load, (c) Load Voltage of GMcl(s) When Using Non-linear

Load, (d) Load Voltage of GM(s) When Using Non-linear Load, (e) Load Voltage of GMcl(s) When Using Balanced Load, (f) Load Voltage of GM(s)

When Using Balanced Load, (g) Load Voltage of GMcl(s) When Using Unbalanced Load (h) Load Voltage of GM(s) When Using Unbalanced Load, (i)

Load Voltage of GMcl(s) When Using Unknown Load and (j) Load Voltage of GM(s) When Using Unknown Load
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shown in Fig. 21e ensures that the damping controller bal-

ances the load voltage to a desired voltage. An unbalanced

load is connected to the PCC after t= 0.50s. The sys-

tem is controlled with the parameter Ra = 21.65�, Rb =

17.32�, Rc = 8.66� and Lc = 10mH . Figure 21g shows

that the instantaneous load voltage of microgrid becomes

imbalanced due to the presence of unbalanced load which

is controlled by the damping controller that ensures the

desired output. Similar results are also obtained using

integral LQG, combined PI and model predictive con-

troller.

8.2.3 Performance against three phase unknown load

conditions

This section presents the performance of damping con-

troller against unknown load in three phase micro-

grid [82]. The load voltage varies with the variation of

unknown load. The unknown load is added after t=

0.30s with microgrid that changes load parameter values.

Thus, the instantaneous voltage of three phase micro-

grid is changed. The result shown in Fig. 21i verifies

that the damping controller provides the desirable per-

formance against unknown load. Integral LQG, combined

PI and model predictive controller also provides the sim-

ilar results that ensure the high performance of these

controller.

9 Future challenges inmicrogrid
The number of microgrid integration in the low-voltage

(LV) distribution system is increasing rapidly [106, 135].

The future LV microgrid will require special protection

due to the different characteristics of the distribution sys-

tems. During the operation, islanded microgrid will face

many challenges with increased number of DG [14]. A

Table 3 Comparisons between the Controllers

Name of the controller Advantages Limitations

Integral LQG controller High band width
as well as gain
and phase
margin

-

PID controller Low order
transfer function
matrices and easy
to implement

Low band width

Model predictive controller Incorporate the
constraint and
less effected by
noise

Lack of flexibility
and high
maintenance
cost

Damping controller Low order
transfer function
matrices and no
need to
advanced digital
signal processing

Critical need for a
cost-effective
control strategy

large number of DG units will be integrated with the

microgrid to fulfil the demand of electricity. Thus, the

power balancing, communication between DG units, pro-

tection of themicrogrid will become a challenge. DG units

are interfaced with the microgrid by converter. This has

limited fault current feeding capability. Thus, the fuse pro-

tection of LV microgrid in the future will become a com-

mon challenge. The challenges are related with the protec-

tion zone, operation speed of LVmicrogrid. The converter

must be designed properly having the future-ride-through

(FRT) requirements. Special energy storage system such

as super-capacitor may be used for the FRT protection to

control the voltage rise during faults. A large amount of

mismatch will be produce between generation units and

loads. This mismatch will produce by connecting and dis-

connecting of microgrid having large number of DG units

at the same time. This will produce voltage and frequency

fluctuation.

10 Conclusion
This paper presents the use of renewable energy sources

and production methods of electricity. The future world

will largely depend on the use of renewable energy sources

to maintain the daily need for electricity. The impor-

tance of microgrid in the present as well as in the future

world is described in this paper. The problems related

to microgrid and integration challenges of DG units are

described in this paper. The increasing number of DG

units becomes a common challenge to maintain the oper-

ation ofmicrogrid.Many control methods are investigated

to control the voltage of islanded microgrid against dif-

ferent scenarios. The control methods ensure reliable and

high performance of the operation of islanded microgrid.

Table 3 exhibits the comparison between different con-

trollers. It ensures that the overcomes of other controllers

are overcomed by ILQG controller. The statistics of the

energy production fromdifferent renewable energy sources

are the evidence of the popularity of microgrid through-

out the world. The future world will largely depend

on microgrid.
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