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Mobile cloud computing (MCC) integrates cloud computing (CC) into mobile networks, prolonging the battery life of the mobile
users (MUs). However, this mode may cause signi	cant execution delay. To address the delay issue, a new mode known as mobile
edge computing (MEC) has been proposed. MEC provides computing and storage service for the edge of network, which enables
MUs to execute applications e
ciently and meet the delay requirements. In this paper, we present a comprehensive survey of
the MEC research from the perspective of service adoption and provision. We 	rst describe the overview of MEC, including
the de	nition, architecture, and service of MEC. A�er that we review the existing MUs-oriented service adoption of MEC,
i.e., o�oading. More speci	cally, the study on o�oading is divided into two key taxonomies: computation o�oading and data
o�oading. In addition, each of them is further divided into single MU o�oading scheme and multi-MU o�oading scheme.�en
we survey edge server- (ES-) oriented service provision, including technical indicators, ES placement, and resource allocation. In
addition, other issues like applications on MEC and open issues are investigated. Finally, we conclude the paper.

1. Introduction

In recent years, with the continuous development of cloud
computing (CC), big data, mobile network, so�ware de	ned
network (SDN), and upgrading of intelligent mobile termi-
nals [1–11], the number of mobile users (MUs) has exploded
rapidly. According to Cisco’s latest forecast, global mobile
data tra
c (MDT) in 2020 will be 8 times of that in 2015,
and the number of MUs will reach 2.63 billion [12]. However,
compared to a traditional device such as PC, aMUhas certain
limitations in terms of computing power, storage capacity,
and especially battery capacity, which greatly restricts the
further promotion of the service. �e emergence of mobile
cloud computing (MCC) provides a good opportunity to
relieve such limitations. MCC brings new kinds of services
and facilities MUs to make the best use of CC [13].

However, cloud is usually located far away from the MUs,
which leads to high network delay for data transmission
betweenMUs and cloud. In order to solve the issue of network
delay, a new paradigm namedmobile edge computing (MEC)
has been proposed.�eMEC can be seen as a speci	c case of
the MCC.

A number of surveys on MEC have been published
recently [14–17]. A survey on MEC focusing on the general
overview was presented in [14]. A comprehensive survey of
the MEC research from the perspective of communication
was provided in [15].Wang et al. presented a comprehensive a
survey on service migration inMEC in [16]. Two conceptions
similar to service migration, such as live migration for data
centers and handover in cellular networks, were investigated.
Wang et al. [17] made an exhaustive review on the current
research e�orts on MEC. �ey 	rstly gave an overview
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of MEC which included the de	nition, architecture, and
advantages. Additionally, the issues on computing, caching,
and communication techniques are also presented.

Di�erent from the existing surveys, we provide a compre-
hensive survey of the state-of-the-art MEC research, focusing
on service adoption and provision. More speci	cally, MEC
is mainly composed of two parts, including MU and edge
server (ES). On the one hand, we surveyed MUs-oriented
service adoption, such as computation o�oading and data
o�oading. On the other hand, ES-oriented service provision,
including ES deployment and resource allocation, is investi-
gated.

�e summary of abbreviations in this paper is shown
in Table 1. �e rest of the paper is organized as follows. In
Section 2, we give an overview of MEC. We describe MUs-
oriented service adoption in Section 3. Followed by Section 4,
ES-oriented serviceprovision ismainly investigated. And then
applications of MEC are introduced in Section 5. Section 6
elaborates open issues. Finally, we conclude the paper.

2. MEC Overview

In this section, we introduce the de	nition and architecture of
MEC in Section 2.1, and then show the comparison of several
modes in Section 2.2. A summary of literatures on di�erent
modes is shown in Table 2.

2.1. De�nition, Architecture, and Service of MEC

2.1.1. De�nition. MEC is a new network paradigm that
provides information technology services andCC capabilities
within the mobile access network of MUs and has become a
technology. European Telecommunications Standards Insti-
tute (ETSI) proposed standardization ofMEC in 2014 [18] and
pointed out that MEC provided a new ecosystem and value
chain that can useMEC tomigrate intensive computing tasks
of MUs to nearby ESs ([19, 20]). Since the MEC is located
within the radio access network (RAN) and is close toMUs, it
can achieve higher bandwidth with lower latency to improve
quality of service (QoS) and quality of experience (QoE).
MEC is also a key technology for the development of 5G [21],
which helps to meet the high standards of 5G from delay,
programmability, and scalability. By deploying services and
caching at the edge of network, MEC can not only reduce
congestion, but also e
ciently respond to user requests. �e
most similar concept to MEC is EC. �e EC refers to a new
computing mode that performs computation at the edge of
the network. �e edge data in the EC represents the cloud
service, and the upstreamdata represents the interconnection
service. �e edge of the EC refers to any computation and
edge of the network from the data source to the CC center.
�eMEC emphasizes that the ES between the CC center and
the edge device performs the task of computing the MU data
on the ESs, but theMUdoes not basically have the computing
capability. On the contrary, the MU in the EC model has
strong computing capability. �erefore, the MEC can be seen
as a part of the EC model [22]. In [23], Mach et al. 	rstly
described the main use cases and reference scenarios for
MEC. And they reviewed the existing notions of integrating

MEC functionalities into mobile networks and discussed
the progress of MEC standardization. �ey mainly reviewed
user-oriented cases in the MEC, i.e., computation o�oading.
More speci	cally, the study of computation o�oading was
dived into three subissues: decision making, resources allo-
cation, and mobility management. Liang [24] mainly focuses
on MEC in 5G system and beyond.

In this paper, we mainly focus on the MEC and present
a comprehensive survey from the perspective of service of
MEC. More specially, we mainly review the service adoption
of MU’s and service provision of ES’. MUs in this paper can
be mobile phones, tablets, and other intelligent devices. In
fact, it is not very critical whether MUs have computing
capability or not. �e main issue of MUs is o�oading to ESs.
Meanwhile, the ES placement and resource allocation of ES is
very important.

2.1.2. Architecture. As shown in Figure 1 [25], we argue that
theMEC architecture can be seen as themiddle layer between
MUs and cloudwhich is closer toMUs and provide service for
them and can communicate directly with cloud. In addition,
it can also be seen as an independent two-tier architecture
consisting of MUs and ESs. MU generally refers to mobile
phones, tablets, laptops, and so on. In addition, ES generally
refers to base station combined with server or cloudlet. MUs
o�oad computing tasks to ES, which not only enablesMUs to
execute applications e
ciently, but also reduces latency due
to access to public cloud.

2.1.3. Service. In order to better understand of MEC, the
authors in [26] beginwith a discussion of the potential service
scenarios and identi	ed the design challenges of a MEC
enabled network.MEC servicesmainly containmany aspects,
such as service provision and service deployment. More
speci	cally, as MUs and ESs are the core parts of MEC, and
thus we mainly focus on MUs-oriented service adoption and
ES-oriented service provision. For MUs, how to obtain ser-
vice they need (i.e., o�oading) to meet application require-
ments ismore critical. For ESs, how tomanage resources (i.e.,
ESs) e�ectively is critical.

2.2. Comparison of Several Modes. In this section, we intro-
duce the existing surveys on conceptual comparison in
Section 2.2.1. A�er that the similar terms are described in
Section 2.2.2.

2.2.1. Surveys of Conceptual Comparison. Comparison of EC
implementations: fog computing, cloudlet, and MEC are
shown in [27]. In [28], the basic issues of the distribution
and active caching computing tasks in fog environment are
studied under the constraints of delay and reliability. We
describe our comparison in Section 2.2.2.

2.2.2. Similar Terms. In this section, similar terms, such as
mobile cloud computing (MCC), fog computing (FC), and
cloudlets, are introduced and compared.

(1) Mobile Cloud Computing (MCC).�e de	nition of MCC
was shown in [29, 30].�emain idea is as follows.MCC refers
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Table 1: Summary of abbreviations.

Access Point(s) AP(s)

Base Stations BSs

Cloud Computing CC

Deep Supervised Learning DSL

Dynamic Voltage Scaling DVS

Edge Computing EC

Edge Server(s) ES(s)

E
cient Computation O�oading ECO

End-to-End E2E

Energy-E
cient Computation O�oading EECO

European Telecommunications Standards Institute ETSI

Fiber-Wireless FiWi

Fog Computing FC

Full Duplex FD

Green-energy Aware Avatar Placement GAP

Incentive-compatible Auction Mechanism ICAM

Integer Linear Programming ILP

Internet of �ings IoT

Intrusion Detection System IDS

Iterative Improvement Π
Markov Decision Process MDP

Mixed Integer Linear Programming MILP

Mobile Cloud Computing MCC

Mobile Data Tra
c MDT

Mobile Data Tra
c O�oading MDTO

Mobile Edge Computing MEC

Mobile Edge Internet of �ings MEIoT

Mobile Edge Computing-wireless Power Transfer MEC-WPT

Multiple Knapsack Problem MKP

Multi-objective Optimization Problem MOOP

Multi-user Computation O�oading MUCO

Multi-user Data O�oading MUDO

Mobile User(s) MU(s)

Physical Resource Block PRB

Pro	t Maximization Avatar Placement PRIMAL

Quality of Experience QoE

Quality of Service QoS

Radio Access Networks RANs

Radio Access Points RAPs

So�ware De	ned Networking SDN

Stochastic Reward Net SRN

Two-Phase Optimization TPO

Vehicular Ad Hoc Networks VANET

Unmanned Aerial Vehicles UAVs

Vehicular Cyber-physical Systems VCPSs

Virtual Machine VM

Wireless Access Point(s) WAP(s)
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Table 2: Summary of literatures on di�erent modes.

Item Related work Key points

MEC

De	nition [22–24]

[22] �e di�erence between EC and MEC
[23] �e main use cases and reference scenarios
standardization
[24] MEC on 5G

Architecture [25] [25] MEC architecture

Di�erent network types [26] [26] Potential service scenarios

Comparison of several modes [27, 28]
[27] A set of parameters, decision tree
[28] �e basic problems of the distribution and active
caching computing tasks

MCC [29–35]

[29, 30] MCC de	nition
[31] Review of MCC
[32] Public cloud
[33] Cloudlet
[34] Ad hoc mobile cloud
[35] MCC Integrating cloudlets and MEC

FC [41, 42]
[41] �e de	nition and similar concepts
[42] A more comprehensive de	nition

Cloudlet [46, 47]

[46] Cloudlet’s computer cluster as a complement to
computing o�oading for cloud
[47] Cloudlet can only be used for wireless access
environments

Base Station

Cloud Core network

Edge Server(ES)

Edge Server(ES)
Cloudlet

Mobile User(MU) Mobile User(MU)

Figure 1: Mobile edge computing (MEC) architecture.

to the infrastructure that data storage and data processing
happens outside ofMU.�ree kinds ofMCCarchitectures are
surveyed in [31], including the public cloud [32], the cloudlets
[33], and the ad hoc mobile cloud [34]. �e authors in [35]
propose that the future of MCC will be integrated cloudlets
andMEC.We think that the MCC and the MEC are di�erent
if the destination of the o�oading in the MCC is cloud,

but their concept is the same if the o�oading destination is
cloudlet.

As shown in Figure 2, a basic MCC system architecture
is presented. MEC mainly consists of two parts, such as MUs
and cloud servers. In general, it is assumed that the resource
of cloud server is in	nite and faraway from MU, while the
MEC is closer to the MU. �e MEC can reduce the MU’s
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Cloud Core Network

MU

MU
MU

Figure 2: Mobile cloud computing (MCC) architecture.

access delay and improve QoS of MU. However, the ES of
MEC has limited resource types and computing capabilities.
When the request of MUs cannot be executed by ESs which
needs to be further decided whether to execute the MU’s
request locally by MU itself or forward the request to the
cloud.

(2) Fog Computing (FC). Although CC is widely used, due
to the inherent problems (i.e., unreliable delay, lack of
mobility support, and location awareness), there are still
some problems needed to be 	gured out. FC can 	gure out
the above issues by providing �exible resources and services
for the MUs. FC was proposed by Cisco in 2012 [36] and
was de	ned as a highly virtualized computing platform that
previously performed tasks from CC centers to MUs. A
comprehensive de	nition of FCwas given byVaquero in [37].
FC [38] extended the cloud-based network architecture by
introducing an intermediate layer between cloud and MUs,
and the middle layer is essentially a fog layer composed of
fog servers deployed at the network edge [39].�e bandwidth
load and energy consumption of the backbone link can be
signi	cantly reduced by fog servers [40]. In addition, the
fog servers can be interconnected with cloud and use the
computing power and rich applications and services of cloud.
In [41], Yi et al. discussed the de	nition and similar concepts
of FC, introduced representative application scenarios, and
pointed out various problems that may be encountered
when designing and implementing FC system. Yi et al. [42]
discussed the current de	nitions of FC and similar concepts
and proposed a more comprehensive de	nition. �ey also
implement and evaluate a prototype FCplatform.�eauthors
in [22, 43] argue that MEC is substitutable with FC, andMEC
mainly focuses more on the things side, whereas the latter
one focuses more on the infrastructure side. In this paper, we
think that there is no essential di�erence between MEC and
FC. Both of them are closer to MUs and can be seen as an
e�ective complement to CC and an important foundation for
the realization of the Internet of �ings (IoT).

(3) Cloudlets. Cloudlet was 	rstly proposed by authors in
[33] and widely used in pervasive computing [44]. In the
existing surveys, for one thing, this computing mode
appeared relatively early. For another, the MUs are severed by
a single cloudlet. And thus this mode is considered to be an

independent service mode. Di�erent from them, we hold the
opinion that cloudlet can provide service forMUs bymultiple
cloudlet collaborations, which is the important way of service
provision. In addition, the authors in [45, 46] also supported
this view. In [47], the authors believe that cloudlet can only be
used for wireless access environments. However, we believe
that the MEC is a more general concept that can supportWi-
Fi and is an e�ective supplement to 5G. �ereby, we hold
the opinion that cloudlets play an important part in MEC as
ESs for service provision. More speci	cally, cloudlets play an
important role in WLAN and WMAN. More details will be
described in Section 4.

3. Mobile Users- (MUs-) Oriented
Service Adoption

In this section, we review the research on o�oading. A
summary of literatures onMUs-oriented service adoption are
shown inTable 3, where key points in each paper are conclud-
ed. We 	rstly give a brief introduction of decision making on
o�oading.

In [48], Zhang et al. present a survey on decision making
for task migrations which included decision factors and
related algorithms. �ey point out that more attention should
be paid to this issue. In [23], the authors review the decision
making o�oading issue of MEC in terms of local execution,
full o�oading, and partial o�oading. A survey of compu-
tation o�oading of mobile systems was proposed in [49].
�ey describe the two purposes (i.e., improving performance
and saving energy) for o�oading and provided a review from
this perspective. Di�erent from them, wemainly focus on the
o�oading issue from the perspective of o�oading taxonomy.
More speci	cally, we divide the studies on o�oading into two
key taxonomies: computation o�oading and data o�oading.

3.1. Ooading Taxonomy. Wereview computation o�oading
in Section 3.1.1 and data o�oading in Section 3.1.2. �e main
concern of computation o�oading and data o�oading is dif-
ferent. Computation o�oading refers to the MUs which send
the heavy computation task to ESs and receive the results
from them [49], while data o�oading refers to use novel net-
work techniques to transmit mobile data originally planned
for transmission through cellular networks [50].

3.1.1. Computation Ooading. Computation o�oading was
originally studied in MCC.�e o�oading problem model in
MEC is similar to MCC, but the main di�erence is the desti-
nation of o�oading. It is commonly assumed that the imple-
mentation of computation o�oading relies on a network
architecture with the public cloud, while the o�oading de-
stination of MEC is ES. In addition, the o�oading goals are
basically the same which is to minimize total energy con-
sumption or overall task execution time, or both of them.
Furthermore, MEC computation o�oading is divided into
single mobile user computation o�oading (single MUCO)
and multiple mobile user computation o�oading (Multi-
MUCO).

(1) Single MUCO. �ere are many studies on single MUCO.
�e more representative ones are as follows ([51–58]). We
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Table 3: Summary of literatures on MUs-oriented service adoption.

Work area Related Work Key Points

Single MUCO

Cloudlet based single MUCO
[51–55]
Base station based single MU CO
[56–58]

[51] Application-aware cloudlet selection in multi-cloudlet
environment
[52] Cloudlet selection mechanism in a decentralized environment
[53] A power and latency aware cloudlet selection in multi-cloudlet
environment
[54] MILP in the Multi-cloudlet environment
[55] A deep learning approach
[56] O�oading in task allocation and computational frequency
scaling
[57] Tradeo� between the latency and reliability in task o�oading
[58] Partial computation o�oading using DVS

Multi-MUCO

Cloudlet based multi-MUCO
[59]
Base station based multi-MUCO
[60–70]

[59] A Game-theoretic machine learning approach
[60] MUCO game
[61] Power-delay tradeo� in MUMEC systems
[62] Multi-objective optimization
[63] Sum energy consumption minimization
[64] Joint computation o�oading and interference management
[65] O�oading in 5G heterogeneous networks
[66] Joint o�oading and computing optimization
[67] Multiple knapsack problem for 5G mobile edge computing
[68] Joint radio and computational resource management
[69] Dynamic o�oading approach
[70] Joint task o�oading and resource allocation

Single MUDO [50, 71–73]

[71] An adaptive data o�oading model.
[72] Combination optimization in emerging VCPSs
[50] Data o�oading technologies (four taxonomies)
[73] �e UAV trajectory to o�oad tra
c for BSs

Multi MUDO [74]
[74] A joint coalition-pricing based on coalitional game theory and
pricing mechanism

review the literature from the perspective of cloudlet based
single MUCO and base station based single MUCO.

Cloudlet Based Single MUCO. To o�oad applications to the
most appropriate cloudlet is very important. In [51], Roy et
al. proposed an application-aware cloudlet selection strategy
for multiple cloudlets scenario. �ey assumed that di�erent
cloudlets could deal with di�erent types of applications. �e
application type was 	rst veri	ed when the request came
from the MU. And then, the most suitable cloudlet is chosen
from multiple cloudlets near the MU on the basis of the
application type. By using the proposed strategy, both the
energy consumption and the latency of application execution
of the MU can be reduced. In [52], a mechanism to identify a
cloudlet for computation o�oading in a distributed manner
was proposed. �e mechanism mainly is composed of two
phases. In the 	rst phase, cloudlets within Wi-Fi range of the
MU were identi	ed. In the second one, the ideal o�oading
cloudlet was selected. Mukherjee et al. [53] proposed a power
and latency aware optimum cloudlet selection method for
multiple cloudlets scenario by introducing a proxy server.
�eoretical analysis showed that the power and the latency
consumption were reduced by about 29%-32% and 33%-
36%, respectively, compared with o�oading to cloud. A
two-stage optimization strategy is proposed in [54]. Firstly,
a cloudlet selection model based on mixed integer linear

programming (MILP) is proposed to obtain the cloudlet for
MUs by optimizing latency and the mean reward. Secondly,
a resource allocation model based on MILP is presented to
allocate the resources in the selected cloudlet by optimizing
reward and the mean resource usage.

In [55], the authors develop a dynamic o�oading frame-
work for MUs, taking into account the local overhead of
the MU, as well as the 	nite communication resource and
computation resource of ES. �ey develop the o�oading
decision problem as a multilabel classi	cation problem and
a deep supervised learning (DSL) method is proposed to
minimize the computation and o�oading overhead. It is
shown that system cost can be reduced compared to the exist-
ing four schemes, including no o�oading scheme, random
o�oading scheme, total o�oading scheme, and multilabel
linear classi	er based o�oading scheme.

Base Station Based Single MUCO. An optimization frame-
work of o�oading from a single MU to multiple ESs was
proposed in [56]. �e authors considered two cases, such as
	xed CPU frequency and elastic CPU frequency for the MU.
In addition, two di�erent methods were proposed to solve
these two cases respectively. It was shown that the proposed
algorithms achieved near optimal performance. In [57], the
tradeo� between the latency and reliability in task o�oading
to MEC is studied. A framework is provided, where MU
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partitions a task into subtask and o�oads them to multiple
ESs. In this framework, an optimization problem is formu-
lated to jointly minimize the latency and o�oading failure
probability. Compared to the previous work, it is shown that
the proposed algorithm achieves a good balance between
these two objects, namely, latency and reliability. In [58], the
authors focus on jointly optimizing communication resource
and computation resource for partial computation o�oading
based on dynamic voltage scaling (DVS) technology. For
one thing, the MU severed by a single ES is considered; for
another, they investigate the energy consumption of mini-
mization problem and latency of application execution mini-
mization problem in a multiple ESs’ scenario, where the MU
could o�oad computation to a group of ESs.

(2) Multi-MUCO. Compared to single MU issue, multi-
MUCO is more complex. Considering that resources are
	nite and MUs are mutually restricted, multi-MUCO is hard
to solve. �e more representative ones are as follows ([59–
70]).We review the literature from the perspective of cloudlet
based single MUCO and base station based single MUCO.

Cloudlet Based Multi-MUCO. Cao et al. [59] propose the
problem of MUCO for cloudlet in MCC in multichan-
nel wireless contention environment. �ey formulated this
MUCOproblem as a noncooperative game. And then a com-
pletely distributed computation o�oading algorithm was de-
veloped so as to achieve the Nash Equilibrium Point (NEP).
Finally, the e�ectiveness of their proposed algorithm was
proved.

Base Station Based Multi-MUCO. In [60], the authors 	rstly
studied theMUCOproblem forMEC in amultichannel wire-
less interference environment.�ey showed that computing a
centralized optimal solution isNP-hard, so a game theorywas
used to implement ECO in a distributed manner. �e prob-
lem was modeled as MUCO game. �ey analyzed the struc-
ture of the game and showed that the game recognized Nash
equilibrium.And then they designed a distributed computing
o�oading algorithm for the solution. Furthermore, the study
is extended to MUCO scenario. It was demonstrated that
their proposed algorithm could achieve higher performance.
In [61], Mao et al. investigated the tradeo� between two
key but contradictory goals in MU MEC systems, such as
the power consumption of MUs and the execution delay
of computation tasks. Based on the Lyapunov optimiza-
tion method, an online algorithm for local execution and
computation o�oading is developed. �e analysis showed
that power consumption and execution delay followed the
[� (1/�),� (�)] (� is the control parameter). �e simula-
tion results con	rmed the theoretical analysis. In [62], Liu
et al. used queuing theory to study the energy consumption,
execution delay, and price of o�oading issue inMEC. Amul-
tiobjective optimization problem (MOOP) was formulated to
minimize these three goals. �e e�ectiveness of the proposed
method by extensive simulations is demonstrated. In [63],
the authors consider energy-e
cient resource allocation
for a multi-MU MEC system. �e resource consumption
for downloading the computation results back to MUs is
taken into account. Meanwhile, the authors establish on two

computation-e
cient models with negligible and nonnegli-
gible BS executing durations, respectively. �en, under each
model, they develop a total weighting and energy consump-
tion minimization problem by optimally allocating commu-
nication resources and computing resources. In [64], Wang
et al. propose joint consideration of computation o�oading
and interference management so as to improve the perfor-
mance of wireless cellular networks with MEC. In addition,
the computation o�oading decision, physical resource block
(PRB) allocation, and MEC computation resource allocation
are formulated as optimization problems. Simulation results
show the e�ectiveness of the proposed scheme. In [65], Zhang
et al. formulated an optimization issue to minimize energy
consumption. Based on the multiple access characteristics of
5G heterogeneous networks, they have designed an energy-
e
cient computation o�oading (EECO) method to mini-
mize energy consumption under time delay constraints by
integrating optimized o�oading and radio resource alloca-
tion.

In [66], the authors propose a uni	ed mobile edge com-
puting-wireless power transfer (MEC-WPT) design by con-
sidering a wireless powered multi-MU MEC system, where
a multiantenna access point (AP) (integrated with an MEC
server) broadcasts wireless power to charge multi-MU and
each MU relies on the harvested energy to execute compu-
tation tasks. �ey propose an optimal resource allocation
scheme which minimizes the total energy consumption of
AP’s meeting the MUs’ individual computation latency con-
straints. �e authors [67] provide a general model of the
system that takes account of the E2E computational latency
of MEC applications. An evaluation of a multi-MU MEC
o�oading model reducible to the Multiple Knapsack Prob-
lem (MKP) is formulated. In [68], an online joint radio and
computational resource management algorithm for multi-
MU MEC systems is developed to minimize the long-term
average weighted sum power consumption of the MUs and
the ES, which are constrained by the stability of the task
bu�er. In [69], the authors focus on how to dynamically
o�oad the computation intensive tasks of newly executed
mobile applications from MUs to the ESs so as to minimize
the average application completion time. �ey consider a
system model in which a group of MUs are connected to the
ES. Furthermore, they consider possible transmission colli-
sions on a shared network when more than one MU try to
transmit data simultaneously. It is shown that the proposed
approach outperforms signi	cantly the previous ones. In
[70], a MEC enabled multicell wireless network is considered
where each BS is equipped with an ES that can be used to
assist the MU in performing computationally intensive tasks
by o�oading. �e problem of joint task o�oading and
resource allocation is formulated tomaximize theMUs’ com-
putation o�oading pro	t, which is measured by reducing
completion time and energy consumption of task.

3.1.2. Data Ooading (DO). Similarly, DO also can be
divvied into single MU data o�oading (Single MUDO) and
multi-MU data o�oading (Multi-MUDO).

(1) SingleMUDO.Wang et al. proposedmultiple e�ective data
o�oading methods and obtained better results for di�erent



8 Wireless Communications and Mobile Computing

scenarios [71, 72]. In [71], they proposed a mobile data tra
c
o�oading (MDTO) model which could determine whether
to adopt opportunistic communications or communicate by
cellular networks adaptively. In addition, Wang et al. [72]
proposed a pioneering e�ort to promote MDTO in the
emerging vehicular cyber-physical systems (VCPSs), aiming
to reduce the MDT for the QoS aware services. �ey inves-
tigated MDTO models for Wi-Fi and Vehicular ad hoc
networks (VANET). In particular, they formulated MDTO as
a MOOP to simultaneously minimize MDT and QoS aware
service provision. �e optimal solutions were obtained by
using mixed integer programming (MIP). �e simulation
results showed that the proposed scheme can o�oad MDT
by up to 84.3% and meet the requirements of the global
QoS guaranteed. Zhou et al. [50] discussed the current de-
velopment of mobile data o�oading techniques. In view of
the diversity of data o�oading sponsor, they divided the
current mobile data o�oading technologies into four tax-
onomies, thus, by small cell networks, by Wi-Fi networks, by
opportunistic mobile networks, and by heterogeneous net-
works. In [73], the authors focused on the Unmanned Aerial
Vehicles (UAV) trajectory at the edges to o�oad tra
c for
the base stations (BSs). An iterative algorithm was developed
to solve the optimization issue which was a mixed integer
nonconvex problem. �e e�ectiveness of proposed scheme
was shown.

(2) Multi-MUDO. �e authors in [74] engaged in the issues
of scheduling multiple MUs’ o�oading and choosing the ESs
for o�oading. �ey proposed a joint coalition-pricing based
data o�oading approach based on coalitional game theory
and price mechanism. �e numerical results showed the
e�ectiveness of the proposed approach.

4. Edge Server- (ES-) Oriented
Service Provision

In this section, wemainly review the ES-oriented service pro-
vision. In Section 4.1, the technical indicators are introduced,
including expenditure in Section 4.1.1 and load balancing
in Section 4.1.2. Followed by Section 4.2, ES placement
for di�erent scenarios (WLAN (Section 4.2.1) and WMAN
(Section 4.2.2)) are reviewed. And then we summarize the
resource allocation in Section 4.3, such as resource allocation
in cloudlet based MEC system in Section 4.3.1; resource
allocation in base station based MEC system in Section 4.3.2
is investigated. A summary of literatures on ES-oriented
service provision is shown in Table 4.

4.1. Technical Indicators. In this section, expenditure is intro-
duced in Section 4.1.1, and the load balancing is described in
Section 4.1.2.

4.1.1. Expenditure. Di�erent from cloud, the resources of ES
are limited. It is critical to minimize the cost of ES and
meet the requirements of user tasks. And therefore, the
expenditure indictor is highlighted. In [75], an incentive-
compatible auctionmechanism (ICAM)was proposed for the

resource trading between MUs and cloudlets. ICAM could
e�ectively allocate cloudlets meeting MU’s service needs and
determine pricing. Based on Lyapunov optimization tech-
niques combined with weighted perturbation techniques,
Fang et al. [76] proposed a new random control algorithm
thatmakes online decisions for computational request admis-
sion and scheduling, computational service purchase, and
computational resource allocation. In particular, it was highly
e�ective in practice. It was proved that the proposed algo-
rithm achieved pro	t optimization and system stability. In
[77], Sun et al. proposed a cloudlet network architecture. Each
MU can communicate with its Avatar. Live Avatar migration
was enabled tomaintain the low E2E delay between each MU
and its Avatar. �ey proposed a Pro	t Maximization Avatar
placement (PRIMAL) policy to optimize the tradeo� between
the migration pro	t and the migration cost. �e e�ective of
PRIMAL was demonstrated.

4.1.2. Load Balancing. Load balancing is an important indi-
cator for evaluating the MEC system. Jia et al. [78] inves-
tigated how to balance the workload between multiple
cloudlets. A fast and scalable algorithm was developed to
solve the problem. Moreover, the performance was evalu-
ated by experimental simulations which demonstrated the
signi	cant potential to reduce the response times of tasks.
Xu et al. proposed [79] a dynamic resource allocation for
load balancing in FC environment. In [80], the issue of
load balancing in multi-MU of FC scenario was solved and
the authors proposed a low-complexity algorithm for fog
clustering.

4.2. ES Placement. In this section, wemainly reviewES place-
ment issue. In base station based MEC system, the ES are
assumed to have been placed and are placed in the same
location as the base station. Sowemainly study the placement
of edge servers (i.e., cloudlets) in the cloudlet based MEC
system. We mainly review the case of cloudlet placement
in VLAN and WLAN. We review the cloudlet placement in
WLAN in Section 4.2.1 and the cloudlet placement inWMAN
in Section 4.2.2.

4.2.1. Cloudlet Placement in WLAN. In [81], the authors
presented a survey on the current mobile cloudlet archi-
tectures. �ey also classi	ed the existing cloudlet solutions
by presenting a hierarchical classi	cation. �e demands and
challenges for deploying the cloudlet in a wireless local area
networks (WLAN) were highlighted. In summary, the size of
the MUs in the WLAN is relatively small, and the network
coverage is relatively small. �erefore, the method cannot be
directly used in WMAN. In the next section we will discuss
the issue of cloudlet placement in WMAN.

4.2.2. Cloudlet Placement inWMAN. Figure 3 [82] illustrates
a WMAN. It is assumed that there are K (K=3) cloudlets
(cloudlet A, cloudlet B, and cloudlet C) to be placed to K dif-
ferent locations. For simplicity, it is assumed that the cloudlets
will be colocated with some APs. Given the K placed cloud-
lets, MUs can o�oad the computation tasks to the cloudlets
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Table 4: Summary of literatures on ES-oriented service provision.

Work Area Related work Key Points

Technical indicators
Expenditure [75–77]
Load Balancing [78]

[75] An incentive-compatible auction mechanism
[76] A new stochastic control algorithm
[77] PRIMAL strategy
[78] Balance the workload optimize mobile application
performance

Cloudlet placement

WLAN [81] [81] Cloudlet placement in WLAN

WMAN
[82–84, 86–88]

[83] �e cache placement
[84] �e server placement
[82] Minimize the average access delay
[86] Cloudlet placement and mobile user allocation
[87] A location-aware services deployment algorithm
[88] AP ranking in the cloudlet placement

Resource scheduling

ES placement
[51] O�oading an application to the most appropriate cloudlet
[52] Identify a cloudlet in a decentralized manner
[53] Power and latency aware cloudlet selection

Cloudlets
deployments[46, 89, 90]
Deploy the servers[91, 92]

[46] A MILP optimization model
[89] Optimize the power consumption for large scale cloudlets
deployment
[90] TPO algorithm and an Π algorithm
[91] Deploy the servers in a cost e�ective manner
[92] A novel MCC architecture low latency and low energy
consumption

VMmigration
[99–106],

[99] A dedicated VM is provisioned on a PM
[100] Combined performance and availability model using the
Stochastic Reward Net
[101] GAP minimize the total power consumption
[102] Minimize services delay in a scenario with two cloudlet
servers
[103] A one-on-one contract game model and developed a
learning-based price control mechanism
[104] Dynamic proxy VMmigration minimize the E2E delay
[105] Dynamic services migration problem
[106] A virtual FD-enabled small cell network with cache

via the local APs. If a cloudlet is colocated with an AP, the
MUs at that AP will obtain the minimum cloudlet access
delay of the MUs (i.e., MU (B) and MU(C) in Figure 3);
otherwise, the MU requests at that AP must be relayed to
nearby cloudlets for processing which leads to a cloudlet
access delay due to the cumulative delay ofmultiple hop relays
(i.e., MU (A) in Figure 3).

Cloudlets are particularly suited forwirelessmetropolitan
area network (WMAN). And the cloudlet placement problem
in WMAN consisting of many WAPs is very promising.
�ere are two classical optimization problems which are
closely related to this placement problem, namely, the cache
placement [83] and the server placement [84]. Actually, both
of these two issues can be solved by a direct reduction to the
capacitated K-median problem [85]. However, this placement
problem is essentially di�erent from the above two problems;
namely, it is assumed that either there is no capacity limitation
on caches (or servers), or all caches (or servers) have identical
capacities; however, the capacity of each cloudlet may be
di�erent and di�erent MU requests may also have di�erent
computing resource needs. Xu et al. [82] 	rstly described
the problem as a new capacity cloudlet placement problem.

Cloudlet B

Cloudlet A

Cloudlet C

MU(A)

Access Point

Access point co-located with a cloudlet

MU(B)

MU(C)

Figure 3: Cloudlet placements in WMAN.

And the object of this issue is to put K cloudlets in some
strategic locations so as to minimize the average access
delay between MUs and the cloudlets. In addition, they
proposed an e�ective heuristic solution for this issue. It was
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shown that the proposed algorithm had good scalability.
In [86], Jia et al. formulated cloudlet placement and MUs
allocation to the cloudlets issue in WMAN. �ey developed
an algorithm, which enabled the placement of the cloudlets
in WMAN and allocated MUs to the placed cloudlets while
their workloads were balanced. �ey conducted experiments
through simulation which demonstrate the e�ectiveness of
the algorithm. As known to us, theMU inWMAN ismoving,
which made necessary to deploy and switch services anytime
and anywhere to achieve the minimum network delay of MU
services requests. However, the cost of this solution is usually
too high for services providers and is invalid for resource
utilization. A location-aware services deployment algorithm
was proposed by Liang et al. [87] based on K-means to solve
this problem. Generally speaking, the proposed algorithm
divided the MUs into multiple MU clusters according to
the geographic location of the MUs and then deployed the
services instances to the ESs nearest to the centers ofMUclus-
ters. �e performance evaluation showed that the algorithm
could not only e�ectively lower the network latency, but
also reduce the number of services instances while meeting
the tolerable network latency. In [88], Yang et al. solved the
problem of AP ranking in the cloudlet placement of the EC
environment. AP ranking is an important step in the cloudlet
placement. �ey proposed an adaptive integrated AP order-
ing method by analyzing the connection characteristics of
APs. �e results veri	ed the e�ectiveness of their proposed
approach. Above all, cloudlets deployment in WMAN has
great challenges and great application prospects, which is an
important part of MEC.

4.3. Resource Allocation. In this section, we divide the issue
of resource scheduling into two subsections.

4.3.1. Resource Allocation in Cloudlet Based MEC System

Service Deployments. It is critical to dispatch of MU tasks
through multiple cloudlet collaborations in MEC. In [89],
Al-Ayyoub et al. solved the issue of optimizing the power
consumption of large-scale collaborative cloudlets deploy-
ments. �e e�ectiveness of the proposed mode was shown.
In [46], Al-Quraan et al. presented a mixed integer linear
programming (MILP) optimization model for MEC systems.
More speci	cally, two kinds of cloudlets (i.e., local cloudlets
and global cloudlets) are mentioned. A MU 	rst sends the
requirements to the local cloudlet. If none of local cloudlets
can provide services, then it will be transferred to a global
cloudlet. �ey were evaluated in several practical cases to
prove that it can be applied for large-scale MEC systems.
�e purpose of [90] is to satisfy all computing requirements
of each node in network edge within a certain delay based
on limited computing resources (such as cells, APs, and
macro-BSs), so as to optimize the total consumption. �ey
formulated the issue as an Integer Programming problem and
then developed a Two-Phase Optimization (TPO) algorithm
and an Iterative Improvement (Π) algorithm for the solution.
In [91], how to deploy the servers in an economical and
e
cient manner without violating the predetermined QoS
was investigated by Yao et al. In particular, they practically

considered that the available cloudlet servers are hetero-
geneous. �at means the servers have di�erent cost and
resource capacities. �e problem was formulated into an
ILP form, and a low-complexity heuristic algorithm was
proposed to address it. Extensive simulation studies validated
the e
ciency of the algorithm. Meng et al. [92] considered a
novel MCC architecture composed of cloud server, cloudlet
and MUs to ensure low latency and energy consumption.
�e joint optimization strategy was proposed to enhance the
QoS.�ey formulated the wireless bandwidth and computing
resource allocation model as a three stage Stackelberg game,
and thenused the backwardmethod to address it. An iterative
algorithm was used to achieve the Stackelberg equilibrium.
�e e�ectiveness of the method was demonstrated.

VMMigration. Some studies on virtualmachine (VM)migra-
tion based on cloud have been well investigated ([31, 93–
98]). However, these schemes did not take into account the
relationship between MU mobility and VM migration, and
thus they cannot be directly used in MEC. In [99], Raei et al.
modeled a type ofMCCknownas the cloudletwhere theMUs
received services from a cloudlet as an intermediary node.
A dedicated VM was provisioned on a physical machine
(PM) while the PM could be located as a part of the
cloudlet or a public cloud. In addition, they also proposed
a combined performance and availability model based on
the Stochastic Reward Net (SRN) in [100]. Sun et al. [101]
proposed a Green-energy aware Avatar Placement (GAP)
policy to minimize the total on-grid power consumption of
the cloudlets by migrating Avatars among the cloudlets. It
was shown that GAP can save 57.1% and 57.6% of on-grid
power consumption. A method was proposed by Rodrigues
et al. [102] for minimizing service delay in a scenario with
two cloudlet servers. Di�er from the previous researches, the
method focused on both the computation element and com-
munication element, controlling processing delay through
VM migration. It was shown that the proposal presented the
lowest service delay in all research cases. In [103], the VM
migration problem was formulated as a one-on-one contract
game model and a learning-based price control mechanism
was developed to e�ectively deal with the MEC’s resources.
Finally, the extensive simulation results demonstrated the
e
ciency of the proposed approach. In [104], two dynamic
proxy VM migration methods were proposed to minimize
the E2Edelay betweenproxyVMs and the IoT devices, as well
as minimized the total energy consumption of the cloudlets.
In [105], Wang et al. studied the dynamic service migration
problem inMEC.�ey formulated a sequential decisionmak-
ing problem for service migration based on the framework
of Markov Decision Process (MDP). A new algorithm and
a numerical technique was developed for the solution. �e
e�ectiveness of the approach on a real-world dataset was
shown. In [106], a virtual FD-enabled small cell network
with cache and MEC was investigated for two heterogeneous
services, namely, high-data-rate service and computation-
sensitive service. �en they formulated a virtual resource
allocation problem, because the original issue was a mixed
combinatorial problem which was converted into a convex
problem. In addition, the e�ectiveness of the proposed mode
was veri	ed by di�erent system con	gurations.
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Table 5: Summary of literatures on applications of MEC.

item Related work Key points

Applications [104, 107–111, 113]

[104] Mobile edge Internet of �ings (MEIoT)

[107] Video streaming smart cities

[108] A novel approach to MEC (edgeIoT)

[109] Wearable devices and clouds in realistic setups

[110] Special issue on the edge of the cloud

[111] A UAV-based MCC system

[113] OCR-like arbitrarily divisible applications

4.3.2. Resource Allocation in Base Station Based MEC System.
Resource allocation and computation o�oading are usually
jointly considered in base station based MEC system. And
thus we do not repeat introduce the literatures here. More
information can be 	nd in Section 3.

5. Applications on MEC

In this section, applications onMECare reviewed.A summary
of literatures on applications of MEC is shown in Table 5.

MEC not only remarkably reduces the cost of network
operation and improving QoS of MUs by pushing computa-
tion resources closer to the network edges, but also provides
a scalable IoT architecture for time-sensitive applications.
In [104], Ansari et al. proposed a Mobile Edge Internet of
�ings (MEIoT) architecture which brought many resources
(i.e., computing resource and storage resource) close to IoT
devices. Taleb et al. [107] proposed an approach to enhance
MUs’ experience of video streaming in smart cities. �e
proposed approach relied on the MEC concept as a key
factor to in improving QoS. It maintains QoS by guaranteeing
services follow theMUs’ mobility and implement the concept
of “Follow Me Edge”. �is scheme provided an important
solution to reduce core network tra
c and ensure ultra-short
delay. Sun et al. [108] proposed a novel approach to MEC
named edgeIoT to 	gure out the data streams at the mobile
edge. More speci	cally, each BS was connected to a fog node
for providing computing resources locally. �e SDN-based
cellular corewas designed to facilitate data forwarding among
fog nodes. Wearable devices (i.e., smart watches, glasses, and
helmets) were becoming more and more popular and were
expected to become an indispensable part in our daily life.
Despite the continuous upgrade of hardware, the life-time
of MUs and functions (i.e., computing, storage) still need to
be further improved. MCC can augment the capabilities of
wearable devices by providing services. In [109], the authors
presented a comprehensive analysis of computational o�oad-
ing between wearable devices and cloud. �e convergence of
mobile computing and CC depends on reliable high band-
width E2E network. �ese basic requirements are di
cult
to guarantee in harsh environments (i.e., military operations
and disaster recovery). In [110], the authors examined how
VM-based cloudlets that are located in close proximity to
associated MUs can address these challenges. UAVs have
been used to provide strengthened coverage or relay services
for MUs in limited infrastructure wireless systems. In [111],

a MCC system based on UAV was studied, in which mobile
UAVs were given computing power to provider computation
o�oading opportunities to MUs. �e system aimed to mini-
mize the total energy cost of MU and meet the QoS require-
ments of o�oading applications. O�oading was achieved
through uplink and downlink communications between MU
and the UAV. �ey formulated and solved a problem of
the jointly optimizing of the bit allocation in uplink and
downlink communications. �e numerical results showed
that a large amount of energy can be saved compared with
local mobile execution. In addition, a novel EC empowered
radio access network architecture was proposed by dong et al.
[112], where the links of fronthaul and backhaul are mounted
on the UAVs for fast event response and �exible deployment.
Li et al. [113] 	gure out the problem on how to partition
and allocate divisible applications to available resources in
MEC environments to minimize the completion time of
the applications. A theoretical model was developed for
partitioning an OCR-like arbitrarily divisible application on
the basis of the load of the application and the capabilities of
available resources, and the solutions were derived in closed
form.

6. Open Issue

In this section, the MEC challenges are introduced. In
Section 6.1 open issues for MUs-oriented service adoption
and ES-oriented service provision are introduced and then
wedescribe other open issues, including Section 6.2.1 security
issue and Section 6.2.2 simulation tools.

6.1. Open Issues for MU-Oriented Service Adoption and
ES-Oriented Service Provision. MEC is a very novel and
promising research area. Although we have introduced many
studies in this paper, there still exist open research issues.
From the MU’s point of view, it is necessary to further
design an e
cient algorithm for multiple MUs to select a
cloudlet that satis	es di�erent service requirements. From
the perspective of ES, MUs and cloudlet need to be jointly
optimized for cloudlet placement issues. On the one hand,
considering the limited resources of cloudlet, on the other
hand, there are tremendous amounts of MUs in WMAN, so
it is critical to study low-complexity cloudlet placement and
scheduling algorithms. In addition, considering the dynamic
changes of the MU’s request and the energy consumption
of cloudlet, multicloudlet collaboration method and VM
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migration algorithm need to be further studied. Service
recommendations [114] inMEC are also a promising research
issue.

6.2. Other Issues

6.2.1. Security Issue. �e main purpose of [115] is to holisti-
cally analyze the security threats, challenges, andmechanisms
inherent in all edge paradigms. Wang et al. propose fog-
based storage technology to 	ght with Cyber �reat [116].
Not only the traditional security issues, but also a number of
new security issues in MEC also need to be concerned about.
MEC consists of a large number of mobile devices, so it is
also necessary to e�ectively protect MUs’ privacy. Moreover,
because the MEC can be seen as a network of multiple nodes,
the assessment of node importance [117] and the assessment
of invulnerability [118] of MEC also needs to be investigated.
In our previous research [119], an Intrusion Detection System
(IDS) was developed based on decision tree. Firstly, we devel-
oped a preprocessing algorithm to digitize the strings in the
given dataset and then normalized the whole data. Secondly,
we used decision tree method for our IDS system, and then
we compared this method with other twomethods, i.e., Naı̈ve
Bayesian and KNN. �e e�ectiveness and precision of our
proposed IDS system are shown. Above all, security and
privacy have always been a fundamental research issue. We
emphasize that security issues need to attract more attention.

6.2.2. Simulation Tools. To the best of our knowledge, many
tools like Matlab, JAVA, and Python can be used for simu-
lation for CC. In addition, CloudSim [120] is a well-known
tool for cloud. In this section, we mainly review the tools for
EC andMEC.More especially, we also introduce the tools for
FC. A new simulator tool called EdgeCloudSim streamlined
for EC scenarios is proposed in [121]. EdgeCloudSim is built
on CloudSim to solve the speci	c needs of EC research
and support necessary functionality in terms of computation
and networking capabilities. Gupta et al. [122] proposed a
simulator called iFogSim tomodel IoT and FC environments.
�ey described two case studies to demonstrate modeling of
an IoT environment and the comparison of resourcemanage-
ment strategies. In addition, the scalability of the simulation
toolkit of RAM consumption and runtime was veri	ed under
di�erent scenarios. �e authors in [123] discussed resource
allocation in FC in the view of MUs’ mobility and intro-
ducedMyiFogSim, an extension of iFogSim, which supported
mobility through VM migration among cloudlets. In sum,
the development of simulation tools is very promising, which
can e�ectively promote the development of MEC and the
standardization of experimental design.

7. Conclusion

With the development of mobile network and 5G, MEC has
become a promising 	eld in these years. It not only meets
the user’s more business needs, improves the QoS and QoE
of MU, but also brings business bene	ts to service providers.
In this paper, we present a comprehensive survey of MEC
from the perspective of service adoption and provision. We

	rstly describe the overview ofMEC. A�er that we review the
existing MUs-oriented service adoption of MEC. And then
we survey ES-oriented service provision. Moreover, other
issues like applications on MEC, open issues are investigated.
We highlight that more researches should focus on services
of MEC.
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