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1. INTRODUCTION

As a result of significant advances in mobile computing and wireless communica-
tion technology, mobile devices have gained sufficient communication, computation,
and memory resources to be interconnected. By definition, mobile ad hoc networks
(MANETs) differentiate themselves from existing networks by the fact that they rely
on no fixed infrastructure [Zhou and Haas 1999]: the network has no base stations,
access points, remote servers, etc. All network functions are performed by the nodes
forming the network; each node performs the functionality of host and router, relaying
data to establish connectivity between source and destination nodes not directly within
each other’s transmission range. This feature makes ad hoc networks financially viable
since there is no cost involved in setting up or maintaining a fixed network architecture.

MANETs are autonomous, multihop networks interconnected via wireless links. The
word ad hoc (translated as for this only from Latin) implies that the network is formed
in a spontaneous manner to meet an immediate demand and specific goal. MANETs
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have a dynamic network topology. Since nodes in the networks are mobile, with unre-
stricted movement, the configuration of the network topology can change very rapidly.
The position of the nodes relative to each other may exhibit a randomly changing nature
and therefore be considered as unpredictable. The lack of infrastructure, dynamic net-
work topology, and errorprone wireless connectivity result in frequent link breakages,
implying sporadic connectivity. Protocols for MANETs therefore need to mitigate the
unreliability of basic network services by taking on a fully distributed, self-organizing
nature. From a security perspective, distributing the functionality of network services
to as many nodes as possible avoids a single point of attack.

Considering the unique features of ad hoc networks, it is expected that the mech-
anisms proposed to guarantee the security of conventional wireline networks are not
necessarily suitable or adaptable to MANETs. Special mechanisms and protocols de-
signed specifically for ad hoc networks are necessary.

The primary differentiation between existing peer-to-peer key management schemes
can be made based on the assumption of an offline and/or online trusted authority.

—Fully self-organized MANETs do not have any form of online or offline authority
[Capkun et al. 2003b, 2006]. These MANETs are created solely by the end-users in
an ad hoc fashion. Fully self-organized MANETs can be informally visualized as a
group of strangers, people who have never met before, coming together for a common
purpose. The users forming the MANET have no preestablished relationships and
therefore share no common keying material on their nodes. Users therefore have to
set up security associations between themselves, after network formation, without
the aid of a common offline trusted third party (TTP). Furthermore, once the net-
work is operational, there is no form of online TTP to perform any key management
services. The network is therefore operated and managed by the nodes themselves,
which makes MANETs dependent upon the cooperative and trusting nature of nodes
[Buttyan and Hubaux 2003]. The autonomous framework of mobile ad hoc networks
or alternatively stated, the requirement that the network is operated primarily by the
end-users, is generally referred to as self-organization [Capkun et al. 2003b, 2006].

—Authority-based MANETs support applications that demand the use of an offline au-
thority [Capkun et al. 2006]. In contrast to fully self-organized MANETs, the nodes
in authority-based MANETs do have preestablished relationships. The trusted au-
thority sets up the nodes prior to network formation, that is, provides each node with
(shared) cryptographic keying material and a set of (universal) system parameters.
During the subsequent online operations, the keying material can be used to establish
strong security associations between the nodes [Capkun et al. 2006].

Although authority-based MANETs are not formed purely ad hoc, they share the
main characteristics of MANETs such as node mobility and lack of infrastructure.
This article expands the notion of authority-based MANETs [Capkun et al. 2006]
to also include MANETs that use a distributed online authority (in addition to the
offline authority). The distributed online authority may provide essential certification
services such as certificate renewal and revocation.

This survey aims to provide an overall perspective on the area of peer-to-peer key man-
agement for MANETs; the scope of the discussion includes key management schemes
for fully self-organized MANETs and authority-based MANETs.

The survey is organized as follows: in Section 2 an overview of the characteristics
of mobile ad hoc networks is given. Section 3 provides examples of possible applica-
tions for ad hoc networks. In Section 4 the need for key management in MANETs
is highlighted and the requirements for key management schemes are stipulated. In
Section 5 peer-to-peer key management is introduced and the reader is guided into the
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key management protocol analysis presented in Sections 6 through 13. The article is
concludes in Section 14.

2. CHARACTERISTICS OF MOBILE AD HOC NETWORKS

It is important to acknowledge the properties or characteristics of mobile ad hoc net-
works (MANETs), since these properties can also be seen as constraints faced by re-
searchers when designing security protocols for MANETs. Although these constraints
are detailed in various articles [Chan 2004; Capkun et al. 2003b; Haas and Tabrizi
1998; Haas et al. 2002], security protocols are frequently published that do not adhere
to the fundamental design constraints. These constraints form the basis of protocol
analysis. When a novel protocol or scheme is published for MANETs, the feasibility of
the proposal is measured by (1) the degree to which the protocol satisfies the fundamen-
tal constraints of MANETs and (2) whether the protocol makes a justifiable tradeoff
between security, memory requirements, and computational/communication overhead.

Note that not all MANETs adhere to all of the characteristics detailed in this sec-
tion. The characteristics of MANETs and the possible applications are strongly related;
different applications demand MANETs with variants of the given characteristics. For
example, an “open” or public MANET will take on a self-organized nature, and hence
the end-users will set up and manage the network themselves. This means that an
offline authority may not be available. In contrast, MANETs used in military appli-
cations will not have a self-organized characteristic, but will make use of an offline
authority to initialize the nodes; the authority-based approach allows for robust access
control to the network services.

Another example of varying characteristics emerges from MANETs formed by sensor
nodes or laptop computers. Clearly schemes designed for MANETs formed by laptop
computers will not have the same limitation on memory, energy (battery), and compu-
tational resources as those formed by sensor nodes.

It is thus apparent that a clear description of a key management scheme’s intended
application is necessary. The application may dictate the characteristics of the MANET
and the degree to which some characteristics will influence the design of a suitable
scheme.

2.1. Network Infrastructure

There is no fixed or preexisting infrastructure in an ad hoc network: all network func-
tions (routing, security, network management, etc.) are performed by the nodes them-
selves. Due to the nodes’ limited transmission range, data dissemination is achieved in
a multihop fashion; nodes can therefore be considered as hosts and routers. Although
the lack of infrastructure opens a new window of opportunity for attacks, the authors
believe that the lack of infrastructure can help to ensure the survivability of the net-
work in a very hostile environment. This holds true not only from a network security
perspective, but also when the users of the network are under physical attack (see
Section 3.1).

Ad hoc networks may be spontaneously formed with no a priori knowledge of the
physical location and networking environment. MANETs’ lack of infrastructure thus
makes it suitable for various applications where conventional networks fall short (see
Section 3).

Some researchers have already addressed security issues in hybrid ad hoc networks
(for example, Salem et al. [2005]). Hybrid ad hoc networks combine conventional net-
work infrastructure with multihopping. This derivative of ad hoc networks will find use-
ful application where fixed infrastructure can be extended through multihop networks
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or where the functionality (and performance) of multihop networks can be enhanced
by relying on some infrastructure.

2.2. Network Topology

Nodes in ad hoc networks may be mobile resulting in a dynamic, weakly connected
topology. Since node mobility is unrestricted, the topology may be unpredictable. The
network will, however, demonstrate global mobility patterns which may not be com-
pletely random [Capkun et al. 2006].

The topology is weakly connected due to transient, errorprone, wireless connectivity.
The users may therefore experience unavailability of essential networking services.
Node mobility and wireless connectivity allow nodes to spontaneously join and leave
the network, which makes the network amorphous. Security services must be able to
scale seamlessly and remain available with changes in network topology.

2.3. Self-Organization

MANETs cannot rely on any form of central administration or control; this is essential
to avoid a single point of attack [Zhou and Haas 1999]. A self-organized MANET cannot
rely on any form of offline trusted third party (TTP); the network can thus be initialized
by a distributed online TTP.

A pure or fully self-organized MANET does not rely on any form of TTP whatsoever
[Capkun et al. 2003b, 2006], that is, the online TTP is also eliminated. Nodes will
therefore only have compatible devices with the same software installed. In the extreme
case, the nodes will not even share a common set of security system parameters. The
lack of a TTP may force the end-users to actively participate in the set up of security
associations. A (fully) self-organized MANET has some inherent security implications:

—Fully self-organized MANETs are “open” in nature: similar to the Internet, any user
can join the network at random. Access control to applications will have to be provided
at the application layer with a varying degree of user interaction.

—Each user will be its own authority domain, and hence responsible for generating and
distributing its own keying material. As pointed out by Douceur [2002], any node can
generate more than one identity when there is no offline TTP. It is thus clear that
it will be very difficult (if not impossible) to limit users to one and only one unique
identity in a (fully) self-organized setting.

—The network will always be vulnerable to the active insider adversary. In fact, the
Dolev-Yao adversary model [Dolev and Yao 1983] is too restrictive [Buttyan 2001];
for example, it fails to capture information an adversary may gain from detailed
knowledge of the protocols in use. An interesting topic for future research will be the
adversary model in “open” ad hoc networks.

—It will be difficult to hold malicious nodes accountable for their actions, since they
can always rejoin the network under a different (new) identity.

2.4. Limited Resources

Nodes have limited computational, memory, and energy resources in contrast to their
wired predecessors. Nodes are small hand-held devices (possibly “off-the-shelf” con-
sumer electronics) that do not hinder user mobility. In an attempt to keep the cost of
these devices low, they are normally powered by a small CPU, accompanied by limited
memory resources. As the devices are mobile, they are battery operated. This often
results in short on times and the possibility of power failure due to battery exhaustion,
perhaps during execution of a network-related function.
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Devices may have limited bandwidth and transmission ranges. If it is assumed that
advances in integrated circuit (IC) technology will keep on following Moore’s law, compu-
tational and memory limitations will be alleviated in a matter of time. Bandwidth and
transmission range (in the case of communication via radio transmissions) are unlikely
to improve dramatically with respect to power consumption as both are dependent on
Shannon’s law and thus limited [Taub and Schilling 1991]. In order to achieve a higher
bandwidth, a higher signal-to-noise ratio (SNR) is required, which in turn requires
higher transmission power [Taub and Schilling 1991]. Higher transmission power sig-
nificantly depletes battery power, which is unlikely to improve significantly given the
current rate of advancement in battery technology [Ravi et al. 2004].

A security protocol that fails to optimize node and network resources will simply not
be adopted in practice.

2.5. Poor Physical Security

Nodes are mobile and therefore cannot be locked up in a secure room or closet. These
small hand-held devices are easily compromised by either being lost or stolen. It is
therefore highly probable than an adversary can physically compromise one or more
nodes and perform any number of tests and analysis. The adversary can also use the
nodes to attack distributed network services, such as a distributed online certificate
authority [Zhou and Haas 1999]. Poor physical security is not as relevant in “open”
MANETs: the adversaries do not have to physically capture nodes to become an insider
or to perform analysis on the protocols. The poor physical security of mobile devices
may result in serious problems in “closed,” military-type MANETs where physically
compromised nodes can be used to launch active, insider attacks on the network.

2.6. Shared Physical Medium

The wireless communication medium is accessible to any entity with the appropri-
ate equipment and adequate resources. Accordingly, access to the channel cannot be
restricted. Adversaries are therefore able to eavesdrop on communications and inject
bogus messages into the network without limitation. The shared channel and the nodes’
poor physical security again emphasize that security mechanisms must be able to deal
with the worst-case active, insider adversary.

2.7. Distributed System

Considering the above properties, nodes in ad hoc networks have a symmetric relation-
ship. This implies that they are all equal and therefore should equally distribute all of
the responsibilities of providing network functionality. This is not only for security rea-
sons but to ensure reliable, available network services that place the same burden on
the computational, memory and energy resources of all network participants [Zhou and
Haas 1999; Capkun et al. 2003b]. It is anticipated that a fair distributions of services
will also help to alleviate selfishness [Buttyan and Hubaux 2003].

3. APPLICATIONS OF MOBILE AD HOC NETWORKS

To understand the scope of MANETs and the usefulness of their unique characteristics,
the potential applications of ad hoc networks are briefly considered.

Ad hoc networks have applications in two major fields: military and commercial
environments.
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3.1. Military Applications

The origin of networks that rely on no preexisting infrastructure can be traced back
to the early 1970s with the DARPA and PRNET projects [Toh 2001; Haas et al. 2002],
where the initial focus was on military applications.

The application of ad hoc networks in a military environment is particularly attrac-
tive because of their lack of infrastructure and self-organizing nature. Consider con-
ventional networks that rely on infrastructure such as base stations: the infrastructure
introduces points of vulnerability which may be attacked and, if eliminated, disman-
tle the operation of the entire network. In battlefield scenarios, robust and guaranteed
communication is essential, with potentially fatal consequences if compromised. Ad hoc
networks can continue to exist even in the event of nodes becoming disconnected due
to poor wireless connectivity, nodes being compromised or switched off, nodes moving
out of range, node being damaged during physical attack on users, or nodes failing due
to malfunction or battery depletion.

Applications such as sensor networks [Akyildiz et al. 2002], positional communication
systems [Quazi 2003; Dearham 2003], and tactical ad hoc networks [Jubin and Tornow
1987] will continue to be some of the driving forces behind ad hoc network development.

The main characteristic of military-type MANETs is the use of an offline author-
ity. In authority-based MANETs, nodes share preestablished relationships initialized
by the offline authority. The presence or absence of a priori security relationships
has a fundamental impact on the design strategy of key management schemes for
MANETs.

3.2. Commercial Applications

Commercial applications of ad hoc networks may include establishing connectivity in
terrains where conventional networks, such as cellular networks, are not financially
viable, cannot provide sufficient coverage, or need bypassing.

Private networks or personal area networks (for the purpose of teleconferencing,
video conferencing, peer-to-peer communications, ad hoc meetings, or, more generally,
collaborative applications of all kinds) are possible applications of ad hoc networks. It
is anticipated that these applications will gain momentum as soon as the flexibility
and convenience of self-organized ad hoc networking is fully appreciated and protocols
are implemented with commercially available products. Take, for example, cellular
networks: what was once seen as an impractical technology has now become a necessity.

Emergency situations caused by geopolitical instability, natural, or man-made dis-
aster could result in existing networking infrastructure being damaged or becoming
unreliable. For example, Hurricane Katrina struck New Orleans, Louisiana, on August
29, 2005. The storm destroyed most of the fixed communication infrastructure as it
blanketed approximately 90,000 square miles of the Unites States, a region almost
as large as the United Kingdom [FEM 2005]. In order to launch an effective disaster
relief operation, communication is of the essence, even between a localized group of
relief workers. “Open” MANETs will make it possible for relief workers from various
countries to establish communication on the fly, therefore eliminating the time penalty
in setting up and managing conventional, fixed-infrastructure networks. Search and
rescue missions could also be conducted in locations not allowing access to existing
communication networks. Search and rescue missions may also fall under the military
applications category.

Vehicular ad hoc networks allow vehicles traveling along a highway to exchange data
for traffic congestion monitoring, intervehicle communications, and early warning of
potential dangers ahead such as an accident, road obstruction, or stationary vehicle.

ACM Computing Surveys, Vol. 39, No. 1, Article 1, Publication date: April 2007.



Peer-to-Peer Key Management for Mobile Ad Hoc Networks 7

Several research projects have been initiated to deal with vehicular ad hoc networking
[Morris et al. 2000; Franz et al. 2001; Raya and Hubaux 2005].

4. KEY MANAGEMENT IN MOBILE AD HOC NETWORKS

As an introduction to key management, this article briefly considers the classification
of security problems in MANETs. The aim is to position the problem of peer-to-peer
key management within the MANET security field. The main observation is that cryp-
tographic techniques are often at the center of solving security problems in MANETs
and hence need key management [Zhou and Haas 1999; Hubaux et al. 2001].

Before introducing the different protocol groups, this section further clarifies what is
meant by key management. The subsequent subsections also provide definitions and
terminology for the different properties and requirements of key management schemes.

4.1. Motivation for Key Management in Mobile Ad Hoc Networks

Despite the evolution of MANETs over the past decade, there are still a number of
security-related problems that are open [Zhou and Haas 1999; Hubaux et al. 2001].
This means that, although solutions have been proposed, none seems to satisfy all
of the constraints of MANETs. Figure 1 illustrates the areas investigated within the
MANET field, with particular focus on security issues. Note that this list highlights
the main areas of ad hoc network security and could be expanded.

As illustrated in Figure 1, research in the MANET security field is concerned with a
variety of different aspects. Researchers in the ad hoc network security field initially
focused on secure routing protocols [Zhou and Haas 1999]. The focus of these protocols
(Ariadne [Hu et al. 2002a], SEAD [Hu et al. 2002b], ARAN [Dahill et al. 2001], SRP
[Papadimitratos and Haas 2002]) is twofold:

(1) To provide a routing mechanism that is robust against the dynamic network topology
of MANETs.

(2) To provide a routing mechanism that offers protection against malicious nodes.

Routing protocols may use various security mechanisms to mitigate attacks on the
routing infrastructure. Some of these mechanisms are redundancy exploitation; di-
versity coding; on-demand route discovery; route maintenance techniques; fault- or
intrusion-tolerant mechanisms, and cryptographic mechanisms.

For example, routing schemes may exploit redundancy by establishing multiple
routes from source to destination (as easily achieved by ZRP [Haas and Perlman 1998],
DSR [Johnson and Maltz 1996], TORA [Park and Corson 1997], and AODV [Perkins and
Belding-Royer 1999]) [Zhou and Haas 1999]. By sending data via all these routes, the
redundancy will ensure that all data arrives at the destination. An alternative mech-
anism to sending data via redundant routes is diversity coding [Ayanoglu et al. 1993].
Diversity coding takes advantage of redundant routes in a more bandwidth-efficient
way by not retransmitting the messages. Rather, it transmits limited redundant infor-
mation through additional routes for the purpose of error detection and correction.

All of these mechanisms have various degrees of effectiveness. It is widely acknowl-
edged that cryptographic mechanisms can provide some of the strongest techniques to
ensure the availability, integrity, and confidentiality of routing information [Hubaux
et al. 2001]. This observation also holds true for many of the other MANET security
problems highlighted in Figure 1 [Hubaux et al. 2001]. If the basic networking mech-
anisms are considered, threat identification reveals that cryptographic techniques can
also be used to mitigate attacks that exploit over-the-air communication, channel access
mechanisms, and neighbor discovery [Hubaux et al. 2001].
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Fig. 1. Dimensions of ad hoc networks.

Secure key management with a high-availability feature is at the center of providing
network security via cryptographic mechanisms [Menezes et al. 1996]. However, most
routing schemes and related basic networking mechanisms neglect the crucial task of
secure key management and assume preexistence and presharing of secret and/or pri-
vate/public key pairs [Zhou and Haas 1999]. In fact, many cryptographic-based mech-
anisms that solve MANET security problems have a direct reliance on an efficient and
secure key management infrastructure. This leaves key management techniques as an
open research area in the ad hoc network security field [Zhou and Haas 1999; Hubaux
et al. 2001].

4.2. Defining Key Management

A keying relationship is the state wherein network nodes share keying material for use
in cryptographic mechanisms [Menezes et al. 1996]. The keying material can include
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public/private key pairs, secret keys, initialization parameters, and nonsecret parame-
ters supporting key management in various instances. Key management can be defined
as a set of techniques and procedures supporting the establishment and maintenance
of keying relationships between authorized parties [Menezes et al. 1996]. In summary,
key management integrates techniques and procedures to establish a service support-
ing [Menezes et al. 1996]:

(1) initialization of system users within a network;
(2) generation, distribution, and installation of keying material;
(3) control over the use of keying material;
(4) update, revocation, and destruction of keying material;
(5) storage, backup/recovery, and archival of keying material, and
(6) bootstrapping and maintenance of trust in keying material.

Authentication is the basis of secure communication. Without a robust authentica-
tion mechanism in place, the remaining security goals (confidentiality, data integrity,
and nonrepudiation) are in most instances not achievable. Authentication can only be
realized by means of verifying something known to be associated with an identity. In
the electronic domain, the owner of the identity must have a publicly verifiable secret
associated with its identity; otherwise, the node can be impersonated.

Authentication in general depends on the context of usage [Menezes et al. 1996]. Key
management is concerned with the authenticity of the identities associated with the six
services given above; it is a concept which may seem trivial at first, but one that is not
easily achieved. Authentication of users is particularly difficult (and in most network
settings impossible) without the help of a trusted authority.

The fundamental function of key management schemes is the establishment of keying
material. Key establishment can be subdivided into key agreement and key transport
[Menezes et al. 1996]. Key agreement allows two or more parties to derive shared keying
material as a function of information contributed by, or associated with, each of the pro-
tocol participants, such that no party can predetermine the resulting value [Menezes
et al. 1996]. In key transport protocols, one party creates or otherwise obtains keying
material, and securely transfers it to the other party or parties [Menezes et al. 1996].
Both key agreement and key transport can be achieved using either symmetric or asym-
metric techniques. A hybrid key establishment scheme makes use of both symmetric
and asymmetric techniques in an attempt to exploit the advantages of both techniques
[Menezes et al. 1996].

4.3. Requirements of Key Management Schemes

Key management services should adhere to the following generic security attributes:

—Confidentiality. Key management schemes should guarantee key secrecy, that is,
ensure the inability of adversaries or unauthorized parties to learn keying material
(or even partial keying material).

—Key authentication. Key authentication is a property whereby a communication en-
tity is assured that only the specifically identified and authenticated communication
entity may gain access to the cryptographic key material.

Key authentication, in the context of a communication session between two par-
ties, can either be unilateral or mutual: unilateral authentication means that only
one party’s keying material is authenticated, while mutual authentication involves
validating both parties’ keying material.
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Possession of the key is in fact independent of key authentication. Key authenti-
cation, without knowledge that the intended recipient actually has the relevant key,
is referred to as implicit key authentication.

—Key confirmation. If key confirmation is provided by a key establishment protocol,
communication entities prove possession of authenticated keying material. Key au-
thentication with key confirmation yields explicit key authentication.

—Key freshness. The key freshness property improves security by ensuring new and
independent keys between different communication sessions. By separating commu-
nication sessions, the available information for cryptanalytic purposes is limited,
which makes cryptanalytic attack more difficult [Menezes et al. 1996].

—Perfect forward secrecy. Perfect forward secrecy (PFS) ensures that compromise of
long-term keys cannot result in compromise of past session keys [Steiner et al. 2000;
Ateniese et al. 1998; Menezes et al. 1996].

—Resistant to known key attacks. A key management scheme is vulnerable to known
key attacks (KKA) if a compromised past session key or subset of past session keys
allows [Steiner et al. 2000; Ateniese et al. 1998; Menezes et al. 1996] the following:
(1) a passive adversary to compromise future session keys and (2) an active adversary
to impersonate other protocol participants.

—Forward secrecy. A key management scheme with a forward secrecy property prevents
an adversary from discovering subsequent keys from a compromised contiguous sub-
set of old keys [Kim et al. 2000, 2004].

—Backward secrecy. A key management scheme with a backward secrecy property pre-
vents an adversary from discovering preceding keys from a compromised contiguous
subset of old keys [Kim et al. 2000, 2004].

—Key independence. Key independence guarantees that a passive adversary who knows
a proper subset of keys cannot discover any other keys [Kim et al. 2000, 2004]. Key
independence subsumes forward and backward secrecy. Key independence does not
imply key freshness.

—Availability. A high-availability feature prevents degradation of key management
services and ensures that keying material is provided to nodes in the network when
expected.

—Robustness. The key management scheme should tolerate hardware and software fail-
ures, asymmetric and unidirectional links, and network fragmentation/partitioning
due to limited/errorprone wireless connectivity [Sterbenz et al. 2002].

—Survivability. Survivability is the capability of the key management service to re-
main available even in the presence of threats and failures. Survivability goes be-
yond security and fault tolerance to focus on the delivery of services, even when the
system is partly compromised or experiences failures. (Survivability thus subsumes
robustness.) Rapid recovery of services is required when conditions improve [Sterbenz
et al. 2002]. Survivability includes byzantine robustness, which implies that the key
management service should be able to function properly even if some misbehaving
participating nodes attempt to disrupt its operation.

More specifically, key management services with a survivability feature focus on
the delivery of essential services (for example certification services in public key in-
frastructure) and the preservation of keying material (public key certificates, session
keys, etc.). Survivability can be summarized by the The Three Rs [Sterbenz et al.
2002]:
—resistance: the capability of the system to defend against or tolerate attacks;
—recognition: the capability of the system to detect attacks in process and monitor

the extent of the damage or compromise.
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—recovery: the main feature of survivability; it is the capability to maintain services
during attack, limit the extent of the damage and restore full services following
the attack.

—Efficiency. The key management service should be efficient with respect to commu-
nication, computational, memory, and energy resources.

—Scalability. Scalability ensures efficiency and availability as the number of network-
ing nodes rapidly and significantly changes; the key management scheme should
thus seamlessly scale to network size.

5. PEER-TO-PEER KEY MANAGEMENT FOR MOBILE AD HOC NETWORKS

As mentioned in Section 1, the focus of this article is on peer-to-peer key management for
mobile ad hoc networks (MANETs). Investigations by the authors within the available
publications have led to the classification of the current protocols into the following
subsets:

(1) partially distributed certificate authority;
(2) fully distributed certificate authority
(3) identity-based key management;
(4) certificate chaining-based key management;
(5) cluster-based key management;
(6) predeployment-based key management;
(7) mobility-based key management, and
(8) parallel key management.

Most of the above subsets use public key cryptography due to its superiority in dis-
tributing keys, providing authentication, and achieving integrity and nonrepudiation
[Zhou and Haas 1999; Menezes et al. 1996]. Symmetric key systems need a channel that
provides both data integrity and confidentiality: the latter property may not always be
readily available without any form of trusted authority or secure side channel (such as
an infrared interface).

The partially distributed certificate authority group of protocols distributes the trust
in the certificate authority to a subset of the network communication entities. The
approach mitigates the single point of vulnerability inherent to the centralized cer-
tificate authority. Protocols considered to represent this implementation method were
presented in Zhou and Haas [1999] and Yi and Kravets [2003], respectively (Section 6).

The fully distributed certificate authority protocol subset preserves the symmetric re-
lationships between the communication entities in MANETs by distributing the burden
of key management to all communication entities. Each authorized node in the network
receives a share of the certificate authority’s secret key, allowing neighbors to service
requests for certification. The protocol that introduced this method was presented in
Luo et al. [2002] (Section 7).

The identity-based key management approach borrows concepts from the partially
distributed certificate authority protocols, but uses an identity-based cryptosystem to
reduce the storage requirement compared to conventional public key cryptosystems.
The protocol by Khalili et al. [2003] will be considered as representative of this protocol
group (Section 8).

In the certificate chaining-based key management approach, communication enti-
ties can authenticate certificates by means of finding certificate chains between them.
Certificate chaining can be explained by the following example: party A wants to com-
municate with party C, which requires party A to authenticate party C’s certificate.

ACM Computing Surveys, Vol. 39, No. 1, Article 1, Publication date: April 2007.



12 J. van der Merwe et al.

The two parties have no communication history, but party A trusts the certificate of a
third entity, party B. Party B informs party A that it trusts the certificate of party C.
Party A that trusts party B will thus also trust party C as a result of party B’s rec-
ommendation. There is thus a fully connected certificate chain between party A and C
through party B, which enables party A to authenticate the certificate of party C with-
out any previous communication. Section 9 investigates the protocol that introduced
the certificate chaining based key management approach as detailed in Hubaux et al.
[2001] and Capkun et al. [2003b].

The cluster-based key management subset relies on a clustering algorithm to sub-
divide the network into smaller groups. Group members in the same proximity can
monitor their neighbors and make recommendations to members from other groups on
the authenticity of their neighbors’ certificates. The cluster-based subset is introduced
by investigating the protocol presented in Ngai et al. [2004] (Section 10).

The predeployment-based key management subset makes use of an offline author-
ity to issue each node with keying material prior to network formation. It is widely
agreed that key predistribution techniques are ideally suited for establishing secure
connectivity in large-scale distributed sensor networks [Eschenauer and Gligor 2002].
The limitations of sensor networks render conventional key establishment techniques
(such as public key cryptography) unsuitable [Chan et al. 2003]. Section 11 introduces
key predistribution techniques by giving an overview of the protocol in Eschenauer and
Gligor [2002] and discusses subsequent improvements.

The mobility-based key management subset exploits mobility and node encounters to
establish security associations and to warrant mutual authentication between users.
In contrast to the previously discussed subsets, the protocols in this group introduce
a shift in paradigm with respect to previous attempts to provide key management for
fully self-organized MANETs. Rather than trying to adapt solutions suited for conven-
tional wireline networks, the protocols in this subset use the unique characteristics of
MANETs to their advantage. Section 12 investigates the symmetric and asymmetric
key based protocols that introduced the mobility-based key management approach as
presented in [Capkun et al. 2003a, 2006].

The combination of any of the above key management approaches gives rise to what
the authors call the parallel key management subset. By using two or more of the
above approaches in parallel, the advantages of the one scheme is used to mitigate the
disadvantages of the other. This subset can be represented by the scheme introduced
in Yi and Kravets [2004], which combines a partially distributed certificate authority
[Yi and Kravets 2003] and the certificate chaining-based key management approach
[Capkun et al. 2003b] (Section 13).

6. PARTIALLY DISTRIBUTED CERTIFICATE AUTHORITY APPROACHES

One of the first approaches to solve the key management problem in MANETs was
published in Zhou and Haas [1999]. This approach was later extended in Yi and Kravets
[2001, 2002a, 2002b, 2003]. Schemes are still actively proposed within this subset [Xu
and Iftode 2004; Wu et al. 2005a, 2005b].

6.1. System Model

Zhou and Haas [1999] proposed a distributed public key management service for
ad hoc networks, where the trust is distributed between a set of nodes by letting
the nodes share the system secret. The distributed certificate authority (DCA), illus-
trated in Figure 2 [Zhou and Haas 1999], consists of n server nodes which, as a whole,
have a public/private key pair K /k. The public key K is known to all nodes in the
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Fig. 2. Key management service K /k
configuration.

Fig. 3. Threshold signature K /k generation.

network, whereas the private key k is divided into n shares (s1, s2, s3, . . . , sn), one for each
server.

The distributed certificate authority (DCA) signs a certificate by producing a thresh-
old group signature, as shown in Figure 3 [Zhou and Haas 1999]. Each server generates
a partial signature using its private key share and submits the partial signature to a
combiner C. The combiner can be any server and requires at least t + 1 shares to
successfully reconstruct the digital signature.

6.2. System Analysis

6.2.1. Initialization Phase. The system as proposed in Zhou and Haas [1999] requires
an offline trusted third party (TTP) to construct the distributed public key management
service. Prior to network formation, the TTP uses a threshold secret sharing scheme
[Shamir 1979] to generate shares (s1, s2, s3, . . . , sn) of the DCA’s private key k. These
shares are distributed to n arbitrary nodes (servers), which collectively form the DCA.
The TTP must also issue all nodes in the network with the DCA’s authentic public key
K .

In order to prevent unauthorized nodes from getting certification services from the
DCA, the offline authority will have to issue each node with a certificate signed by
the private key of the DCA. If the certificate of each node is also stored on the DCA
servers, preestablished security associations are available to authenticate certification
requests. If the offline authority does not issue each node with its own certificate prior
to network formation, the scheme is subject to the Sybil attack [Douceur 2002].

6.2.2. Certificate Retrieval. Nodes that require a certificate have to successfully con-
tact at least t + 1 out of the n DCA servers. As illustrated in Figure 3, the threshold
signature scheme proposed in Zhou and Haas [1999] makes use of a combiner node
C to combine the partial digital signatures from the t + 1 servers. Any node can be
chosen as a combiner, since no extra information about the private key k is disclosed
to C. It is always possible for a combiner node to be compromised by an adversary or
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to be unavailable due to battery depletion or poor connectivity. As a solution, Zhou and
Haas [1999] proposed selecting t + 1 nodes as combiners to ensure that at least one
combiner can successfully reconstruct the digital signature. All nodes in the network,
including the combiners, can verify the validity of the signature by using the CA public
key, K .

The proposal presented in Yi and Kravets [2001, 2002a, 2003] differs from the original
proposal in Zhou and Haas [1999], since the threshold signature scheme of Yi and
Kravets does not require a combiner node C to construct the group signature. In Yi and
Kravets [2001, 2002a, 2003], the DCA is called a MObile Certificate Authority (MOCA).
In the MOCA framework, the communication pattern is one-to-many and visa versa,
which means that a node that requires certificate services needs to contact at least
t + 1 MOCA nodes and receive replies from each of them. The combining of the partial
signatures is thus performed by the node requesting certification.

The original proposal in Zhou and Haas [1999] does not specify a communication
protocol (certificate retrieval mechanism) for a node to contact the key management
service. The proposal in Yi and Kravets [2001, 2002a, 2003] focuses primarily on the
one-to-many-to-one communication pattern between a node and the MOCA. The MOCA
certification protocol allows a node requiring certification services to broadcast certifica-
tion request (CREQ) packets. Any MOCA node that receives the CREQ packet answers
with a certification reply (CREP) containing its partial signature on the certificate. If
the node successfully receives t + 1 valid CREPs in a fixed period of time, it can re-
construct the full certificate. If the certificate is verified to be correct, the certification
request has succeeded. If the number of CREPs is insufficient after expiry of the node’s
CREQ timer, the process fails and the node can initiate another request. CREQ and
CREP are similar to the route request (RREQ) and route reply (RREP) of on-demand
ad hoc routing protocols (for example AODV [Perkins and Belding-Royer 1999] and
DSR [Broch and Johnson 1999]). As CREQ packets are routed through nodes, a reverse
path is established back to the sender. The reverse path is coupled with timers and
maintained for a fixed time period to allow returning CREP packets to travel back to
the node requesting the certificate service. In this case, an on-demand routing protocol
and the MOCA certification protocol can benefit from each other by sharing routing
information [Yi and Kravets 2003].

—Flooding. In the first implementation of the MOCA certification protocol presented
in Yi and Kravets [2001], flooding is used for reliable data dissemination. As shown
in simulation results presented in Yi and Kravets [2001], the flooding technique
yields an effective approach to contact at least t + 1 servers, but generates high
communication overhead. To prevent the potential broadcast storm nature of flooding,
broadcast IDs are used (similarly to those in Perkins and Belding-Royer [1999]) such
that all the CREQs generated by the same request are tagged with the same ID in
order to allow intermediate nodes to drop requests that have already been forwarded.

—β-Unicast. To reduce the amount of certification traffic from flooding, while keeping an
acceptable level of service, the method of β-unicast is introduced in the second report
on the MOCA service [Yi and Kravets 2002a]. The method relies on multiple unicasts
instead of flooding by using cached routing table information. The investigations in
Yi and Kravets [2001] showed that a node client caches a moderate number of routes
to MOCA nodes under reasonable certification traffic scenarios. The parameter β
represents the threshold number of cached routes required by a node to use unicast
instead of flooding. Flooding is thus the default method for contacting the MOCA in
case the node fails to accumulate enough information in its cached routing tables. If
the node perceives the network to be stable with relatively low mobility, t + 1 cached
routes may be sufficient to initiate a multiple of unicast CREQs. To guarantee a
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reply from at least t + 1 servers, Yi and Kravets [2002a] introduced safety margin
α. In the case of instability, the nodes should send out an additional α CREQs to
increase the probability of successfully reaching t + 1 servers. The sum of α and the
cryptothreshold t is called the unicast threshold and is represented by β. If there
are more than sufficient (β) routes in the node’s local cache, then the choice of which
routes to use will affect performance. Three schemes were suggested in Yi and Kravets
[2002a]:
—Random MOCA nodes. A random number β of MOCA nodes in the routing table

are selected.
—Closest MOCA nodes. By utilizing the readily available hop count information in

the routing table, β MOCA nodes with the minimum hop count are chosen.
—Freshest MOCA nodes. The most recently added β routes are used for β-unicast.

6.2.3. Certificate Revocation. Certificate revocation was not given much attention in
Zhou and Haas [1999] or Yi and Kravets [2001, 2002a, 2003]. The authors proposed
a simple certification revocation list (CRL) approach. In the MOCA framework, t + 1
nodes must agree to revoke a certificate. Each MOCA node generates a revocation
certificate that contains information of the certificate to revoke. The MOCA node then
broadcasts its partially signed revocation certificate across the network. Nodes that
received t + 1 partial certificates will reconstruct the revocation certificate and update
their local CRL.

6.2.4. Certificate Renewal. Expired certificates can be renewed by sending a CREQ
message to any t + 1 MOCA nodes. Each MOCA node will update the certificate’s
contents with relevant information (for example, with a new expiry time) and newly
bind the public key to the nodes identity by generating a partial signature.

6.2.5. Share Update. The key management services in Zhou and Haas [1999] and
Yi and Kravets [2003] employ proactive key share refreshing [Herzberg et al. 1995] to
thwart mobile adversaries and adapt to changes in the network. An adversary attempt-
ing to break the system must compromise more than the threshold t servers within the
time interval between key updates.

6.3. Discussion and Comments on the Partially Distributed Certificate Authority Approaches

One of the advantages of the distributed certificate authority proposals is that they
address the lack of server infrastructure in MANETs by distributing the functionality of
a central authority among a group of users. The partly distributed system offers security
services with a higher availability feature than a centralized server approach. The
scheme, however, does not have a certificate revocation or synchronization mechanism
to update servers.

The solution presented in Zhou and Haas [1999] has remnants of its wired predeces-
sors, namely, a trusted authority, specialized server, and combiner nodes. The MOCA
framework proposed in Yi and Kravets [2003], in contrast to the original DCA proposal
[Zhou and Haas 1999], does not require a combiner server, C, effectively solving the
problem of ensuring the availability of C.

The solution still has a largely centralized approach, although the threshold scheme
allows t DCA servers to be compromised without sacrificing the key management ser-
vice. One of the major assumptions of the solutions proposed in Zhou and Haas [1999]
and Yi and Kravets [2003] is the presence of an offline TTP that initially empowers
servers or distributes keying material before network formation. The assumption of an
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offline TTP makes the scheme unsuitable for fully self-organized MANETs. The infor-
mation distributed by the offline TTP makes the solution nonscalable since all network
certificates must be known a priori by the DCA servers in order to provide access control
to certification services.

The communication overhead introduced by Zhou and Haas [1999] and Yi and
Kravets [2003] is a point of concern as nodes need to contact the DCA every time they
require certification. Any node can contact the DCA by flooding the network with a certi-
fication request. The flooding method is an effective way to contact t out of n DCA nodes
[Yi and Kravets 2003]. The problem is that each of the DCA nodes respond with a certi-
fication reply causing a reverse packet storming effect of O(n) [Yi and Kravets 2003]. Yi
and Kravets [2003] made a noteworthy effort to optimize the scheme by investigating
different data dissemination techniques for contacting the DCA by means of simulation.
Carter et al. [2003] investigated manycast, which appears to be a promising technique
to contact only a subset of members from a group with minimum communication over-
head. Manycast yields better performance than the flooding and β-unicast techniques
discussed in Section 6.2, especially if manycast is integrated into the routing protocol.

Analysis by the authors on these schemes has shown that they are subject to the
following weaknesses:

—The distribution of the system’s private key is normally performed with a threshold
secret sharing scheme [Shamir 1979]. Central to the security of the threshold cryp-
tosystem is the choice of the security parameters (n, t), where n is the total number
of nodes forming the DCA and t is the threshold of nodes that must be compromised
to render the system insecure. The process of choosing appropriate parameters (n, t)
is a very difficult task. The choice of these parameters inevitably forces a tradeoff
between the security of the system and the availability of the DCA nodes.

Some of the factors to consider when choosing (n, t) are the networking envi-
ronment of the MANET; physical security of the users’ nodes; bandwidth require-
ment/utilization of the users; frequency of certification requests to the DCA; mobility
patterns of users; capabilities of attackers, and the availability of the DCA nodes. For
example, MANETs are subject to errorprone wireless connectivity, limited energy
resources (poor battery life), and limited transmission ranges (see Section 2). Nodes
forming the DCA may thus frequently be unavailable for the rendering of certification
services. A hostile environment, such as those found in military applications, would
require t to be set as high as possible. The problem, however, is that increasing t up
to a “safe” point may prevent users from successfully contacting t out of n DCA nodes.
The fundamental observation is that taking all these factors into consideration when
choosing (n, t), while keeping in mind the security/availability tradeoff, is a difficult
problem to solve and is central to the security provided by threshold cryptosystems.
In the view of the authors, a strong security argument for MANETs is not possible
with this approach.

—In threshold cryptosystems, it is impractical to assume that a mobile adversary can-
not compromise more than t shareholders during the entire lifetime of the system
[Zhou and Haas 1999; Herzberg et al. 1995; Luo et al. 2002]. This forces the nodes
forming the DCA to execute a share renewal protocol [Herzberg et al. 1995] within a
variable period T ; the choice of T is influenced by similar factors to those that affect
the selection of (n, t). The share renewal protocol has to be fully distributed as the
DCA members have no access to a central online TTP.

The initial access structure �
(n,t)
P of the share distribution scheme will not remain

constant [Desmedt and Jajodia 1997]. Assuming the same shareholders to be present
at all times is unrealistic and the security/availability tradeoff will also have to be
altered (by reselecting (n, t) on the fly) as a function of system vulnerability, changing
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networking environment and current functionality of the cryptosystem. Users may
randomly join or leave the DCA group; hence the DCA will exhibit dynamic group
membership as associated with dynamic peer groups [Steiner et al. 2000]. The secu-
rity parameter (n, t) will have to be adjusted to allow for the dynamic membership.
This obligates the DCA nodes to execute a secret redistribution protocol [Desmedt and
Jajodia 1997; Wong et al. 2002] in order to distribute the shares to a new access struc-
ture �

(n′,t ′)
P ′ on each membership change or security/availability tradeoff adjustment.

Analysis by the authors has shown that the overhead associated with fully dis-
tributed secret update and secret redistribution protocols may not be ideal or prac-
tical in MANETs. The authors’ studies on existing, fully distributed secret update
and secret redistribution protocols [Wong et al. 2002; Herzberg et al. 1995; Desmedt
and Jajodia 1997] have shown that distributed share update/rekeying schemes have
a high communication and computational cost, which will have to be executed more
frequently in MANETs than expected. To put the overhead in more quantitative
terms, (discrete logarithm-based) share updating requires O(n+ t) messages from
each DCA member, while each DCA member performs O(nt) exponentiations and
generates O(t) random numbers. The share renewal protocol has similar overhead
with O(n′ + t ′) messages for each DCA member and O(n′t ′) exponentiations and
O(t ′) random numbers generated by each member of the new access structure �

(n′,k′)
P ′ .

The network as a whole has a communication cost of O(n2 + nt) and O(n′2 + n′t ′)
for secret update and redistribution, respectively. In the analysis of the schemes, a
synchronous broadcast system was assumed. It is generally agreed that network-
wide synchronization is not easily achievable in MANETs. Without a synchronous
broadcast system, it is not clear if fully distributed secret update and redistribution
protocols are possible while defending against all known attacks [Fouque and Stern
2001; Zhang and Imai 2003].

To the best of the author’s knowledge there is currently no secret sharing, secret
update and secret redistribution schemes available that are suitable for MANETs.

—Nodes in MANETs have a symmetric relationship; hence nodes are all equal and
therefore should fairly share or equally distribute the responsibility of providing all
network functions. This is not only important for security reasons, but to enable
the network to ensure reliable and available services that places the same burden
on the computational, memory, and energy resources of all the network participants.
The use of a DCA as online TTP violates the symmetric relationship between network
nodes. When the DCA is formed by all the nodes in the network, as in Luo et al. [2002],
the symmetric relationship is preserved. This, however, impairs the overall security
of the system since an attacker can compromise any t nodes in the entire network to
break the threshold cryptosystem (see Section 7).

If there exists heterogeneity among network participants, the use of nodes with
more advanced resources for the DCA nodes is not only unfair, but promotes selfish-
ness or denial of service attacks. Unequally shared responsibility is also fundamen-
tally against the notion of fully distributed systems and motivates localized areas of
vulnerability. It is, however, noted that the notion of heterogeneity can be exploited
in network settings where the nodes do not have symmetric relationships, such as
those found in military-type networks [Yi and Kravets 2003]. In such a scenario, the
burdened nodes will tolerate the exploitation for the benefit—or “survival”—of the
network as a whole.

—Another issue that has also been surprisingly overlooked is how the members of
the DCA will collaborate to sign certificates. This is a more difficult problem than
one may think: designing group signatures is much more complex than designing
single-party signatures. What is needed by the distributed authority-based schemes
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proposed in Zhou and Haas [1999], Yi and Kravets [2003], and Luo et al. [2002] is
a threshold-multisignature scheme [Li et al. 1994, 2001; Wang et al. 1998; Lee and
Chang 1999]. Threshold-multisignature schemes can be differentiated from threshold
group signature schemes [Pedersen 1997] by the fact that, by definition in the latter,
the individual signers remain anonymous. In threshold group signature schemes, it
is computationally difficult to derive the identities from the group signature with the
exception of the group manager(s). In contrast, in threshold-multisignature schemes
the individual signers are publicly traceable and do not enjoy anonymity. Conse-
quently, the traceability property of threshold-multisignature schemes allows the
individual signers to be held accountable in the public domain. The authors believe
traceability of the individual signers is essential in MANETs. The current state-of-
the-art threshold-multisignature schemes [Li et al. 1994, 2001; Wang et al. 1998;
Lee and Chang 1999] are notoriously flawed [Michels and Horster 1996; Tseng and
Jan 1999; Wang et al. 2003; Wu and Hsu 2004]. What is even more discouraging is
that all the existing group signature schemes that have been proposed to date are
for conventional networks. It is widely known that solutions suitable for MANETs,
in most cases, require a shift in paradigm in order to mitigate the consequences of
the unique characteristics of MANETs.

—The existing solution in the partially distributed certificate authority subset does not
aim to break the routing-security interdependency cycle [Bobba et al. 2003].

In the view of the authors, a threshold cryptosystem may have other applications in
MANETs, but are not ideal for realizing key management.

7. FULLY DISTRIBUTED CERTIFICATE AUTHORITY APPROACHES

In Kong et al. [2001] and Luo et al. [2002], a public key management solution was
proposed based on the approach originally presented in Zhou and Haas [1999]. The
solution also uses an (n, k)1 threshold signature scheme to form a distributed certifi-
cate authority (DCA). The scheme enhances the availability feature of Zhou and Haas
[1999] by choosing n to be all the nodes in the network. The private key SK of the
DCA is thus shared among all the nodes in the network and enables a node requir-
ing the service of the DCA to contact any k one-hop neighboring nodes. In contrast to
Zhou and Haas [1999], no differentiation is made between server and client nodes with
respect to certification services. The solution includes a share update mechanism to
prevent more powerful adversaries from compromising the certification service. One of
the latest proposals within the fully distributed subset can be found in Joshi et al.
[2005].

7.1. System and Adversary Model

The network model considers an ad hoc wireless network with insecure, errorprone, and
bandwidth-constrained communication channels. The network has no infrastructure
and a dynamically changing topology. The following assumptions are made:

(1) Each node vi has a unique identifier (ID) and is able to discover its one-hop neighbors.
(2) Each node holds a valid certificate signed by the DCA private key SK binding its

ID to a public key Pvi . A certificate signed by SK can be verified by the authentic
public key of the DCA PK.

(3) One-hop communication is more reliable than multihop communication.

1In this section k will be used, instead of t, for the threshold parameter notation to be compatible with Luo
et al. [2002].
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(4) Each node has more than k one-hop neighbors at any time instance.
(5) Detection of node misbehavior is easier and more practical among one-hop neighbors

in contrast to multihop nodes.
(6) Mobility of the network is characterized by the speed of the node with the highest

speed Smax .

The proposal in Luo et al. [2002] and Kong et al. [2001] attempts to alleviate two
types of attacks: denial of service (DoS) and adversary intrusion or node break-ins.
Adversaries may issue DoS attacks on various layers of the network stack.

As defined in Herzberg et al. [1995], adversaries can be characterized by one of two
models:

—Model I. During the entire network lifetime, an adversary cannot successfully attack
and compromise more than k nodes.

—Model II. If the network’s lifetime is divided into time slots T , an adversary cannot
successfully attack and compromise more than k nodes within T .

Luo et al. [2002] and Kong et al. [2001] attempted to defend against Model II adver-
saries with a scalable parallel share update mechanism.

7.2. System Analysis

7.2.1. Initialization Phase of Localized Certification Service. The system as proposed in Luo
et al. [2002] and Kong et al. [2001] requires an offline trusted third party (TTP). The
RSA-based design has a system DCA with an RSA key pair {SK, PK }. Prior to network
formation, the TTP distributes a certificate signed with the DCA private key SK to
each node. The certificate is a binding between the nodes’ unique ID and public key
which may be verified with the DCA’s authentic public key PK known by all nodes in
the network. It should be clear that the localized certification service never creates
or issues an initial certificate. Its functionality is the renewal of expired certificates
or reissuing of certificates the users (or intrusion detection mechanisms) believe to be
compromised by adversaries.

The offline TTP distributes the first k shares. In more accurate terms, the TTP dis-
tributes to the first k nodes in the network a polynomial share Pv of the certificate
signing exponent, SK according to a random polynomial f (x) such that Pv = f (v).
Upon completion of this task, the TTP has no further part in network operation.

The polynomial f (x) can be defined as f (x) = SK+∑k−1
j=1 f j x j , where f1, f2, . . ., fk−1

are uniformly distributed over a finite field F .

7.2.2. Localized Self-Initialization. Kong et al. [2001] proposed an algorithm used to dis-
tribute shares of SK to nodes joining the network. A node joining the network must
have a certificate binding its ID and public key signed by SK. Only a joining node with a
valid certificate, and hence verifiable with PK, can obtain a share of SK. Since their ar-
chitecture is built on Shamir’s [1979] threshold secret sharing scheme, only a coalition
of k nodes can issue the uninitialized node with a share of SK.

The self-initialization protocol can be summarized in four steps:

(1) A joining node broadcasts to neighboring nodes a service request with additional
local coalition information.

(2) Each neighbor (coalition member) selects a nonce (random number) for each other
node if its ID is lower than the other node’s ID. A complete shuffling scheme is used
by the nodes to exchange these nonces between them. In the peer-to-peer exchange
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of nonces, the nonces are negated by the node with the lower ID. The nonces are
encrypted with the public key of the intended recipient coalition member.

(3) The encrypted shuffling packets or nonces are then routed to coalition members.
(4) Each of the coalition members computes a shuffled partial secret share SS from its

polynomial share Pv in SK. Since it is possible to derive SS from Pv, SS is blinded
to node vx by adding the sum of all nonces to SS. After decrypting the nonces, each
coalition member computes SS′ = SS+∑

nonces and transmits its computed partial
share SS ′ to vx .

7.2.3. Certificate Issuing and Renewal. As described in the initialization phase, each
node holds a share of the private key SK according to the random polynomial f (x).
In Kong et al. [2001], node vi first locates a coalition β of k neighbors {v1, . . . , vk} and
broadcasts certification requests to the selected neighbors. Each node vj ∈ β consults
its monitoring data and makes a decision to grant or refuse certification. If vi is certified
as legitimate, vj returns a partial certificate Pvj to the requesting node vi. The node
then recovers the certificate as a whole from the partial certificates using the k-bounded
coalition offsetting algorithm as given in Kong et al. [2001]. This scheme remains func-
tional even if coalition members are under attack since only k partial signatures are
required from neighboring nodes.

In the later article [Luo et al. 2002], two drawbacks were identified with the approach
in Kong et al. [2001]:

(1) If any of the nodes vj ∈ β fail during the requesting process, all the other partial
certificates become useless.

(2) When vj receives a request from vi, the monitoring records may not provide sufficient
information to grant certification. This will be the case in a network with high
mobility where vj and vi have never met before or have had insufficient interaction.

In order to solve the first drawback, dynamic coalescing is introduced. This method
stems from the observation that the coalition can be dynamically formulated from any
responding nodes, instead of being specified a priori by the requesting node vi. Figure 4
[Luo et al. 2002] illustrates how dynamic coalescing might overcome the first problem
identified above.

To solve the second drawback and accommodate mobility, certification is granted if
no bad records are found. The unavailability of records is thus taken as insufficient
reason to deny certification.

7.2.4. Certificate Revocation. Certificate records maintained by node vj consist of two
components: monitored data (certificates and behavior) of neighboring nodes and a
certificate revocation list (CRL). The CRL is a list containing user IDs and accusers. If
a node vj concludes by direct data monitoring that a neighboring node is compromised, it
marks the node “convicted” in its own CRL. The accuser vj also floods the network with
a signed accusation against the node. Now assume node vj receives a signed accusation
against an accused node, it checks in the CRL if the node has been previously marked
“convicted.” If this is the case, the message is regarded as being a confirmation of the
conviction and dropped; if not, the node is marked as “suspect.” To avoid the conviction
of legitimate nodes, at least k accusations against a node is required before it is marked
“convicted.”

7.2.5. Parallel Share Updates. For a share distribution system to be robust against
Model II adversaries, periodic updates are required [Herzberg et al. 1995]. This
prevents an attacker from compromising more than k secret shares in the period

ACM Computing Surveys, Vol. 39, No. 1, Article 1, Publication date: April 2007.



Peer-to-Peer Key Management for Mobile Ad Hoc Networks 21

Fig. 4. Dynamic coalescing.

between periodic share updates. The proposal in Kong et al. [2001] gives two ap-
proaches to achieve share updates. The first approach is a process based on localized
self-initialization explained in Section 7.2.2. The second approach features parallel
share updates with faster convergence. The update is performed by distribution of a
new random polynomial fUPDATE(x) whose coefficients are encrypted with SK to en-
sure authenticity. The node’s new share in SK can then be collaboratively evaluated as
PvUPDATE = fUPDATE(vi) by k neighboring nodes. Each neighbor returns its partial share
update to vi in a manner similar to that of the certification service. The parallel share
update approach thus consists of three steps: collaborative generation of the update
polynomial fUPDATE(x); robust propagation of the update polynomial’s coefficients, and
distributed evaluation of share updates.

7.3. Discussion and Comments on Fully Distributed Certification Authority Approaches

The fully distributed certificate authority proposal represents an improvement on the
original partially distributed CA scheme in Zhou and Haas [1999] by fairly distribut-
ing the burden of holding a share of the secret key to all nodes in the network. This
effectively preserves the symmetric relationship between network participants. The
availability of the key management service is increased as now any k nodes, in a local
neighborhood, can renew or issue a certificate. Nodes not in possession of a share can
also contact at least k nodes to obtain a share.

Although innovative in design, the proposal suffers from most of the weaknesses dis-
cussed in Section 6.3. As in the original proposal [Zhou and Haas 1999], a trustworthy
offline authority must issue every node before network formation with a certificate,
binding a unique ID to a public key. This requirement makes the proposal unsuitable
for fully self-organized ad hoc networks. Similarly to Zhou and Haas [1999] and Yi
and Kravets [2003], this solution is also nonscalable since all identities must be known
a priori.
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Since the number k is a tradeoff between security and availability, the solution re-
quires a way of adjusting k as the network expands. As pointed out in Capkun et al.
[2003b], it is not clear how k will be adjusted in a network with a rapidly increasing
or decreasing node density. The increase in availability of the certification service also
comes at the cost of security since any k nodes in the network can be compromised
to break the system; the authors do not believe that the assumption of a Model II ad-
versary (Section 7.1) is realistic if n spans the entire network. For this reason k must
always be chosen large enough to ensure the security of the system.

The assumption that each node will always have at least k one-hop neighbors is
limiting: nodes may find themselves with less than k neighbors more frequently than
expected.

As in the case of Zhou and Haas [1999] and Yi and Kravets [2003], it is not clear if
this approach can break the routing-security interdependency cycle [Bobba et al. 2003].

8. IDENTITY-BASED KEY MANAGEMENT APPROACHES

ID-based cryptography [Joye and Yen 1998; Boneh and Franklin [2001]; Cha and Cheon
[2003] originated from the need to reduce the memory storage cost of conventional public
key systems and the burden of obtaining explicitly authentic public keys. Public keys in
an ID-based scheme are nothing other than the identities of the users themselves. The
identities, which are publicly known data, must uniquely identify the users. ID-based
schemes thus uniquely bind private keys to identities.

The identity-based signature schemes are normally specified by four randomized
algorithms [Boneh and Franklin 2001]:

(1) Setup. The setup algorithm takes as input security parameters and returns a master
public/private key pair K M /kM for the system. The master private key is only known
by the trusted third party (TTP) or private key generator (PKG) of the system.

(2) Extract. The extract algorithm takes as input the master private key and an identity
ID and returns the personal private key corresponding to the ID.

(3) Encrypt. The encrypt algorithm takes as input the master public key K M , the ID
of the recipient, and a message m and returns the corresponding ciphertext. Note
that ID serves as the public key of the recipient.

(4) Decrypt. The decrypt algorithm takes as input the master public key, a ciphertext,
and the personal private key and returns the original message encrypted with the
ID corresponding to the personal private key.

The personal private keys in an identity-based cryptosystem can also be seen as an
implicit symmetric key certificate, that is, the personal private key is encrypted with
the master private key of the PKG.

8.1. System Model

In Khalili et al. [2003], identity-based cryptography [Joye and Yen 1998; Boneh and
Franklin 2001] is combined with threshold cryptography [Menezes et al. 1996] to avoid
the “extensive” computational cost of public key cryptography. This solution is similar
to that in Zhou and Haas [1999] with the threshold certificate authority replaced by
a threshold private key generator (PKG). The randomized algorithms discussed above
collectively realize an identity-based cryptosystem. All these algorithms will have to
be adapted to a threshold cryptosystem and implemented on the nodes forming the
distributed authority, that is, the PKG. How to modify the existing identity-based cryp-
tosystem algorithms to suit a threshold cryptosystem is not discussed in Khalili et al.
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[2003]. Single-party encrypt and decrypt algorithms will have to be implemented on all
nodes forming the network.

8.2. System Analysis

8.2.1. Initialization Phase. On network formation, users agree on a key issuing policy
and exchange all relevant security parameters. These must be mutually acceptable and
nodes not approving of these parameters may choose to abort the network formation
process. The initial set of nodes then form a threshold private key generation service
(PKG), which generates a master public/private key in a distributed manner. The mas-
ter private key is thus distributed to n nodes, each holding a share of SK∗. An adversary
with less than threshold t shares cannot recover the master private key. The master
public key in turn is given to all joining members of the network.

8.2.2. Registration Phase. After the initialization phase, the PKG can start issuing
users with their private keys based on their identity. Khalili et al. [2003] proposed
that nodes use their medium access control (MAC) or network layer address as an
identity when contacting the distributed authority for their personal private key. The
node contacts at least t of the PKG servers, forming the PKG, which each reply with
their part of the requesting node’s private key. Upon receipt of t correct shares, the user
can compute its private key. Khalili et al. [2003] argued that nodes that are unable to
contact t or more servers can roam the network in search of more shares.

8.3. Discussion and Comments on Identity-Based Key Management Approaches

In the initial phase of the proposed scheme by Khalili et al. [2003], nodes decide on
a mutual set of security parameters. Any node that is not satisfied with the choice of
parameters can choose not to participate in the network. Khalili et al. [2003] stated that
their scheme is independent of the initial negotiations. This independence is difficult to
see as it is the responsibility of the key management protocol to successfully initialize
all system users within a domain [Menezes et al. 1996] (see Section 4.2). If adversaries
are able to influence the selection of system parameters, they will be able to force nodes
not to participate in the network.

The proposal does not address the issue of how the initial set of nodes will form
the PKG or how a node will obtain a private key from the distributed PKG. Distri-
bution of the master private key, as mentioned in Khalili et al. [2003], can be done
using the algorithm presented in Gennaro et al. [1999]. Integration of the distributed
key generation scheme [Gennaro et al. 1999] into the setup algorithm of the identity-
based signature scheme [Cha and Cheon 2003] will enable the generation of a dis-
tributed master private key. A problem is noted with the implementation of extract
algorithms of existing identity-based signature schemes in distributed systems. It
is noted that the extract algorithms in Cha and Cheon [2003], Boneh and Franklin
[2001], and Joye and Yen [1998] are designed for an entity obtaining a personal pri-
vate key from a centralized PKG. Any centralized service in ad hoc networks is a
single point of vulnerability. The extracting algorithms will have to be modified for
negotiation of a private key with a distributed PKG. See observations in Section 6.3
on secret sharing, secret update, secret redistribution, and threshold-multisignature
schemes.

The proposal does not avoid the weaknesses of ID-based cryptography. The major
problem with ID-based cryptographic schemes is that they yield only level 1 trust
[Petersen and Horster 1997], that is, the private key of users is known by the trusted
authority. In conventional networks, this is not so much of a problem, but in MANETs
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Fig. 5. A certificate graph and certificate paths between
users u and v in their merged updated local repositories.

where the trusted authority is distributed between online servers or emulated by an
arbitrary offline entity, this may not be feasible.

Assume the node can negotiate a personal private key with a distributed PKG; a
major problem is how the PKG will securely transfer to the requesting node its personal
private key shares. In the scheme proposed in Khalili et al. [2003], the requesting node
shares no secret with the PKG, for example, a common symmetric key, nor do the nodes
have public/private key pairs. It is therefore not clear how a node will obtain its personal
key from the PKG in the presence of an adversary. This problem can only be solved by
setting up some secure channel or by predistributing common keying material, neither
of which is ideal in ad hoc networks.

The proposal swaps one difficult problem for another. In the case of a PKI solution, the
primary concern is the authentication of public keys. In Khalili et al. [2003], the problem
is to authenticate the identity of a node before sending the shares of the personal private
key corresponding to the identity.

The solution is vulnerable to a man-in-the-middle attack on nodes joining the network
[Khalili et al. 2003].

This approach also cannot break the routing-security interdependency cycle [Bobba
et al. 2003].

Another example of a protocol within the identity-based key management subset can
be found in Deng et al. [2004].

9. CERTIFICATE CHAINING-BASED APPROACHES

One of the most recent proposals presented in Capkun et al. [2003b] takes a step closer
to meeting the constraints of MANETs. Unlike previous solutions, the public key in-
frastructure (PKI) in this proposal does not require any trusted third party. This makes
the scheme suitable for fully self-organized MANETs. Each node issues its own certifi-
cates to other nodes in a manner similar to Pretty Good Privacy (PGP) [Zimmermann
1995]. It differs from PGP by the fact that there are no centrally managed certificate
directories (online certificate servers), but certificates are rather stored and distributed
by nodes in a self-organized nature. Each node keeps a limited certificate repository
comprised of certificated nodes in its local neighborhood. As illustrated in Figure 5
[Capkun et al. 2003b], when a node u wants to validate the certificate of another node
v, the nodes combine their certificate repositories and u attempts to find a chain of valid
public key certificates between them.
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Fig. 6. Four steps in initial phase of certificate chaining proposal.

9.1. System Model

Capkun et al. [2003b] presented their scheme in terms of an abstract model. In their
model, the public keys and the certificates of the system are represented as a directed
certificate graph G(V , E), where V and E stand for the set of vertices and the set of
edges, respectively (Figure 5). The vertices of the certificate graph represent public
keys and the edges represent certificates. More precisely, there is a directed edge from
vertex Ku to vertex Kw if there is a certificate signed with the private key of u that binds
Kw to an identity. A certificate chain from a public key Ku to another public key Kv is
represented by a directed path from vertex Ku to vertex Kv in G. Thus the existence of
a certificate chain from Ku to Kv means that vertex Kv is reachable from vertex Ku in
G (denoted by Ku −→G Kv).

9.2. System Analysis

9.2.1. Initialization Phase. The initial phase of the system is executed in four steps:
each node creates a public/private key pair; each node creates a self-certificate, issues
certificates to other nodes, and constructs an nonupdated certificate graph; nodes ex-
change certificates, and they create updated certificate repositories. Each of these steps
is illustrated in Figure 6 [Capkun et al. 2003b] and explained in more detail in the sec-
tions that follow. Note that the step numbering is kept consistent with the numbering
used in Capkun et al. [2003b].
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9.2.2. Step 0. Creation of Public/Private Key Pairs. Similar to PGP [Zimmermann 1995],
users locally create their own private key and corresponding public key.

9.2.3. Step 1. Creation of Self-Certificates and Issuing of Public Key Certificates. Individual
public key certificates are issued by the users themselves with a limited validity period.
When a node u has confidence in the public key/identity binding of node v, node u can
issue a certificate (recommendation) to vouch for the binding. The nodes use these
certificates to start constructing a certificate graph G.

9.2.4. Step 2. Certificate Exchange. The certificate exchange mechanism allows users
to share and distribute certificates in their repositories. Certificates are stored at least
twice: by the issuer of the certificate and by the user to whom the certificate is is-
sued. The certificate exchange process consists of the periodic exchange of certificates
between nodes and their neighbors. Exchanges are asynchronous. Users send their up-
dated subgraphs Gu and nonupdated subgraphs GN

u to their neighbors, who use the
certificates to create or expand their nonupdated subgraphs. The message contains only
the hash value of the certificates. The node checks the hash values against those held
in its repositories and requests only the certificates with a negative hash-value compar-
ison. The certificate exchange process has a low communication cost since certificate
exchanges are only performed locally in a one-hop fashion.

9.2.5. Step 3. Construction of Updated Certificate Repositories. The nonupdated reposito-
ries (subgraphs) provide the nodes with only an incomplete view of the certificate graph.
An updated certificate repository is constructed by node u by selecting a subgraph Gu
of G. This can be performed in two ways: nodes can use the same local repository con-
struction algorithm to explore only a relevant part of the certificate graph G (Step-3a,
Figure 6) or construct an updated repository by communicating with their certificate
graph neighbors (Step-3b, Figure 6).

9.2.6. Certificate Revocation. Users can revoke any issued certificate to other users if
they lose their trust in the public key/identity binding. Similarly users can also re-
voke their own certificate if they believe that their private key has been compromised.
Capkun et al. [2003b] proposed two revocation schemes: explicit and implicit.

In the explicit scheme the user issues an explicit revocation message to nodes in its lo-
cal neighborhood. This will most probably be the users that usually request certificates
from the revocation node under normal operation.

The implicit revocation scheme is based on the expiration time of the certificates. The
scheme assumes that users will establish communication and exchange an updated
version of the certificate within the valid period.

9.3. Discussion on Certificate Chaining-Based Approaches

The fully self-organized key management scheme, presented in Hubaux et al. [2001]
and Capkun et al. [2003b], was the first to give an indication that key management,
without any form of TTP, may be possible in MANETs. The self-organized scheme is
clearly an advance on previous efforts [Zhou and Haas 1999; Yi and Kravets 2003;
Luo et al. 2002; Khalili et al. 2003; Ngai et al. 2004] to provide key management for
MANETs: eliminating any form of online TTP eliminates most of the problems associ-
ated with these schemes (see Section 6.3 for a discussion on the distributed certificate
authority proposals). The fully self-organized scheme presented in Hubaux et al. [2001]
and Capkun et al. [2003b] was designed for “open” MANETs and therefore not truly
comparable with the schemes that assume an offline trusted authority.
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Hubaux et al. [2001] and Capkun et al. [2003b] addressed a very difficult problem.
How does one explicitly authenticate the public key of a user without any form of
offline or online trusted authority? In MANET, this problem has to be solved with
sporadic connectivity, while optimizing communication and computational resources.
The problem can alternatively be defined in terms of trust establishment. If a user
A trusts the certificate of another user B, user A has confidence that the public key
contained in the certificate belongs to user B. Users A and B therefore have a di-
rect trust relationship. Taking this notion a step further, user A can support the
authenticity of the certificate of user B by signing the certificate with its own pri-
vate key; any other user in the network that trusts the certificate of user A will
also trust the certificate of user B if they are able to verify the recommendation of
user A, and hence can verify the signature. If user A also recommends the certifi-
cates of other users, a hierarchical trust model is created. Certificate chaining used in
PGP [Zimmermann 1995] naturally evolves from a direct and hierarchical trust model
combination.

Hubaux et al. [2001] and Capkun et al. [2003b] successfully adapted the certifi-
cate chaining authentication approach to MANETs. The main difference between their
scheme and PGP [Zimmermann 1995] is that the latter stores certificates in central-
ized repositories. In the Hubaux et al. [2001] and Capkun et al. [2003b] scheme, the
certificates are disseminated and stored by all nodes without any assistance from a
trusted authority.

Trust relationships take time to form and require user interaction. The fully self-
organized scheme [Hubaux et al. 2001; Capkun et al. 2003b] therefore introduces a
delay in the setup of security associations. As a result, the solution may encounter a
problem in the initial phase when the number of issued certificates is insufficient to
yield a sufficiently dense certificate graph.

Inherently a chain of trust provides weak authentication [Christianson 1996; Abdul-
Rahman and Hailes 1997]. A common assumption in most distributed authentica-
tion protocols is that trust is implicitly transitive [Abdul-Rahman and Hailes 1997].
Trust transitivity means, for example, that if Alice trusts Bob who trusts Clark then
Alice will also trust Clark. This has been shown to be generally untrue [Christianson
1996]. Josang et al. [2003] defined a valid transitive trust chain as a chain where
every link in the chain contains the same trust purpose. Abdul-Rahman and Hailes
[1997] pointed out that valid transitive trust chains satisfy four conditions with ref-
erence to the example above [Abdul-Rahman and Hailes 1997]. It is concluded from
Christianson [1996], Abdul-Rahman and Hailes 1997, and Josang et al. [2003] that it
is very difficult to ensure valid transitive trust chains with more that two links. The
authors felt that users (in general) are not able to make intuitive security related de-
cisions. The public’s lack of even the most basic knowledge (such as what is a public
key certificate) makes any scheme that relies on users reasoning about security vul-
nerable to attack. Examples of schemes that avoid such “user reasoning” have been
presented in Capkun et al. [2006], Cagalj et al. [2006], and McCune et al. [2005]. In
a two-link trust chain, Alice has a direct trust relationship with Bob and relies on
recommendations from Bob based on this direct trust relationship. In practice a di-
rect trust relationship implies that Alice and Bob know each other personally. This
means that Alice can check with Bob if they share the same trust purpose or trust
conditions. If the chain is extended to three links (four users), then Alice will have an
indirect trust relationship with Clark, and hence may not know him personally. The
indirect trust relationship lessens Alice’s ability to ensure that she and Clark have the
same trust conditions.

Furthermore, a chain is as strong as its weakest link. If any node along the chain is
compromised or subject to byzantine behavior, it may result in false authentication. In
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“open” or fully self-organized networks, this may be even more relevant than in “closed”
networks since an adversary does not have to compromise nodes to participate in the
certificate exchange mechanisms.

10. CLUSTER-BASED KEY MANAGEMENT APPROACHES

The key management scheme proposed in Ngai et al. [2004] originates from the cer-
tificate chaining approach [Capkun et al. 2003b]. The authors assumed a cluster-based
network model constructed with the zonal algorithm [Chen and Liestman 2003]. The
zonal algorithm for clustering ad hoc networks partitions the network into different
subsets using a distributed algorithm for finding the minimum spanning tree (MST).
Once the network is partitioned and the MST determined for each subset, the algo-
rithm computes the weakly connected dominating sets of the regions. Finally, it fixes
the borders of the clusters, that is, connects unjoined regions, by the inclusion of addi-
tional nodes in the sets. Nodes clustered together in the same region form a group and
are assigned a unique ID. The nodes learn the group IDs of other nodes by exchanging
messages.

10.1. System/Trust Model

Each user is responsible for the creation of their own public/private key pair and gen-
eration of a self-certificate. Any node can sign the public key certificate of another node
in the same group upon request. Nodes are assumed to have some monitoring compo-
nents that enable them to observe the other nodes’ behavior in their group and assign
each node a trust value. The trust value is defined as an authentication metric, which
represents the assurance with which a requesting node s can obtain the correct public
key of a target node t. The trust between nodes in the same group is referred to as
direct trust. The trust relationship between nodes in different groups are referred to as
recommendation trust. The trust model is shown in Figure 7 [Ngai et al. 2004]. Each
node should thus have a trust table for storing the trust values and related public keys
of nodes it “knows” in the network.

10.2. Public Key Certification and Trust Value Update

If a node s wants to obtain the public key certificate of some other node t, s performs
the following procedure [Ngai et al. 2004]:

(1) Node s looks up the group ID of t, denoted as ϕt .
(2) Node s consults its trust table and sorts the trust values of the nodes known to

s in group ϕt . Let i1, . . . , in ∈ I , where in denotes the node with the highest trust
value.

(3) Node s then sends certification request messages to each node in subset I . These
nodes are also referred to as the introducers.

(4) Node s collects the reply messages m ∈ M from I where m = {Pkt , Vik ,t , . . .}Skik . Pkt

denotes the public key of t, Vik ,t denotes the trust value from ik to t. Skik denotes
the secret key of ik which is used to generate a signature on m.

(5) Node s compares the public keys received from I and follows the majority votes.
Let igood ∈ Igood and ibad ∈ Ibad, where Igood are the nodes thought to be honest and
Ibad the remaining perceived dishonest nodes. Node s perceives the public key of t
received from Igood to be authentic.

(6) The trust values of the nodes ∈ Ibad are reduced to zero. Node s then computes
and updates the trust value of t using the following equation, where ik denotes the
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Fig. 7. Cluster-based trust model.

nodes and n the number of nodes in Igood:

Vs,ik ,t = Vs,ik

⊙
Vik ,t = 1 − (1 − Vik ,t)Vs,ik (1)

and

Vt = 1 −
n∏

k=1

(1 − Vs,ik ,t). (2)

The public key certification and trust value update procedures are illustrated in
Figure 8 [Ngai et al. 2004] and Figure 9 [Ngai et al. 2004], respectively.

Step 6 may need some further explanation. After receiving, decrypting and com-
paring the trust values of I in step 5, s can calculate the new recommendation trust
relationships from s to t via the nodes in ik ∈ I using Equation (1). Note that the nodes
ibad ∈ Ibad make no contribution since their trust values are reduced to zero. The

⊙

operator is defined in Beth et al. [1994] and is given as V1
⊙

V2 = 1 − (1 − V2)V1 . In
Beth et al. [1994], derivatives of the formula V1

⊙
V2 were used to compute new trust

relationships between V1 and V2 based on the direct trust values and recommendation
trust values between them.

Once Vs,ik ,t ∀ ik , has been computed, s can compute the ultimate trust value Vt of t
as seen by s after pubic key certification using Equation (2).

10.3. Discussion on Cluster-Based Key Management Approaches

This discussion will refrain from a detailed evaluation of network clustering in
MANETs, but will rather focus on some issues related to the analysis of cluster-based
key management schemes.
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Fig. 8. Public key certification.

—When MANETs scale, route calculations become increasingly expensive [Chen and
Liestman 2003]. The task of routing algorithms may be simplified by confining route
discovery to a substructure of the network. By introducing clustering into the net-
work, local messages can be transmitted on short paths within the same cluster,
while long-distance messages travel longer distances from cluster to cluster. Each
cluster is assigned a clusterhead as representative of the cluster. The clusterhead
takes on the responsibility of participating in intercluster route calculation and long-
distance message forwarding. The long-distance message forwarding requires the
clusterheads to use more transmission power, which will significantly contribute to
the depletion of the node’s energy resources [Haas and Tabrizi 1998].

—The dynamic nature of MANETs makes clustering very problematic. The main con-
cern is the selection, configuration, maintenance, and replacement of clusterheads.
The role of a clusterhead should be able to be performed by any node in the network.
Clusterheads are therefore no different from other nodes in MANETs and thus ex-
hibit some similar characteristics. Due to unreliable connectivity and route failures,
clusters may also partition. The frequent maintenance of clusterheads and cluster
membership is unavoidable and may therefore cause impractical computational and
communication overhead.

—The assignment of clusterheads is very difficult since nodes may not voluntarily take
on this responsibility [Buttyan and Hubaux 2003] or necessarily have the required
capacity to accommodate the additional overhead.

—The clusterheads become very convenient central points of attack for adversaries, for
example, an adversary which can establish itself as a clusterhead effectively controls
the whole cluster. Clearly this will not work in fully self-organized MANETs.
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Fig. 9. Trust value update.

Ngai et al. [2004] simulated their scheme in GloMoSim [Zeng et al. 1998]. The 100
nodes in the 600m × 600m network were divided into five groups with varied mobility
between 0–10 m/s. The objective of the simulation was to test the public key manage-
ment scheme in the presence of malicious nodes. A percentage, m, of the nodes were set
to be adversaries and therefore always returned false public keys and trust values. The
scheme was not implemented in parallel with a clustering algorithm but was divided
into fixed groups. It was thus assumed that the network clustering structure was al-
ready built. If the scheme was to be implemented on top of the clustering algorithm (for
example, the zonal algorithm [Chen and Liestman 2003]), it can be anticipated that
the simulation would produce significantly different results. Schemes should always
be simulated in a realistic setting, that is, performance can only be determined if the
protocol under investigation is simulated together with the schemes central to its op-
eration. These additional schemes in turn may consume additional network resources,
which will certainly influence the results obtained from the simulations.

The cluster-based key management scheme does not alleviate the disadvantages of
the certificate chaining approach [Capkun et al. 2003b] (see Section 9.3).

Key management schemes in MANETs should not rely on the functionality and cor-
rect operation of other schemes. A cluster-based key management approach relies on
the effectiveness of a clustering scheme. Attacks on the clustering protocol thus intro-
duce additional vulnerabilities and may create an indirect way of compromising the
key management scheme and consequently the network’s security mechanisms as a
whole.

11. PREDEPLOYMENT-BASED KEY MANAGEMENT

The limited memory, energy, and computational power of sensor nodes result from
the constraints placed on their cost and physical dimensions. In uncontrolled deploy-
ment, which is normally the case with large-scale sensor networks, the nodes are ran-
domly scattered over the target area. This implies an unpredictable network topology
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[Chan et al. 2003]. Furthermore, sensors can be added and subtracted after deploy-
ment and may also encounter hostile networking environments [Eschenauer and Gligor
2002]. These characteristics result in key predistribution being the only known, prac-
tical key establishment technique suitable for large-scale, wireless sensor networks
[Eschenauer and Gligor 2002]. Sensor networks therefore fall under authority-based
MANETs, as defined in Section 1.

11.1. System Model

Eschenauer and Gligor [2002] proposed a random key predistribution scheme for dis-
tributed sensor networks. An offline authority loads each sensor node with a large pool
of keys prior to sensor deployment. Once in the operational environment, two nodes
find a common key in their pools and use the shared key to secure subsequent com-
munication. The scheme does not guarantee a shared key between all node pairs, but
rather supports the existence of such a key with some probability. Nodes which can-
not find a common key can establish a security association via a sequence of secure
connections.

The key management scheme consists of three parts: key distribution, key revocation,
and rekeying. The key distribution mechanism is further subdivided into three phases:
key predistribution, shared-key discovery, and path-key establishment. In Eschenauer
and Gligor [2002], specialized controller nodes provided key revocation services to the
sensor network.

11.2. System Analysis

11.2.1. Key Distribution. The key predistribution phase consists of the following offline
steps:

—The offline authority A generates a large pool P of keys and their identifiers.
—For each sensor, A draws k keys randomly from P without replacement. The k keys

form the key ring of the sensor.
—A loads each sensor with its key ring and key identifiers.
—The key identifiers of each key ring and the associated sensor node’s identity are

stored on a trusted node.
—Finally, A loads the ith controller node with a shared key, where K ci = EKx (ci).

Kx = K1⊕, . . . , ⊕Kk . Ki denotes the keys of a node’s key ring and the controller’s
identity is given by ci. EKx is an encryption with node key Kx .

The shared-key discovery phase commences after deployment of the sensors. Each
node broadcasts its key identifiers in plain text. Nodes within the transmission range
discover shared keys by means of comparison. Alternatively, nodes can hide key-sharing
patterns allowing for private shared-key discovery. The example given by Eschenauer
and Gligor [2002] works as follows: each node broadcasts a list α, EKi (α), where α is
a random challenge and Ki for i = 1, . . . , k is all the keys in the node’s key ring.
Decryption of EKi (α) with the correct key will reveal α and warrants the establishment
of a shared key with the broadcasting node.

The probability that two nodes share a common key on their key rings was given by
Eschenauer and Gligor [2002]:

k!(P − k)!(P − k)!
P !k!(P − 2k)!

. (3)
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On completion of the shared-key discovery phase, nodes can set up a connected graph
of secure links.

The path-key establishment phase is used to associate a path key between nodes
within the transmission range which failed to establish a shared key during the shared-
key discovery phase. If the graph is connected, a node can find a path to the neighboring
node with which it failed to discover a common key [Chan et al. 2003]. The node can
generate a path key and send the key to the neighboring node via one or more trusted
intermediate nodes [Chan et al. 2003].

11.2.2. Revocation. The controller nodes (ci) have enhanced capabilities such as mo-
bility and long transmission ranges. To revoke the keys of a specific node, a controller
node broadcasts a signed list of the target node’s key identifiers. A key Ke is used to
sign the message. The controller unicasts an encryption of Ke to all nodes. K ci, which
is shared between the node and the controller, is used to encrypt Ke. The nodes decrypt
EK ci (Ke) and use Ke to verify the signature on the key identifier list. Nodes locate and
remove the affected keys from their key rings by themselves. If the revocated keys affect
any other secure links, a node restarts the shared-key discovery phase and if needed
the path-key establishment phase.

11.2.3. Rekeying. Rekeying is equivalent to self-revocation; hence expired keys are
removed from a node’s key ring. In the case where one or more secure connections
are lost, the node restarts the shared-key discovery phase and possibly the path-key
establishment phase.

11.3. Discussion and Comments on Key Predistribution

The scheme proposed in Eschenauer and Gligor [2002] identifies key predistribution
as the most practical technique to establish secure connectivity in sensor networks.
After a node performs the shared-key discovery and path-key establishment phases,
the probabilistic nature of the key distribution mechanism may leave a node with a
partially connected graph. Chan et al. [2003] proposed that a node should increase
its transmission range or request neighboring nodes to share their communications
for a small number of hops. The mechanism, called range extension, requires nodes to
gradually increase their transmission power and repeat the shared-key discovery and
path-key establishment phases until they are fully connected. Chan et al. [2003] further
improved on Eschenauer and Gligor [2002] and proposed a q-composite random key
predistribution scheme which enhances network resilience against weaker adversaries.
This, however, comes with greater vulnerability against large-scale attacks. In contrast
to Eschenauer and Gligor [2002], nodes must find q common keys before they can
establish secure connectivity.

Du et al. [2003, 2005] combined the scheme in Blom [1985] with the random key
predistribution approach presented in Eschenauer and Gligor [2002] and Chan et al.
[2003]. In contrast to the single key space (used in Blom’s scheme), Du et al. [2003, 2005]
used multiple key spaces. Blom’s scheme guarantees a complete graph, that is, any pair
of nodes can establish a common key. Due to the extension of the single key space to
multiple key spaces, Du et al. [2003, 2005] sacrificed full connectivity for (1) better
resilience against node captures and (2) reduced information storage. Du et al. [2003,
2005] also showed that multiple key spaces allow for improved resilience over previous
schemes [Eschenauer and Gligor 2002; Chan et al. 2003], using the same amount of
memory.

Liu and Ning [2003a] improved on the resilience and scalability of Eschenauer and
Gligor [2002] and Chan et al. [2003]. Liu and Ning [2003a] built their scheme on random
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key predistribution and polynomial-based key predistribution [Bundo et al. 1993] and
the scheme is essentially equivalent to that of Du et al. [2003]. The scheme allows any
group of v parties to establish a common key. The key is perfectly secret with respect to a
coalition of t other parties [Du et al. 2005]. Du et al. [2005] pointed out that Bundo et al.
[1993] only achieved the lower bound on memory storage if all groups of size v can com-
pute a common key and if the network is resilient against at most t captured nodes. Liu
and Ning [2003a] also proposed a grid-based key predistribution scheme. A setup server
constructs an m×m grid with a set of 2m polynomials, where m = 	 n

√
N�. The parameter

n is the dimension of the hypercube and N the total number of sensors in the network.
Each sensor is assigned a unique intersection on the grid and loaded with the polyno-
mial shares of the intersecting polynomials. By using these shares, sensor nodes can
perform polynomial share discovery and path-key discovery. Liu et al. [2005b], the jour-
nal version of Liu and Ning [2003a], extended the grid-based scheme to a multidimen-
sional, hypercube-based scheme. An interesting feature of the scheme is that it can pro-
vide perfect resilience against node captures, for example, when n = 4 and N = 20,000.

It is clear that the random subset assignment key predistribution schemes of Liu and
Ning [2003a], Liu et al. [2005b], and Du et al. [2003, 2005], compared to previous efforts,
significantly enhance the resilience of key predistribution. However, as pointed out in
Zhou et al. [2005], Liu et al. [2005a], and Chan and Perrig [2005], two main properties
of these random subset assignment methods can be improved: (1) after a certain fraction
of the sensors have been compromised, the fraction of compromised links between non-
compromised nodes increases exponentially if any more nodes are compromised and (2)
in order to ensure a connected graph these schemes require a sensor deployment with
sufficient density. Sufficient node density cannot be guaranteed under the assumption
that sensor nodes may fail (due to factors such as battery depletion) or sparse sensor
deployment or as a result of node compromise [Zhou et al. 2005]. Although the grid-
based scheme presented in Liu and Ning [2003a] and Liu et al. [2005b] may cope with
poor connectivity, it also shows an exponential degradation in security after a certain
fraction of nodes have been compromised.

PIKE [Chan and Perrig 2005] improves on the sensor density requirement of the
random subset assignment key predistribution schemes by using an approach similar
to the grid-based scheme proposed by Liu and Ning [2003a] and Liu et al. [2005b]. Each
of the n nodes shares a unique pairwise key with

√
n other sensors (	√n� if n is not

square). Nodes that do not share preloaded pairwise keys use trusted intermediate
nodes to establish path keys [Chan and Perrig 2005]. Zhou et al. [2005] cited PIKE’s
network-wide communication to establish path keys as unsuitable for large-scale sensor
networks.

Other schemes [Liu and Ning 2003b; Du et al. 2004; Huang et al. 2004] use de-
ployment information to improve on the probabilistic key predistribution methods. All
these approaches, however, assume that the deployment locations of the sensor can be
predetermined to some extent [Zhou et al. 2005; Liu et al. 2005a].

Recent proposals [Zhou et al. 2005; Liu et al. 2005a] have argued that accurate
a priori knowledge of sensor locations is unlikely in practice. Zhou et al. [2005] ex-
ploited a group-based deployment model to improve on the performance and resilience
of the probabilistic approaches. As previous schemes suggest [Liu and Ning 2003b; Du
et al. 2004; Huang et al. 2004], the probability that sensors in the same group are
neighbors after deployment is high. The main idea is to preload each sensor with a
carefully selected set of keys. Each sensor pair in the same group shares a common key.
The key preloading technique ensures that after deployment groups are securely linked
via associated nodes; each node can share a unique common key with up to t agents in
any other group. Nodes that are not within the same group will thus use at most two
trusted intermediaries to set up a path key. Liu et al. [2005a] proposed a group-based
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deployment model to eliminate the need for expected location information and to en-
hance the security and performance of the existing key predistribution schemes. The
general framework requires nodes to be preloaded with an in-group key predistribu-
tion instance Di. This allows nodes within the same group (which will most likely be
neighbors after deployment) to use direct key establishment techniques. Nodes are also
preloaded with a cross-group key predistribution instance D′

i. Nodes with the same D′
i

form a cross-group. Nodes that are not within the same group need to find a “bridge”
between their respective groups. The bridges are formed by two sensors from the same
cross-group.

The existing literature on key management for sensor networks gives the impression
of a thoroughly researched subject. In the view of the authors, the key predistribution
field for sensor networks currently requires a comprehensive analysis of the existing
schemes in terms of security, performance, and implementation practicality.

12. MOBILITY-BASED KEY MANAGEMENT APPROACHES

Capkun et al. [2003a, 2006] proposed mobility-assisted key establishment schemes
for MANETs. As mentioned before, the authors of this survey view these schemes as
a significant advance in the state of the art: in contrast to the previously discussed
subsets, the protocols in Capkun et al. [2003a, 2006] introduce a shift in paradigm
with respect to previous attempts to provide key management for MANETs. Most of
the existing key management schemes for MANETs try to modify solutions suited
for conventional wireline networks which may not always be ideal in MANETs. The
proposals investigated Capkun et al. [2003a, 2006] are peer-to-peer key establishment
schemes that rely on user mobility to bring nodes within each other’s transmission
range. This allows them to exchange their keying material without relying on a secure
routing infrastructure. This effectively breaks the routing-security interdependence
cycle [Bobba et al. 2003]. The remainder of the section focuses on the key agreement
techniques proposed in Capkun et al. [2003a, 2006] for fully self-organized MANETs.

12.1. System Model

Capkun et al. [2003a, 2006] considered two models: a fully self-organized model and one
with an offline trusted authority. The latter, an authority-based approach, is considered
in the discussion (Section 12.3).

If a public key cryptosystem is used, two users u and v share a two-way security
association if they exchange their triplets (U, ku, au) and (V , kv, av), where (U, V ) are
the names of users u and v, (ku, kv) are their public keys, and (au, av) are their respective
node addresses. In a symmetric key setting, the public keys are replaced by a shared
key kuv.

Users are equipped with wireless nodes with an integrated side channel (such as an
infrared interface). The side channel is used to set up security associations when users
physically meet in the network. This inherently constitutes visual authentication by the
users and allows users to bind user names to keying material. The security association
setup mechanism can be enhanced through the use of friend nodes [Capkun et al. 2006].

To explain the key establishment mechanisms of Capkun et al. [2003a, 2006] in more
detail, the establishment of security associations in both a public key and symmetric
key setting is considered.

12.2. System Analysis

12.2.1. Public Key Approaches. Figure 10 illustrates the three main mechanisms for
key establishment proposed in Capkun et al. [2003a, 2006]. The first [Mechanism (a)]
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Fig. 10. Direct and friend-assisted security association
establishment.

allows users to establish a security association directly over the secure side channel
during a physical encounter. The side channel ensures data integrity by eliminating
the active adversary. Coupling Mechanism (a) with key confirmation and a defense
against replay attacks results in Protocol 1 [Capkun et al. 2003a, 2006] detailed below:

Protocol 1 : Mechanism (a)

msg1 (secure side channel) u → v: au ‖ [ξu = h(ru ‖ U ‖ Ku ‖ au)]
msg2 (secure side channel) v → u: av ‖ [ξv = h(rv ‖ V ‖ Kv ‖ av)]
msg3 (radio channel) u → v: ru ‖ U ‖ Ku ‖ au
msg4 (radio channel) v → u: rv ‖ V ‖ Kv ‖ av

u: h(rv ‖ V ‖ Kv ‖ av) = ξv?; V ?; match(Kv, av)
v: h(ru ‖ U ‖ Ku ‖ au) = ξu?; U?; match(Ku, au)

msg5 (radio channel) u → v: σ (rv ‖ U ‖ V )
msg6 (radio channel) v → u: σ (ru ‖ V ‖ U )
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In msg 1 and msg 2, the users exchange their addresses (au, av) and the hash values
(ξu, ξv) of their random numbers and triples. They need each other’s address in order to
exchange keying material on the radio interface in the following rounds. In msg 3 and
4, users exchange their triplets and random numbers over the radio interface. Each
node checks whether the hash of the received random numbers and triplets over the
radio link match the received hash values received over the side channel. In the final
two messages, users send each other a signature (σ ()) over the radio link. Verifying the
signatures with the received public keys serve as proof that u and v knows the corre-
sponding private keys. Note that the triplets and signatures could have been exchanged
purely over the side channel, but Protocol 1 minimizes the amount of data sent over the
side channel by sending hashes (ξu, ξv) as an integrity check code over the side channel.
This allows u and v to exchange the rest of the information over the radio interface
with the possibility of the man-in-the-middle attack eliminated.

Mechanism (b) uses a common friend f to generate and distribute to each node fresh
certificates. Since f shares keying material with both u and v, the user can verify the
received certificates from f.

Mechanism (c1) enhances key agreement during physical encounters with friend
security associations and is simply a combination of Mechanism (a) and (b) detailed
above. This mechanism can be used to establish either a one-way or two-way security
association between u and v.

Mechanism (c2) will be discussed in the following section as it is more applicable in
a symmetric key setting.

12.2.2. Symmetric Key Approaches. In a symmetric key setting, the three mechanisms
illustrated in Figure 10 remain applicable in a different context.

With Mechanism (a), the users use the side channel to exchange all the necessary
keying material to set up a shared key between them. The side channel in the symmetric
key setting must also provide confidentiality in addition to data integrity. To avoid
attack from passive adversaries, the users must be cautioned to activate their side
channels with no other users within a “secure range” from them.

In Mechanism (b), users have a common friend f that plays the role of a trusted
authority or trusted intermediary. There are well-established protocols that can be
used in such a setup [Menezes et al. 1996].

Mechanism (c2) can be used if u and v do not share a common friend and in case they
do not want the trusted third party to know their shared key. A friend of u, named f,
and a friend of v, named g , are used as two separate paths by u and v to exchange
key contributions. Protocol 2 [Capkun et al. 2003a, 2006] presented below explains
Mechanism (c2) in more detail:

Protocol 2 : Mechanism (c2)

msg1 u → v: f , ru
msg2 v → u: g , rv
msg3 u → g : u, {du→g , request, v, ku, rv}kug
msg4 g → v: g , {d g→v, reply, u, ku, rv}kvg
msg3′ v → f : v, {dv→ f , request, u, kv, ru}kvf
msg4′ f → u: f , {d f →u, reply, v, kv, ru}kuf

u, v: kuv = h(ku ‖ kv)

In Protocol 2, users u and v use messages 1 and 2 to exchange random numbers (ru, rv)
and the names ( f , g ) of their friends. In messages 3 and 4 and messages 3′ and 4′, u
sends ku to v via g and while v sends kv to u via f . All the messages are encrypted with a
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shared symmetric key kx y , where x ∈ [u, v] and y ∈ [g , f ]. In order to avoid ambiguity,
each message includes the direction d and purpose of the message (request or reply).
Users u and v generate a shared key kuv by taking the hash of the concatenation of
their individual contributions.

12.3. Discussion and Comments on Mobility-Based Key Management Approaches

The main characteristic of ad hoc networks is the lack of infrastructure. Nodes, there-
fore, are responsible for all network functionality of which routing is the most impor-
tant. In stationary ad hoc networks, nodes may experience frequent link breakages as
the traffic in the network increases. Node mobility significantly increases the frequency
of these link breakages. This sporadic connectivity results in a poor availability fea-
ture and a high communication overhead for key management schemes that rely on
the routing infrastructure. Another reason why relying on the routing infrastructure is
infeasible is that any attack on the routing protocol may render the key management
scheme insecure. The routing-security interdependence cycle [Bobba et al. 2003], in
any case, forces the key management scheme to be independent of the routing mecha-
nism. Clearly getting around this problem requires a complete shift with respect to the
key management solutions found in conventional wireline networks. The fact that fully
self-organized networks do not support any form of trusted authority, not even during
offline initialization, adds a new dimension to this problem. Capkun et al. [2003a, 2006]
detached the key management scheme from the routing infrastructure by exploiting
user mobility. The mobility characteristic of MANETs, which are widely regarded as a
limiting factor, are turned around as an aid to the key establishment mechanisms.

Dependence on mobility to bring users within a “secure range” in order for them to use
their secure side channels for key establishment is the major disadvantage of Capkun
et al. [2003a, 2006]. The authors themselves noted that it may take some time to set
up a sufficient number of security associations. Their simulation results show that, as
intuitively expected, the convergence time decreases with an increase in user mobility.
The proposal will thus find a strong application as a complementary solution to other
key management solutions and is ideally suited to establish security associations on
the application layer in a self-organized setting [Capkun et al. 2006].

13. PARALLEL KEY MANAGEMENT APPROACHES

Yi and Kravets [2004] proposed a multiple key management approach by combining
a distributed certificate authority (Section 9) and certificate chaining (Section 6). The
proposal known as composite key management is based on two fundamental principles.
First, key management should be shared between multiple nodes, and second, a trusted
third party is required as an anchor of trust. Here certificates, as proposed in Capkun
et al. [2003b], are stored and distributed by nodes in a self-organized nature. Yi and
Kravets [2004] showed how a DCA can be used in parallel with certificate chaining to
eliminate some of the weaknesses of the certificate chaining approach. The approach
increases availability of the key management service since nodes can use either service
to obtain keying material.

The remainder of the discussion on the proposals presented in Yi and Kravets [2004]
will focus on the modifications and additional mechanisms added to certificate chaining
and the DCA approach.

13.1. System Analysis

13.1.1. Metrics of Authentication. By introducing authentication metrics (confidence val-
ues), an attempt is made to provide users with a tool to calculate the level of trust that
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Fig. 11. Certificate chaining example.

they can place in an instance of authentication. Users thus assign a confidence value
to certificates based on their relationship with the certificate owner. In Yi and Kravets
[2004], the confidence value was also extended to incorporate the DCA as a trusted
third party.

13.1.2. Trust Model. In the certificate chaining approach [Capkun et al. 2003b], users
form a chain of trust by issuing certificates to other nodes in the network with which
they have some relationship or have adequate reason to trust the binding between
the node’s identity and public key. Yi and Kravets [2004] illustrated this concept by
means of an example: if Alice trusts that Bob is the holder of a public/private pair, Alice
issues a certificate containing Bob’s ID, Bob’s public key, and other attributes such
as a certificate lifetime parameter. Alice then generates a digital signature on Bob’s
certificate vouching for the certificate’s authenticity.

Similarly to Capkun et al. [2003b], composite key management captures trust re-
lationships between nodes in a certificate graph where the edges represent a digital
certificate and vertices public keys. The edges are also coupled with a confidence value
set by the certificate issuer and assigns a level of trust to the issued certificate.

An example of a certificate chain is given in Figure 11 [Yi and Kravets 2004]. In
the example, if Bob wants to authenticate Alice, Bob needs to calculate a confidence
value for the entire chain length. This is done by first multiplying all the confidence
values for each edge together to form what is called a raw confidence value. To get the
final confidence value, the chain length d and probability p of the nodes in the chain
being compromised must also be considered. The raw confidence value thus needs to be
multiplied by an attenuation factor (1 − p)d−1 which yields the final confidence value
for the chain as a whole. The user utilizes the final confidence value to make a decision
on whether to grant the authentication or reject the chain as a possible authentication
path.

13.1.3. Security Level of DCA. Where certificates in the certification graph are assigned
an authentication metric, the DCA is assigned a security level (SL) reflecting the prob-
ability that an adversary can compromise the DCA. The security level is calculated as
follows:

SL = 1.0 −
(n

k

)
(M

c

) , (4)

where n is the number of server nodes in the CA, k the crypto threshold, M the total
number of nodes in the network, and c the number of nodes the most powerful adversary
can compromise in a fixed time frame.

A system model example is given in Figure 12 [Yi and Kravets 2004] showing the com-
position of certificate chaining and a DCA. The certificates are assigned authentication
metrics and the DCA a security level, as explained above.

13.2. Discussion and Comments on Parallel Key Management Approaches

The approach of merely combining the distributed certificate authority scheme [Zhou
and Haas 1999; Yi and Kravets 2003] and certificate chaining scheme [Capkun et al.
2003b] fails to adequately address the key management problem in MANETs since the
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Fig. 12. Example system model showing DCA composed with one-hop cer-
tificate chaining.

composite key management scheme [Yi and Kravets 2004] inherits all the weaknesses
of the distributed certificate authority approach as stipulated in Section 6.3. In fact, it
further degrades the security as it only solves the availability problem of Capkun et al.
[2003b] while inheriting its weak authentication property (see Section 9.3).

The scheme proposed in Capkun et al. [2003b] was designed for “open” or fully self-
organized MANETs. Yi and Kravets [2004] claimed that they improved on Capkun
et al. [2003b], but in fact Yi and Kravets [2004] were proposing a scheme for an entirely
different application.

Combining two or more key management approaches to eliminate the disadvantages
of the other will in most cases not be effective in MANETs: the authors have inves-
tigated a combination of all key management schemes referenced in this article. The
mobility-based approaches (Section 12 [Capkun et al. 2003a, 2006]) may be added as a
complement to some schemes to enhance the certificate exchange process by exploiting
user mobility. For example, combining the mobility-based approach and the certifi-
cate chaining approach will clearly be more suitable than combining any one of the
two with the distributed certificate authority approach: the disadvantages of the dis-
tributed certificate authority approach is, in the view of the authors, unavoidable (see
Section 6.3).

Researchers should not be discouraged from looking at ways to combine the existing
key management schemes, but take caution not to create new disadvantages in the
process. A complex interaction between the two schemes may also close the window for
a strong security argument.

14. CONCLUSIONS AND FUTURE DIRECTION

This article presented a survey on peer-to-peer or pairwise key management for mobile
ad hoc networks (MANETs). Investigations by the authors within the published propos-
als have shown that the existing protocols can be grouped into several categories. Each
category was discussed by introducing at least the original protocol from within the
grouping. This way of categorizing the available protocols gives one the opportunity to
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establish a deeper insight into the available key management approaches in MANETs
and to discuss the strengths and weaknesses of each.

The introduction to MANETs provided the necessary background required to follow
the discussions and comprehend the comments on the key management protocols.

Conclusions have been separately provided for key management schemes designed
for fully self-organized MANETs and schemes suitable for authority-based MANETs
(see Section 1):

—From the reviewed key management protocols, the mobility-based approaches
[Capkun et al. 2006] are the most feasible for fully self-organized key management on
the application layer. The remaining obstacles to be eliminated are the dependence
on mobility during the bootstrapping of the routing security and minimizing user
interaction on the application layer. Approaches presented in Cagalj et al. [2006]
and McCune et al. [2005] solve the latter problem by effectively reducing user oper-
ation down to the “push of a button”; users will not use security mechanisms that
inconvenience them in anyway. In the view of the authors it is important to decouple
key management mechanisms intended for securing application level services from
those used to secure the routing infrastructure. A failure in the users’ ability to judge
the honesty or intent of other users should not jeopardize the security of any basic
network service.

—Most of the authority-based approaches make use of an online authority in addition
to the offline authority to provide important key management functions such as cer-
tificate renewal. From the discussions in Section 6.3 and Section 7.3, it is clear that
the use of an online authority is problematic in MANETs, both in a partially or fully
distributed form. The only solution that emerges is to completely eliminate any form
of online authority. Capkun et al. [2006] proposed an authority-based scheme where
each node is preloaded by the offline authority with a certificate. After network for-
mation, each node becomes its own authority domain and distributes its certificate
to nodes within its transmission range. This solution is unfortunately not complete;
Capkun et al. [2006] did not address certificate renewal and revocation. Furthermore,
the scheme is dependent on mobility and fails in a low mobility or stationary ad hoc
network.

Key management schemes based on the key predistribution techniques proposed
for sensor networks may be another avenue to solve the key management problem in
authority-based MANETs.

Another observation is related to the criteria used by researchers to analyze key man-
agement schemes for MANETs. Key management schemes are designed either for an
“open” (self-organized) or “closed” (authority-based) network and consequently aimed
at different applications. “Open” or fully self-organized MANETs have some inher-
ent security implications (such as being vulnerable against the Sybil attack [Douceur
2002]) and must be analyzed accordingly. It is therefore not always possible to com-
pare schemes that assume the existence of a trusted authority with those that are fully
self-organized.

This study confirms that key management mechanisms proposed to guarantee the
security of conventional networks are not necessarily suitable or adaptable to MANETs.
Novel techniques, designed specifically for MANETs, are necessary.

Key management is an important area that will need resolution before wide-scale
deployment of ad hoc networks will become practical. Although key management for
MANETs has reached a reasonable level of maturity, it is still a research area with
room for innovation.
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