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A Survey on Protograph LDPC Codes and Their

Applications
Yi Fang, Guoan Bi, Yong Liang Guan, and Francis C. M. Lau

Abstract—Low-density parity-check (LDPC) codes have at-
tracted much attention in the past two decades since they can
asymptotically approach the Shannon capacity in a variety of
data transmission and storage scenarios. As a type of promising
structured LDPC codes, the protograph LDPC codes not only
inherit the advantage of conventional LDPC codes, i.e., excellent
error performance, but also possess simple representations to
realize fast encoding and efficient decoding. This paper provides
a comprehensive survey on the state-of-the-art in protograph
LDPC code design and analysis for different channel condi-
tions, including the additive white Gaussian noise (AWGN)
channels, fading channels, partial response (PR) channels, and
Poisson pulse-position modulation (PPM) channels. Moreover,
the applications of protograph LDPC codes to joint source-
and-channel coding (JSCC) and joint channel-and-physical-layer-
network coding (JCPNC) are reviewed and studied. In particular,
we focus our attention on the encoding design and assume the
decoder is implemented by the belief propagation (BP) algorithm.
Hopefully, this survey may facilitate the research in this area.

Index Terms—Asymptotic weight distribution (AWD), decoding
threshold, extrinsic information transfer (EXIT), protograph low-
density parity-check (LDPC) codes.

I. INTRODUCTION

Reliable and efficient transmission/storage is one of the ulti-

mate design objectives of modern communication/data storage

systems. Among the existing techniques, forward error correc-

tion (FEC) is a powerful solution to enhance the reliability

of data transmission and storage. The idea of FEC is that

incorporating some redundancy into the information bits so

as to form a codeword. Instead of the original information,

the codeword is transmitted to the receiver through a channel.

As a result, the information bits can be successfully retrieved

if the codeword is appropriately designed [1].

The history of FEC codes can be dated back to six decades

ago. In 1948, C. E. Shannon proved that the error-free (EF)

transmission can be achieved for every noisy channel by

means of FEC codes with any code rate up to the channel

capacity (i.e., maximum achievable code rate) [2], which is

called as Shannon theory. Thereby, the maximum amount of

the incorporated redundancy that is utilized to ensure correct

decoding is determined by the channel capacity. Unfortunately,
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this theory just quantifies the channel capacity, but does not

elaborate how to construct the capacity-approaching codes.

Since then, many researchers have endeavored to search the

capacity-approaching codes but obtained slow progress. The

first FEC code, namely Hamming code, was invented in 1950
[3]. Later, a new FEC code, namely low-density parity-check

(LDPC) code, was introduced by R. G. Gallager in his doctoral

dissertation [4]. However, in the following 35 years, LDPC

codes and their variants were nearly neglected and scarcely

considered. One notable contribution during that period is the

work of R. M. Tanner [5], who has proposed a graphical

representation of the LDPC code — Tanner graph.

In 1993, the turbo code, which enables error performance

approaching the channel capacity over additive white Gaussian

noise (AWGN) channels, was invented by Berrou et al. [6].

In the wake of the remarkable success of turbo codes, the

LDPC codes have been rediscovered by Mackay et al. because

of their capacity-approaching performance under the iterative

decoding algorithm [7]–[11]. As compared with turbo codes,

LDPC codes possess two distinct advantages: low error-floor

and fast decoding [11]–[13]. However, the relatively high

encoding complexity is one practical weakness of the LDPC

codes. To tackle this problem, several methods have been pro-

posed [14]–[16]. Owing to the above-mentioned advantages, a

significant amount of effort has been devoted to analyzing and

designing the LDPC codes [12]–[29]. In particular, the density

evolution (DE) [12], [13] and extrinsic information transfer

(EXIT) function [17]–[19], [29] have been considered as two

most popular techniques for optimization of LDPC codes.

Besides, the iterative decoding algorithm of LDPC codes has

been carefully improved so as to obtain a better decoding

performance [30]–[33]. Nowadays, LDPC codes have been

widely applied in a myriad of communication and data storage

systems, e.g., deep-space communication systems [34], [35],

wireless communication systems [36], optical communication

systems [37], and magnetic recoding systems [38], [39], and

have become one of the most intensely investigated areas in

channel coding. The tutorial-style articles of LDPC codes can

be found in [26], [40]–[44].

Nevertheless, most capacity-approaching LDPC codes are

irregular and hence suffer from the drawback of quadratic

encoding complexity. Aiming at overcoming this drawback,

one type of structured LDPC codes, namely quasi-cyclic (QC)

LDPC codes, has been proposed [45]. Besides, a novel class

of LDPC code, namely multi-edge-type (MET) LDPC codes,

has been introduced by Richardson et al. [42], [46]. As a

subclass of MET-LDPC codes, the protograph LDPC codes

have emerged as a promising coding scheme because of their
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excellent error performance and low complexities [47]–[52].

Two classical types of protograph codes, namely accumulate-

repeat-3-accumulate (AR3A) code and accumulate-repeat-by-

4-jagged-accumulate (AR4JA) code, which can realize linear

encoding complexity and fast decoding, have been proposed by

Jet Propulsion Laboratory [48]–[50]. Employing the concept

of generalized LDPC codes [53], other block code constraints

such as Hamming codes and recursive systematic convolu-

tional (RSC) codes can be easily inserted into the protographs

to replace selected single-parity-check (SPC) nodes (i.e., check

nodes (CNs)) and to form powerful generalized protograph

LDPC codes (i.e., doped-Tanner codes) [52], [54]–[57]. In

order to facilitate the analysis and design of protograph

LDPC codes, the protograph EXIT (PEXIT) algorithm and

asymptotic weight enumerator have been proposed in [28],

[58] and [50]–[52], respectively. Based on the aforemen-

tioned analytical tools, protograph LDPC codes that both pos-

sess the capacity-approaching decoding thresholds and linear-

minimum-distance property have been constructed [48], [50].

Moreover, the rate-compatible protograph (RCP) LDPC

codes have been studied for applications of adaptive coding

and hybrid automatic repeat request (HARQ) [50], [59]–[62].

Since non-binary LDPC codes not only can outperform their

binary counterparts in some cases (e.g., for short/moderate

codeword length), but also can be seamlessly combined with

high-order modulations [37], [63]–[65], protograph LDPC

codes have been extended to the non-binary domain recently

[66]–[69]. As a further advancement, the protograph frame-

work has been introduced for convolutional codes [70] so

as to form the protograph LDPC convolutional codes [71]–

[73], which have certain advantages as compared to protograph

LDPC codes without increasing complexity. In addition, some

other variants of protograph codes, such as protograph-based

raptor-like (PBRL) codes and spatially-coupled protograph-

based (SCPB) codes, have been developed [74]–[78]. Aim-

ing at further reducing the implementation complexity, QC-

protograph LDPC codes have been proposed by using the

circulant-permutation rules [79], [80]. Inspired by the afore-

mentioned superiorities, many research communities have

turned their attention to protograph LDPC codes and hence

they appear to be a new major direction for FEC codes in the

near future.

In this paper, we conduct a general survey of the state-

of-the-art in protograph LDPC code design and analysis

over a variety of communication systems, as well as their

corresponding applications to joint source-and-channel coding

(JSCC) and joint channel-and-physical-layer-network coding

(JCPNC). Firstly, an overview of the principle and important

milestones of protograph codes is presented. Afterwards, the

current research achievement in the design of protograph

codes over AWGN channels (i.e., AWGN channel is the

most fundamental channel model for protograph codes), fading

channels, partial response channels, and Poisson pulse-position

modulation (PPM) channels is summarized. Besides, the recent

applications of such codes to JSCC and JCPNC are presented,

and a modified joint finite-length EXIT algorithm is proposed

for analyzing protograph-based JCPNC schemes. Unless oth-

erwise stated, we restrict ourselves to the encoding design

TABLE I
LIST OF ACRONYMS USED IN THIS SURVEY

AR3A accumulate-repeat-3-accumulate

AR4JA accumulate-repeat-by-4-jagged-accumulate

ARA/IARA accumulate-repeat-accumulate/improved ARA

ARAA accumulate-repeat-accumulate-accumulate

ARQ/HARQ automatic repeat request/hybrid ARQ

AWD asymptotic weight distribution

AWGN additive white Gaussian noise

BCJR Bahl-Cocke-Jelinek-Raviv

BER bit error rate

BF block-fading

BICM bit-interleaved coded modulation

BICM-ID BICM with iterative decoding

BP belief propagation

BPSK binary-phase-shift-keying

CC coded cooperation

CN/CND check node/CN decoder

DE density evolution

DF decode-and-forward

EF error-free

EXIT/PEXIT extrinsic information transfer/protograph EXIT

FEC forward error correction

HD Hamming-doped

ISI inter-symbol interference

JCPNC joint channel-and-physical-layer-network coding

JCPND joint channel-and-physical-layer-network decoding

JSCC joint source-and-channel coding

LDPC low-density parity-check

LLR log-likelihood-ratio

LTE Long Term Evolution

MET multi-edge-type

MI mutual information

MIMO multiple-input multiple-output

PBRL protograph-based Raptor-like

PDF probability density function

PEG progressive edge-growth

PNC physical-layer network coding

PPM pulse-position modulation

PR partial response

QC quasi-cyclic

QSF quasi-static fading

R4JA repeat-by-4-jagged-accumulate

RA repeat-accumulate

RC/RCP rate-compatible/RC protograph

RP/IRP root-protograph/improved RP

RSC recursive systematic convolutional

SCPB spatially-coupled protograph-based

SIMO single-input multiple-output

SNR signal-to-noise-ratio

SPC single-parity-check

TMDR typical minimum distance ratio

UEP unequal error protection

VN/VND variable node/VN decoder

WER word error rate

of binary protograph LDPC codes and their corresponding

analyses.

The remainder of this paper is organized as follows. In Sec-

tion II, the background material of LDPC codes as well as the

basic principles and historical overview of protograph codes

are provided. In Section III, the achievement of protograph

codes in AWGN channels is summarized. The development of

protograph codes in other types of channels is introduced in

Section IV. In Section V, we survey two attractive applications

of protograph codes, i.e., protograph-based JSCC and JCPNC.

We also propose a novel joint finite-length EXIT algorithm for

the protograph-based JCPNC. Finally, the concluding remarks
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Fig. 1. The Tanner graph of an LDPC code.

and future lines are given in Section VI. The list of acronyms

used in this survey is shown in Table I.

II. PRINCIPLES OF PROTOGRAPH CODES

As a class of outstanding linear block codes, LDPC codes

lead the development of modern coding theory because they

provide near-capacity performance in a large set of data-

transmission and storage channels. In the past fifteen years,

more and more sophisticated types of LDPC codes, including

protograph codes, have been proposed by the coding commu-

nity. In this section, the fundamental principles of LDPC codes

are reviewed firstly. Afterwards, the protograph codes as well

as two corresponding analytical tools are introduced.

A. LDPC Codes

An LDPC code C of length N can be fully represented

by a sparse M × N parity-check matrix H = (hi,j) [4] that

has a low density of “1s”, where N − M = K denotes the

information length, K/N = R denotes the code rate, and

hi,j denotes the element in the i-th row and j-th column of

H. Moreover, the j-th column and i-th row denote the j-th

variable node (VN) vj and i-th CN ci, respectively. Hence N
and M denote the total numbers of VNs and CNs, respectively.

We let Cµ = (v1, v2, . . . , vN ) be a specific codeword in C,

where vj ∈ {0, 1}. Then we have CµH
T = 01, which is called

as the check-sum constraint. In the matrix H, the weights of

the j-th column and i-th row (denoted by wvj and wci) are

defined as the numbers of “1s” in the j-th column and i-th
row, respectively, which are also known as the degrees of the

j-th VN and i-th CN, respectively (denoted by dvj and dci ).
The code belongs to regular LDPC codes if both the row

weight and column weight are constant; otherwise it belongs

to irregular LDPC codes.

Alternatively, the LDPC code C can be described by an

equivalent Tanner graph (i.e., bipartite graph) [5], as shown

in Fig. 1. As can be seen from this figure, the VNs and CNs

are represented by black circles and circles with a plus sign,

respectively, and the edge connecting vj to cj corresponds to

the element hi,j of H, where hi,j = 1. Furthermore, the j-th

VN vj corresponds to the j-th coded bit in C. In a Tanner

graph, a cycle is defined as a path starting and ending with

the same node without passing through any intermediate nodes

more than once. The number of edges in a cycle is termed as

the cycle length whereas the shortest cycle length of a Tanner

graph is called its girth.

1The superscript “T” denotes the transpose operator.

Since the parity-check matrices of LDPC codes possess the

sparse property, effective iterative decoding algorithms, such

as belief propagation (BP) decoding algorithm [12], [13], can

be employed to retrieve the original information from the

received signal. To elaborate a little further, we define five

types of log-likelihood-ratios (LLRs) as follows.

• LAv(i, j) denotes the input a-priori LLR of vj flowed from

ci on each of the bi,j edges.

• LAc(i, j) denotes the input a-priori LLR of ci flowed from

vj on each of the bi,j edges.

• LEv(i, j) denotes the output extrinsic LLR sent by vj to ci.
• LEc(i, j) denotes the output extrinsic LLR sent by ci to vj .

• Lapp(j) denotes the a-posteriori LLR of vj .

We consider an AWGN channel with binary-phase-shift-

keying (BPSK) modulation2. The initial LLR (channel mes-

sage) of the j-th VN vj is defined as [17]

Lch,j = ln

[

Pr(xj = +1|yj)
Pr(xj = −1|yj)

]

=
2yj
σ2
n

, (1)

where Pr(·) denotes the probability function, yj = xj + nj is

the channel output, xj = (−1)vj ∈ {+1,−1} is the BPSK-

modulated bit, and nj is the Gaussian noise with zero mean

and variance σ2
n = N0/2 (denoted as nj ∼ N (0, σ2

n)). Using

the BP decoding algorithm, the reliability of the a-posteriori

LLRs {Lapp(j)} of C will be improved via exchanging extrin-

sic LLRs {LEv/Ec(i, j)} between the VN decoder (VND) and

CN decoder (CND) iteratively, where the decoding routing is

exactly characterized by the Tanner graph. Interested readers

can refer to [12], [13] for more details of the BP decoding

algorithm. In the remainder of this paper, we assume that the

LDPC codes are decoded by the BP algorithm unless otherwise

mentioned3.

Yet, the above-reported LDPC codes are unstructured and

thus require relatively high encoding complexity, which pre-

vents them from being utilized in practice. For this reason,

several research attempts have been made to design good

structured LDPC codes, e.g., cyclic and QC-LDPC codes [81].

Meanwhile, the MET-LDPC code, which is considered as a

type of intermediate code that establishes a bridge between the

conventional LDPC codes and the protograph codes, has been

proposed [46]. The MET-LDPC codes not only outperform

the conventional LDPC codes, but also possess lower encoding

complexity. The main idea of such codes is “multi-edge type”,

which means that there exist multiple edge types in a MET-

LDPC code and each type may contain multiple edges. As is

well known, all the edges in a conventional LDPC code are

interchangeable, meaning that there exists only one edge type.

Based on this difference, the conventional LDPC codes can be

specified by the degree-distribution pair while the MET-LDPC

codes should be specified by both the number of edge types

and the number of edges in each type (i.e., edge-connection

property).

2Unless otherwise stated, we assume that the modulation technique used in
this paper is BPSK.

3Note that the BP decoding algorithm is also suitable for the structured
LDPC codes, such as cyclic/QC-LDPC codes and protograph codes, which
are subclasses of LDPC codes.
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Motivated by the desirable advantages of MET-LDPC codes,

protograph codes that exhibit even simpler structure, lower

complexity, and better performance, have been further pro-

posed [47] and they provide a new major direction for code

construction.

B. Protograph Codes

A protograph, which was first introduced in [47], is a Tanner

graph with a relatively small number of nodes. A protograph

G = (V , C, E) consists of three sets V , C, and E , respectively,

corresponding to NP VNs, MP CNs, and the connecting

edges4. Each edge ei,j ∈ E connects a VN vj ∈ V to a

CN ci ∈ C. Unlike conventional LDPC codes, parallel edges

are allowed in a protograph, i.e., the mapping ei,j → (vj , ci)
may not be one-to-one. Furthermore, the code rate is given by

R = (NP−MP)/NP and the adjacency matrix of a protograph

is defined as an MP ×NP base matrix B = (bi,j), where bi,j
represents the number of edges connecting vj to ci. Referring

to the leftmost protograph shown in Fig. 2, it consists of 4
VNs, 3 CNs, and 9 edges (i.e., 8 different edge types) and the

corresponding base matrix is given by

B =





v1 v2 v3 v4

1 1 1 2
1 1 0 0
1 0 1 0





c1
c2
c3

. (2)

As in conventional LDPC codes, the weight of the j-th column

(i-th row) in the base matrix B is defined as the summation of

the non-zero elements in this column (row) and it corresponds

to the degree of the j-th VN (i-th CN)5.

A large protograph of size M × N (where M = zMP,

N = zNP), namely a derived graph and corresponding

to a protograph code, can be constructed by performing a

“copy-and-permute” operation on a given protograph where

z represents the number of such operations. The “copy-and-

permute” and “z” are also known as “lifting” and “lifting

factor”, respectively [50]. Consequently, codes of arbitrary

lengths can be generated by varying the lifting factor z. In

practice, one can exploit a modified version of the progressive-

edge-growth (PEG) algorithm [82], [83] to implement the

lifting operation. A simple example of generating a derived

graph is illustrated in Fig. 2. Referring to this figure, a derived

graph is constructed by copying the protograph 2 times and

permuting the edges that belong to the same type. The LDPC

code corresponding to the resultant derived graph is defined

as a protograph code.

Actually, a lot of conventional LDPC codes can be generated

by means of protographs, e.g., the repeat-accumulate (RA)

code and the regular LDPC code [48]. As two typical families

of protograph codes, the AR3A code and the AR4JA code,

which possess excellent performance in the low-SNR region

and high-SNR region, respectively, over AWGN channels,

have been proposed in [48]–[50]. Both codes have very simple

4For simplicity of description, we define MP × NP as the size of the
protograph.

5More precisely, the degree of a VN (CN) is defined as the number of the
edges connected to this VN (CN) in the protograph.

protograph representations that enable linear encoding com-

plexity as well as fast decoding. The structures of the AR3A

code and AR4JA code with a code rate R = (n + 1)/(n +
2) (n = 0, 1, . . .) are shown in Fig. 3, where blank circles

denote punctured VNs6. In fact, many existing protograph

codes involve untransmitted (i.e., punctured) VNs which can

yield an increase in code rate and an improvement in decoding

threshold. These VNs are decoded by the decoder in the same

way as if the channel has an “erasure”. In this paper, we

define Pj as the punctured label of vj , where Pj = 0 if vj is

punctured and Pj = 1 otherwise.

C. PEXIT Algorithm

Among the existing techniques introduced for the con-

vergence analysis of iterative processors [12], [13], [17]–

[19], [85], the EXIT function [17]–[19] attains large attention

because of its simplicity and accuracy. The EXIT function

is very useful in tracing the convergence of the iterative

processors used in a variety of communication problems,

such as the iterative decoders in communication systems. To

be specific, the EXIT chart, which describes the asymptotic

decoding trajectory of a decoder, consists of two EXIT curves.

The decoder will converge successfully if the two EXIT curves

do not touch or cross each other except at the value of unity.

Using this tool, one can derive the decoding threshold7 and

predict the asymptotic error performance of a (concatenated)

code under a given iterative decoder. Although the infinite-

length EXIT chart is an asymptotically analytical method, it

provides a nice way to predict the performance for the cases

of finite codeword length. In order to overcome the weakness

of EXIT chart and to make a more accurate prediction for

the convergence performance of the short/moderate codeword

length, some finite-length analytical techniques, including the

finite-length EXIT algorithm, have been proposed [86]–[88].

Since the discovery of protograph codes by J. Thorpe in

2003 [47], much attention has been turned to this type of

codes. Nevertheless, most designs and analyses of the codes

have relied on the DE8 due to the fact that the conventional

EXIT algorithm [17], [18] is not applicable to protograph

codes. The main reasons that prevent the usage of conventional

EXIT algorithm are shown as below.

1) Degree-1 VNs and punctured VNs may exist in the pro-

tograph codes. However, the conventional EXIT algorithm

is described based on the degree-distribution pair of LDPC

6In coding theory, puncturing is the process of removing some of the
parity bits from the codeword after encoding. At the beginning, this technique
was proposed for increasing the code rate [84]. Yet, it has been pointed out
that the decoding threshold can also be improved if the punctured VNs are
appropriately selected, especially for protograph codes [49], [50].

7For a given channel and a given iterative decoder, the decoding threshold
of a code, i.e., (Eb/N0)th, is defined as the signal-to-noise-ratio (SNR) above
which an arbitrarily small bit error rate (BER) can be achieved as the codeword
length approaches infinity. Shannon capacity is considered as the fundamental
lower-limit on (Eb/N0)th of any coding scheme with a code rate R. As a
consequence, (Eb/N0)th is always larger than Shannon capacity.

8As a general tool for analyzing LDPC codes, DE was firstly proposed
by Richardson et al. [12], [13] and has been widely utilized in LDPC-code
design. The principle of this technique is to trace the evolution of the LLR
distribution in the iterative decoder so as to determine the decoding threshold
of a code.
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Fig. 2. A simple example of generating the derived graph.

(a) (b)

Fig. 3. The protographs of (a) an AR3A code and (b) an AR4JA code.

codes, in which degree-1 VNs are not allowed and punc-

tured VNs cannot be identified. Hence, the corresponding

decoding threshold provided by such an EXIT algorithm is

not precise.

2) Some protograph codes may share the same degree-

distribution pair but have different protograph representa-

tions (i.e., base matrices). For this scenario, the protograph

codes should exhibit different convergence behaviors. Yet,

the conventional EXIT algorithm cannot distinguish the

difference among these codes.

As a result, taking into consideration the different edge-

connection properties, the PEXIT algorithm has been proposed

by Liva et al. [28], [58], in which the mutual information (MI)

[89] is calculated for each VN and CN rather than degree-

distribution pair. The introduction of PEXIT algorithm reduces

the complexity of the related design work in comparison with

that of DE. We now briefly review this important algorithm.

For the ease of description, we first define five types of MI

for the protograph codes.

• IAv(i, j) denotes the a-priori MI between LAv(i, j) and the

corresponding coded bit vj .

• IAc(i, j) denotes the a-priori MI between LAc(i, j) and the

corresponding coded bit vj .

• IEv(i, j) denotes the extrinsic MI between LEv(i, j) and

the corresponding coded bit vj .

• IEc(i, j) denotes the extrinsic MI between LEc(i, j) and the

corresponding coded bit vj .

• Iapp(j) denotes the a-posteriori MI between Lapp(j) and

the corresponding coded bit vj .

The block diagram of the PEXIT algorithm is depicted in

Fig. 4. As can be seen, the output extrinsic MI of one decoder

becomes the input a-priori MI of the other decoder during each

iteration, i.e., IAc(i, j) = IEv(i, j) and IAv(i, j) = IEc(i, j).

VND

-

-

From channel
IEv(i,j)

IEc(i,j)

+ CND

+

Fig. 4. Block diagram of the PEXIT algorithm.

The PEXIT algorithm in an AWGN channel is described

as follows.

1) For i = 1, 2, . . . ,MP and j = 1, 2, . . . , NP, initialize

IAv(i, j) = 0. Then, compute the variance of the channel

initial LLR as σ2
ch,j = 8Pj(Es/N0) = 8PjR(Eb/N0),

where R is the code rate, Es/N0 is the SNR per symbol,

Eb/N0 = (Es/N0)/R is the SNR per bit, and Pj is the

punctured label of vj (i.e., Pj = 0 if vj is punctured and

Pj = 1 otherwise).

2) For i = 1, 2, . . . ,MP and j = 1, 2, . . . , NP, calculate the

output extrinsic MI IEv(i, j) sent by vj to ci if bi,j 6= 0
using [28, eq.(11)], which is given as (3) at the top of the

following page. Here, J(·) function and its inverse function

J−1(·) are defined in [18].

3) For i = 1, 2, . . . ,MP and j = 1, 2, . . . , NP, measure the

output extrinsic MI IEc(i, j) sent by ci to vj if bi,j 6= 0
exploiting [28, eq.(12)], which is shown as (4) at the top

of the following page.

4) For j = 1, 2, . . . , NP, compute the a-posteriori MI of vj
as

Iapp(j)=J





√

√

√

√

(

MP
∑

i=1

bi,j [J−1(IAv(i, j))]2

)

+ σ2
ch,j



 .

(5)

5) If the a-posteriori MI values Iapp(j) = 1 for all j =
1, 2, . . . , NP, the Eb/N0 value is output as the decoding

threshold and the iterative process is stopped; otherwise,

we go to Step 2 to continue the iterative process.

Table II lists the decoding thresholds (Eb/N0)th (dB) of

the AR4JA code with different code rates obtained by the

DE and PEXIT methods, as well as the gaps between them.

The results suggest that the PEXIT algorithm can provide

an accurate evaluation of the decoding threshold for all code

rates, with a difference no larger than 0.005 dB compared

to the ones found by DE. In summary, the PEXIT algorithm

reduces much computational complexity in calculating the

decoding threshold as compared to the DE without sacrificing

the accuracy. In the remainder of this paper, we will calculate
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IEv(i, j) = J







√

√

√

√

√





∑

µ6=i

bµ,j [J−1(IAv(µ, j))]2



 + (bi,j − 1)[J−1(IAv(i, j))]2 + σ2
ch,j






(3)

IEc(i, j) = 1− J







√

√

√

√

√





∑

µ6=j

bi,µ[J−1(1− IAc(i, µ))]2



 + (bi,j − 1)[J−1(1− IAc(i, j))]2






(4)

TABLE II
DECODING THRESHOLDS (Eb/N0)th (dB) OF THE AR4JA CODE WITH

DIFFERENT CODE RATES CALCULATED BY THE DE AND PEXIT METHODS,
AS WELL AS THE GAPS |ǫ| BETWEEN THEM.

R 1/2 2/3 3/4 4/5 5/6 6/7 7/8
DE 0.628 1.450 2.005 2.413 2.733 2.993 3.209

PEXIT 0.623 1.455 2.003 2.411 2.730 2.990 3.207
|ǫ| 0.005 0.005 0.002 0.002 0.003 0.003 0.002

the decoding thresholds of all protograph codes using the

PEXIT algorithm.

D. Asymptotic Weight Distribution (AWD)

The PEXIT algorithm is served as an important theoretical

tool to design the protograph codes with capacity-approaching

decoding threshold. However, the decoding threshold is unable

to characterize a protograph code completely, especially for

the error performance in the high-SNR region. The protograph

codes having capacity-approaching threshold may exhibit good

performance in the low-SNR region but suffer from an abrupt

decrease in the slope of the error-rate curve, called as error

floor, in the high-SNR region [25], [90]. Error floor is a com-

mon phenomenon for LDPC codes and it is mainly attributed

to the sub-optimality of iterative decoding algorithms (e.g.,

BP decoding algorithm) on the Tanner graphs with cycles.

In [91], [92], the authors have found that error performance

in the high-SNR region and the error-floor phenomenon can

be characterized by the minimum (Hamming) distance of

the code. Furthermore, it has been pointed out that LDPC

codes that have minimum distance growing linearly with

the codeword length (i.e., linear-minimum-distance property)

possess a relatively lower error floor as compared with their

counterparts that do not show such a property [91]–[93].

Motivated by the above-mentioned discussions, the AWD

analysis, which can be used to evaluate the minimum distance

of protograph codes, has been proposed and used in [48],

[50]–[52], [94] so as to complement the PEXIT algorithm.

According to [48], [50], the normalized logarithmic AWD

function of a protograph ensemble can be expressed as

r(δ) = max
δt:|δt|=Ntδ







MP
∑

i=1

φci(δi)−
NP
∑

j=1

(dvj − 1)H(δj)







/

Nt ,

(6)

where δ denotes the normalized weight of the protograph code;

MP, NP, and Nt respectively denote the numbers of the CNs,

VNs, and transmitted VNs; dvj denotes the degree of the VN

TABLE III
DECODING THRESHOLDS (Eb/N0)th (dB) AND TMDRS δmin OF THE

RATE-1/2 (3, 6) REGULAR PROTOGRAPH CODE, PRECODED (3, 6)
REGULAR PROTOGRAPH CODE, AR3A CODE, AND AR4JA CODE IN AN

AWGN CHANNEL.

Code Type Regular Precoded AR3A AR4JA

(Eb/N0)th 1.103 0.869 0.478 0.623
δmin 0.023 0.028 none 0.014

vj ; δt = (δ1, δ2, . . . , δNt
) and δi = (δi,1, δi,2, . . . , δdci

) denote

the vectors of normalized partial weights of the transmitted

VNs and the VNs associated with a degree-dci CN, respec-

tively, where 0 ≤ δj ≤ 1; φci(δi) is the normalized loga-

rithmic AWD for the CN ci; and H(x) is the binary entropy

function [89]. Specifically, the normalized logarithmic AWD

for a degree-3 CN ci is given as φci(δi) = φci(δi1, δi2, δi3) =
H4(ϑ − δi1, ϑ − δi2, ϑ − δi3, 1 − ϑ), where ϑ = (δi1 +
δi2 + δi3)/2, H4(x1, x2, x3, x4) = −∑4

µ=1 xµ lnxµ, and

max{δi1, δi2, δi3} ≤ ϑ ≤ 1. The normalized logarithmic AWD

for a higher-degree (dci > 3) CN can also be obtained by using

a CN-splitting technique [50].

Exploiting the AWD analysis, one can identify whether the

minimum distance dmin of a protograph ensemble increases

linearly with the codeword length N or not. If the function

r(δ) starts from zero and goes to negative before crossing

zero again at δ = δmin > 0, then dmin increases linearly with

N at the rate δmin with a high probability. In other words,

Pr(dmin = δminN) = 1− ζ for any 0 < ζ < 1. The rate δmin,

which describes the characteristic of the minimum distance

of a protograph ensemble, is defined as the typical minimum

distance ratio (TMDR). More details of the AWD analysis can

be referred to [48], [50]–[52], [94].

As an example, we derive and plot the AWD of the rate-

1/2 AR3A code and AR4JA code in Fig. 5. For comparison,

we also consider the AWD of the rate-1/2 (3, 6) regular

protograph code, precoded (3, 6) regular protograph code [48],

and random code in the same figure. We observe that the

AR4JA code, regular protograph code, precoded protograph

code, and random code possess the TMDRs, while the AR3A

code does not have the TMDR. It implies that the minimum

distance of the AR3A code does not increase linearly with

the codeword length and hence an error floor may appear in

the high-SNR region. Among the four codes that possess the

linear-minimum-distance property, the TMDR of random code

is the largest. However, random codes are impractical.

In Table III, we further compare the decoding thresholds
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Fig. 5. AWD curves of the rate-1/2 (3, 6) regular protograph code, precoded
(3, 6) regular protograph code, AR3A code, AR4JA code, and random code.
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Fig. 6. BER curves of the rate-1/2 (3, 6) regular protograph code, precoded
(3, 6) regular protograph code, AR3A code, and AR4JA code with informa-
tion length K = 1024 in an AWGN channel.

and TMDRs of the four decodable rate-1/2 protograph codes

in an AWGN channel. Referring to this table, the AR3A

code, which cannot achieve the linear minimum distance, has

the lowest threshold. Consequently, the AR3A code should

perform best in the low-SNR region but may be outperformed

by other codes in the high-SNR region, especially for short

codeword lengths. On the contrary, the AR4JA code not

only possesses the second-lowest threshold but also exhibits

the linear-minimum-distance property and thus may provide

excellent error performance in both the low and high-SNR

regions. Fig. 6 plots the BER curves of the four decodable

rate-1/2 protograph codes with information length K = 1024
in an AWGN channel using the BP decoding algorithm [12],

[13]. The results are highly consistent with the aforementioned

analyses.

Note also that

• The PEXIT algorithm is related to both the code and the

channel.

• The AWD is dependent on the type of code, but indepen-

dent of the type of channel.

E. Historical Development of Protograph Codes

Based on the PEXIT algorithm and AWD, many contribu-

tions related to the design and analysis of protograph codes

as well as their variants have been achieved for a variety

of channel conditions [59]–[62], [66]–[80], [83], [88], [94]–

[116]. Furthermore, the applications of protograph codes to

other areas beyond channel coding, such as JSCC and JCPNC,

have been extensively investigated [117]–[123]. The major

contributions on the study of protograph codes in the past

twelve years are summarized in Table IV.

F. Conclusions

In this section, we have briefly reviewed the basic principles

of LDPC and protograph codes, including their definitions,

representation methods, and the BP decoding algorithm. We

have also introduced two fundamental analytical tools, i.e.,

PEXIT algorithm and AWD, which are of great importance

to design capacity-approaching protograph codes with linear-

minimum-distance property. Following these preliminary foun-

dations, a brief historical overview of protograph codes has

also been provided.

III. DESIGN OF PROTOGRAPH CODES IN AWGN

CHANNELS

Initially, the protograph codes were proposed for deep-

space communication systems, which can be modeled as a

nearly perfect AWGN channel [47], [124]. As a consequence, a

significant amount of work has been endeavored to investigate

such codes in AWGN channels. In this section, we first de-

scribe the properties for a good protograph code. Subsequently,

the design of the fixed-rate protograph codes and RCP codes

that possess capacity-approaching thresholds and linear mini-

mum distance is introduced. Finally, the construction method

of bilayer protograph codes for relay systems is presented.

A. Properties of a Good Protograph Code

According to the discussions in Sect. II and [48]–[52], [61],

[94]–[96], the properties of a good protograph code can be

concluded as follows.

1) Capacity-approaching decoding threshold: The near-

capacity decoding threshold, which can be realized by includ-

ing at least one high-degree VN and a proper proportion of

degree-2 VNs [12], [49]–[52], is one of the ultimate objectives

for the design of protograph codes.

2) Linear minimum distance: Linear minimum distance

is another desirable property of good LDPC codes and can

be used to predict the error-floor behavior for finite-length

codewords. The linear-minimum-distance property of the pro-

tograph codes, which is sensitive to the proportion of degree-2
VNs, can be determined by the AWD analysis [48], [50]. In

[51], the authors have proposed a particular class of protograph

codes with a proper proportion of degree-2 VNs so as to ensure

this property.
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TABLE IV
MAJOR CONTRIBUTIONS ON STUDYING PROTOGRAPH CODES.

Year Author(s) Contribution

2002 Richardson et al. [46] Introduced MET-LDPC codes, i.e., a generalization of the regular and irregular LDPC codes.

2003 J. Thorpe [47] Proposed the fundamental framework of protograph codes.

2004 Abbasfar et al. [98]
Proposed the protograph-based RA codes, irregular RA codes, and accumulate-RA (ARA) codes. In particular,
proposed the AR3A code, which provides fast encoding structure and low decoding threshold.

2004 Divsalar et al. [99]
Proposed a new protograph coding scheme based on ARA codes, called accumulate-repeat-accumulate-
accumulate (ARAA) codes, which also realize efficient encoding and low decoding thresholds.

2005 Divsalar et al. [100]
Extended the construction of ARA codes to low code rates (R < 1/2), which retain the low decoding
thresholds close to the channel capacity.

2005 Divsalar et al. [48]
Proposed the AWD analysis for protograph codes. Further, proposed several code constructions that
simultaneously accomplish low threshold and linear minimum distance.

2006 Abu-Surra et al. [54]–[56]
Designed doped-Tanner codes, i.e., generalized protograph codes, by inserting powerful block code constraints
into protographs, which lead to the lower error floors as compared with the existing protograph codes.

2006 Liva et al. [28]
Invented the PEXIT algorithm, which provides an efficient way to evaluate the decoding threshold of
protograph codes.

2007 Abbasfar et al. [49]
Analyzed the performance of ARA codes with maximum-likelihood decoding and derived the weight
distribution of them.

2007 Abu-Surra et al. [97] Calculated the AWD and stopping set enumerators for the generalized protograph codes.

2007 Liva et al. [57]
Presented a novel methodology for designing the QC-generalized protograph codes, which lead to the
outstanding performance in both the waterfall region and error-floor region.

2008 Bonello et al. [79]
Proposed the QC-protograph codes based on Vandermonde matrices, which further reduce the implementation
complexity without any compromise in the attainable error performance.

2008 Mitchell et al. [71], [72]
Proposed the protograph-based convolutional codes and derived a lower-bound on the free distance of this
type of codes.

2009 Divsalar et al. [50]
Proposed the construction methodologies to design protograph codes that achieve both capacity-approaching
thresholds and linear minimum distance, as well as offered the implementation of high-throughput BP decoder.

2010 Abu-Surra et al. [51] Proved that the TMDR exists for a certain class of protograph codes with degree-2 VNs.

2010 Butler et al. [95]
Developed and evaluated the upper-bounds on the (Hamming) distance of QC-protograph codes, e.g., the
QC-AR4JA code.

2011 Yang et al. [83] First application and performance evaluation of protograph codes in PR channels.

2011 Nguyen et al. [106]
Proposed a method to design the protograph-based bit-interleaved coded modulation (BICM) in Rayleigh
fading channels.

2011 Chen et al. [75] Presented a new class of RC-LDPC codes based on protograph structures, i.e., PBRL codes.

2011 Uchikawa et al. [77] First introduction and performance evaluation of the SCPB codes.

2011 Chang et al. [66] First extension of protograph codes to the non-binary domain so as to form non-binary protograph codes.

2012 Nguyen et al. [61] Proposed an approach for constructing capacity-approaching RCP codes with a wide range of code rates.

2012 Fang et al. [88]
Proposed a finite-length EXIT analysis and a two-step design methodology for protograph codes in PR
channels.

2012 Iyengar et al. [105] Developed a windowed decoding algorithm for the protograph-based convolutional codes in erasure channels.

2012 Fang et al. [107] Extended the PEXIT algorithm for protograph codes to ergodic fading channels.

2012 Pulini et al. [109] Extended the PEXIT algorithm for protograph codes to non-ergodic block-fading (BF) channels.

2012 Chen et al. [121] First application of protograph codes to JCPNC systems.

2012 He et al. [117] First application of protograph codes to JSCC systems.

2013 Mitchell et al. [73] Analyzed the minimum distance and trapping set of the protograph-based convolutional codes.

2013 C. A. Kelley [104] Proposed the algebraic protograph codes and their corresponding implementation.

2013 Nguyen et al. [102]
Proposed a simple approach for constructing bilayer protograph codes so as to obtain excellent performance
in AWGN half-duplex relay channels.

2013 Fang et al. [108] Analyzed the asymptotic error-performance of protograph codes in ergodic fading channels.

2013 Fang et al. [123]
Proposed the performance analysis and precoding design for protograph-based JCPNC schemes in ergodic
fading channels.

2013 Zhou et al. [103] Optimized the protograph-based BICM with iterative-decoding (BICM-ID) in Poisson PPM channels.

2014 Dolecek et al. [69] Provided a comprehensive analysis and design of non-binary protograph codes.

2014 Fang et al. [111], [112]
Designed the full-diversity root-protograph (RP) and RCRP codes for the point-to-point BF and relay BF
channels, respectively.

2014 Wu et al. [120] Proposed a joint PEXIT algorithm for protograph-based JSCC schemes in ergodic fading channels.

(a) (b) (c)

Fig. 7. The protographs of (a) a rate-1/2 (3, 6) regular protograph code, (b) a protograph code with a high-degree VN, and (c) an optimized protograph
code with VN degrees at least 3.
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3) Precoding structure: In a protograph, the precoding

structure is defined as a rate-1 accumulator that contains a

degree-1 VN, a higher-degree punctured VN, and a CN that

connects the former two VNs [48], [49]. Using precoding

structure can always lower the decoding threshold and increase

the linear minimum distance (i.e., TMDR) of a protograph

code, such as the precoded (3, 6) regular protograph code and

the AR4JA code.

To summarize, a punctured protograph code which satisfies

the above-mentioned three properties should provide excellent

error performance in AWGN channels while a good unpunc-

tured protograph code only needs to possess the former two

properties.

B. Design of Fixed-Rate Protograph Codes

In this subsection, we mainly focus on the design of rate-

1/2 protograph codes. Yet, the results can be easily extended

to higher code rates (i.e., R > 1/2). For designs of lower-

rate (i.e., R < 1/2) protograph codes, please refer to [100],

in which various low-rate (R = 1/3, 1/4, . . . , 1/10) AR3A

codes and AR4A codes have been proposed.

1) Generalized design scheme: Till now, most contributions

related to the design of protograph codes are obtained by using

computer-search-based methods under the constraints listed in

Sect. III-A. The generalized design scheme for the fixed-rate

protograph codes is summarized as follows.

(1) Assume the numbers of CNs and VNs in the protograph,

and begin the optimization with a reference protograph;

(2) Impose the constraints, which lead to a desirable decoding

threshold, on the protograph;

(3) Impose the constraints, which lead to a linear minimum

distance, on the protograph;

(4) Add a precoding structure, i.e., a degree-1 VN, into the

protograph;

(5) Select the protograph (i.e., base matrix) with the lowest

decoding threshold among all the protographs satisfying

the aforementioned constraints.

2) Design of protograph codes with VN-degrees at least

3: The conventional LDPC codes and the protograph codes

with such a constraint are guaranteed to have linear minimum

distance [12], [50], [96]. The design of such type of protograph

codes can start from a rate-1/2 (3, 6) regular protograph code

with a structure shown in Fig. 7(a), which contains 8 VNs

and 4 CNs. The decoding threshold of the code is 1.103 dB.

To lower the threshold, one can increase the degree of a VN

in Fig. 7(a) to 16 according to the discussion in Sect. III-A1

(adding a high-degree VN) and hence obtain a new protograph,

i.e., Fig. 7(b). The protograph code corresponding to Fig. 7(b)

possesses a decoding threshold of 0.959 dB and hence achieve

a small gain of 0.144 dB over the regular protograph code.

Aiming at further improvement, a re-permuting is performed

on the edges connecting the remaining 7 VNs and the 4 CNs.

After a simple computer search, an optimized protograph [50],

[96] with a decoding threshold of 0.617 dB is produced,

which is shown in Fig. 7(c). This protograph code not only

has a satisfactory threshold but also preserves the linear-

minimum-distance property. It is possible to find a protograph

Fig. 8. The protograph of a rate-1/2 optimized protograph code with VN-
degrees at least 2.

code with an even lower threshold by further increasing the

optimization space (e.g., start the optimization from a (3, 6)
regular protograph code corresponding to a protograph with

12 VNs and 6 CNs).

3) Design of protograph codes with VN-degrees at least

2: As mentioned in Sect. III-A2, the design of protograph

codes is very sensitive to degree-2 VNs. On one hand, a

substantial proportion of degree-2 VNs helps improving the

decoding threshold. On the other hand, too many degree-2
VNs may deteriorate the linear-minimum-distance property.

Consequently, the degree-2 VNs should be carefully inserted

into the protograph so as to obtain the best threshold without

losing the linear minimum distance.

It was proved by Abu-Surra et al. that a certain class of

protograph codes with degree-2 VNs should retain the linear-

minimum-distance property [51]. Consider a protograph code

with some degree-2 VNs, we extract the sub-graph which

only contains the degree-2 VNs as well as the associated CNs

and edges. The protograph code can benefit from the linear

minimum distance if no loop exists in the sub-graph. To ensure

the linear-minimum-distance property, one can optimize the

threshold performance in such a class of protograph codes.

Alternatively, based on a protograph code with VN-degrees

at least 3, Divsalar et al. [50] have proposed a CN-splitting

technique to increase the proportion of degree-2 VNs in the

protograph while maintaining the linear minimum distance.

Utilizing such a technique, a rate-1/2 protograph code that

achieves a low decoding threshold (i.e., 0.502 dB) as well as

a linear minimum distance has been optimized in [50]9. The

structure of this protograph code is illustrated in Fig. 8.

4) Design of protograph codes with VN-degrees at least

1: One can easily observe that the protographs corresponding

to the optimized codes in Fig. 7(c) and Fig. 8 have a main

drawback. They do not consider a precoding structure. A

precoding structure can improve both the decoding threshold

and the linear minimum distance. The first attempt to utilize a

precoding structure is the construction of the AR3A code [98].

Referring to Fig. 3(a), the protograph of the rate-1/2 AR3A

code is obtained by adding a precoding structure into the rate-

1/2 RA code. Although the decoding threshold is remarkably

improved by this method, the rate-1/2 AR3A code possesses

too many degree-2 VNs, i.e., two degree-2 VNs in every five

VNs. These degree-2 VNs and the associated CNs and edges

form a loop of girth-410 and hence the AR3A code cannot

9The detailed optimization procedure is omitted here for simplicity.
10In a protograph, the girth is also defined as the length of the shortest

cycle.
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Fig. 9. The protograph of a rate-1/2 optimized protograph code with VN-
degrees at least 1.

satisfy the condition for linear minimum distance. To address

this problem, the AR4JA code is constructed by decreasing

the number of degree-2 VNs in order to recover the linear-

minimum-distance property. It can be seen from Fig. 3(b) that

the rate-1/2 AR4JA code just has one degree-2 VN in every

five VNs.

Yet, there is room for further improvement since the AR4JA

code has not been optimized by a systematic search for a given

design space. As a result, an optimized rate-1/2 protograph

code has been constructed in [61]. To increase the search

space, the authors have first initialized the optimization with a

4× 7 base matrix (rather than a 3× 5 base matrix), including

one precoding structure (i.e., degree-1 VN), one punctured

VN, and one degree-2 VN, which is expressed by

B =









1 b1,2 b1,3 b1,4 b1,5 b1,6 0
0 b2,2 b2,3 b2,4 b2,5 b2,6 1
0 b3,2 b3,3 b3,4 b3,5 b3,6 1
0 b4,2 b4,3 b4,4 b4,5 b4,6 0









, (7)

where the first column, the second column, and the last column

correspond to the degree-1 VN, the punctured highest-degree

VN, and the degree-2 VN, respectively. To limit the search

space, only one degree-2 VN is considered in this protograph

which ensures the linear minimum distance, i.e., columns 2 ∼
6 correspond to the VNs with degrees at least 3. The value of

bi,j (1 ≤ i ≤ 4, 2 ≤ j ≤ 6) is assumed as 0 ≤ bi,j ≤ 3 to

keep the low complexity of the protograph code, i.e., bi,j ∈
{0, 1, 2, 3}. Therefore, one can get the optimized base matrix

after a simple search as [61]

B =









1 2 1 0 0 0 0
0 3 1 0 1 1 1
0 1 2 1 2 2 1
0 2 0 2 0 0 0









. (8)

The protograph of this rate-1/2 optimized code is shown

in Fig. 9. This optimized protograph code accomplishes a

decoding threshold of 0.395 dB, which has a gap of 0.208 dB
to the channel capacity.

In the end, we compare the BER performance of the

three rate-1/2 optimized protograph codes introduced in this

subsection with information length K = 1024 in an AWGN

channel and show the results in Fig. 10. Referring to this

figure, the optimized protograph code with VN-degrees at least

1 is the best-performing code while the optimized protograph

code with VN-degrees at least 3 is the worst-performing one.

Furthermore, all the three protograph codes do not show error

floors at a BER of 5× 10−7.
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Fig. 10. BER curves of the three rate-1/2 optimized protograph codes with
information length K = 1024 in an AWGN channel.

C. Design of RCP Codes

In this subsection, some methodologies for designing RCP

codes are introduced. Strong RC codes are important to

achieve high throughput in HARQ systems11 [84], [127]. The

RCP codes were first studied in [48], [49], in which the

families of nested AR3A code and AR4JA code with a code

rate R = (n+1)/(n+2) (n = 0, 1, . . .) have been proposed.

These two types of codes cover a wide range of code rates

from 1/2 to 1 − ζ (ζ is an arbitrarily small positive value).

However, they are unsuitable for HARQ applications because

the information length is not kept constant for different code

rates. To resolve this problem, several families of truly RCP

codes have been proposed for HARQ systems [50], [59]–[62].

Actually, the RCP codes can be built by expurgation (punc-

turing) and extension (lengthening). Puncturing can produce a

family of higher-rate RCP codes from a low-rate protograph

code, while lengthening can generate a family of lower-rate

RCP codes from a high-rate protograph code. Both methods

maintain the same number of information bits as the code rate

varies. Using the aforementioned techniques, a family of RCP

codes with code rates ranging from 1/2 to 16/17 have been

constructed in [59], but with a relatively large gap (i.e., about

0.5 dB) to the capacity. We now introduce two good designs of

RCP codes by using expurgation and extension, respectively.

1) Design of RCP codes via expurgation: Based on the rate-

1/2 optimized protograph code in Fig. 7(c), a family of higher-

rate RCP codes, denoted as RCP1 codes, which possess low

decoding threshold and linear minimum distance, have been

constructed via adding additional punctured-degree-2 VNs

[50]. The protograph of the RCP1 code is presented in Fig. 11.

11Automatic repeat request (ARQ) is an error-control mechanism for data-
transmission. It requests the data-link layer of the transmitter to retransmit
packets that have not been correctly received by the receiver. This technique
is of great usefulness to enhance the error performance and system through-
put, and therefore has been extensively exploited by a myriad of wireless
communication systems and standards, such as Long Term Evolution (LTE)
in 4G wireless communication systems [125]. As a promising variant of
ARQ, HARQ combines the ARQ principle with FEC codes [126]. The main
difference between ARQ and HARQ is that the original information can be
encoded by a FEC code before transmission in the latter one.
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TABLE V
DECODING THRESHOLDS (Eb/N0)th (dB) AND CAPACITY GAPS OF THE

RCP1 CODE WITH DIFFERENT CODE RATES R = 1/2, 5/8, 3/4, AND 7/8.

R 1/2 5/8 3/4 7/8
(Eb/N0)th 0.617 1.301 1.932 3.051

Capacity 0.187 0.815 1.626 2.845
∆ 0.430 0.486 0.306 0.206

p
n

Fig. 11. The protograph of a RCP1 code.

The RCP1 code has a code rate of R = (4+ np)/(NP −np),
where np ∈ {0, 1, 2, 3} is the punctured length and Np is

the number of VNs in the protograph. Moreover, we show

the decoding thresholds and the capacity gaps12 of the RCP1

code with different code rates in Table V, from which we

observe that the capacity gap of the code varies from 0.430 dB
to 0.486 dB, 0.306 dB, and 0.206 dB, respectively, as R
increases from 1/2 to 5/8, 3/4, and 7/8.

2) Design of RCP codes via extension: In [61], the authors

have proposed a new family of RCP codes that cover a wide

code-rate range by extending the base matrix (8). To begin

with, a rate-5/6 protograph code is designed by introducing

more columns (i.e., VNs) to the existing base matrix (8),

resulting in

B′ =









B

0 1 1 0 0 1 0 1 2 0
1 0 1 1 2 0 1 1 2 0
2 2 2 2 1 2 2 2 1 2
0 1 0 0 0 2 0 0 0 2

0 0
2 2
1 1
0 0









. (9)

The corresponding protograph contains 19 VNs and 4 CNs.

The decoding threshold of this rate-5/6 protograph code is

2.445 dB, showing a gap of 0.083 dB to the capacity. Based

on such a base matrix, a lower-rate RCP code, called as

RCP2 code, can be extended by adding the same number of

new columns (VNs) and rows (CNs) into the base matrix B′,

i.e., by adding extra parity bits into the rate-5/6 protograph

code while keeping the information bits unchanged. Assume

that the number of newly added columns/rows is nA, the

code rate of the RCP2 code becomes R = (19 + nA −
nA − 4)/(19 − 1 + nA) = 15/(18 + nA). Therefore, using

the computer research, an optimized family of RCP2 codes

with code rates ranging from 5/6 to 15/(18 + nA) can be

12The capacity gap is defined as the difference between the channel capacity
and the decoding threshold.

generated. For example, Nguyen et al. [61] have constructed

a family of RCP2 codes with code rates ranging from 5/6
to 15/46 (i.e., nA = 0, 1, . . . , 28), all of which possess both

capacity-approaching decoding thresholds (within 0.15 dB to

the corresponding capacities) and linear minimum distance.

Here, we do not elaborate the details of the RCP2 codes but

refer the interested readers to [61].

Remark: Besides the above-mentioned results, some contribu-

tions have been made to the design of short-length RCP codes

with code rates ranging from 1/3 to 4/5 in AWGN channels

[62] and to the design of RCP codes with code rates ranging

from 1/10 to 9/10 which perform well in both AWGN and

erasure channels [60].

D. Design of Bilayer Protograph Codes

Spatial diversity is a useful technique to improve the quality

of transmission. It is well known that spatial-diversity gain

can be achieved by cooperation [128]. The relay channel

[129], which is the most elementary framework of cooperative

communication systems, has attracted much attention in recent

years. Inspired by the work of [130], bilayer protograph

codes have been designed for the three-node half-duplex

relay systems with decode-and-forward (DF) protocol so as

to remarkably improve the error performance [101], [102].

Similar to the design of RCP codes, the capacity-approaching

bilayer protograph codes can also be constructed via either

expurgating (adding new rows, i.e., CNs, into a base matrix)

or lengthening (adding new columns, i.e., VNs, into a base

matrix). Here, we just elaborate a little further on the con-

struction of bilayer lengthened protograph codes, while the

design of bilayer expurgated protograph codes can be found

in [101], [102].

In the three-node half-duplex relay channel, each trans-

mission period involves two time slots. The transmission

technique for a bilayer lengthened protograph code in such

a channel is briefly described as follows. In the 1st time

slot, a source (S) broadcasts a rate-RSR protograph code

CSR = (CSD,VRD) to the relay (R) and destination (D), where

CSD is the sub-codeword with a code rate RSD (RSD < RSR)
in layer-1 and VRD is the extended information/parity bits (i.e.,

virtual sub-codeword) in layer-2. In the 2nd time slot, R firstly

decodes CSR and then re-encodes VRD in layer-2 with CRD

by adding some redundancy. Using the redundancy, VRD can

be correctly retrieved at D. As a result, the sub-protograph in

layer-2 can be removed from the whole protograph and the

remaining decoding is only performed on CSD. One can refer

to [101], [102], [130] for more comprehensive knowledge of

bilayer coding framework.

According to such a coding technique, the overall bilayer

protograph code CSR and its corresponding sub-codeword

CSD should be carefully designed so as to achieve capacity-

approaching performance in AWGN half-duplex relay chan-

nels.

Example 1: We consider a rate-1/2 protograph code corre-
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TABLE VI
DECODING THRESHOLDS (Eb/N0)th (dB) AND CAPACITY GAPS OF THE

OPTIMIZED BILAYER LENGTHENED PROTOGRAPH CODES [102] WITH

CODE RATES RSR = 2/3, 3/4, . . . , 9/10.

RSR (Eb/N0)th Capacity ∆
2/3 1.223 1.059 0.164
3/4 1.720 1.626 0.094
4/5 2.136 2.040 0.096
5/6 2.455 2.362 0.093
6/7 2.718 2.625 0.093
7/8 2.914 2.845 0.099
8/9 3.125 3.042 0.083
9/10 3.295 3.199 0.096

sponding to the following base matrix [102]

B =









1 2 1 0 0 0 0
0 3 1 1 1 1 0
0 1 1 2 2 2 1
0 2 0 0 0 0 2









, (10)

where the second column corresponds to the punctured VN.

This protograph code benefits from a decoding threshold

of 0.439 dB and the linear-minimum-distance property. The

capacity-approaching bilayer lengthened protograph code with

a code rate RSR = (n + 1)/(n + 2) (n = 1, 2, . . .) can be

obtained by executing the computer research on an extended

base matrix of B, expressed as

Bn
SR =









Bn
SD

b1,1 b1,2 b1,3
b2,1 b2,2 b2,3
b3,1 b3,2 b3,3
b4,1 b4,2 b4,3









, (11)

where Bn
SD is the base matrix corresponding to the rate-

n/(n+ 1) sub-codeword CSD. During the optimization, Bn
SD

is initialized with B1
SD = B for the 1st optimization, but is as-

sumed to Bn
SD = Bn−1

SR (n ≥ 2) for further optimization. For

example, in the 1st optimization, we assume that B1
SD = B

and obtain an optimized B1
SR with a code rate RSR = 2/3;

we then assume B2
SD = B1

SR for the 2nd optimization and get

B2
SR with a code rate RSR = 4/5, and so on. The optimization

results of the bilayer lengthened protograph codes with code

rates RSR = 2/3, 3/4, . . . , 9/10, which possess capacity-

approaching decoding thresholds, have been obtained in [102].

Their corresponding decoding thresholds and capacity gaps

are presented in Table VI, from which we observe that all the

optimized bilayer lengthened protograph codes have very low

thresholds — within 0.083 to 0.164 dB of their corresponding

capacities.

E. Design of other variants of Protograph Codes

Several meritorious variants of protograph codes, such as

non-binary protograph codes, generalized protograph codes,

protograph-based convolutional codes, PBRL codes, and

SCPB codes have also been proposed, analyzed, and designed

in [66]–[69], [54]–[57], [71]–[73], [74]–[76], and [77], [78],

respectively, due to the advantages of protograph codes. All

the variants can outperform the existing (binary) protograph

codes under different scenarios. However, we mainly focus

our attention on the binary protograph codes in this survey.

The detailed design of the non-binary protograph codes,

generalized protograph codes, protograph-based convolutional

codes, RBRL codes, and SCPB codes is outside the scope of

this paper. Therefore, we refer the interested readers to the

aforementioned publications as well as the references therein

for further reading.

F. Conclusions

In this section, we have elaborated the detailed design of

protograph codes for AWGN channels. In Sect. III-A, we

have concluded the properties of a good protograph code.

Subsequently, a generalized design scheme has been proposed

in order to construct good fixed-rate protograph codes in

Sect. III-B. The codes not only possess capacity-approaching

thresholds, but also maintain the linear-minimum-distance

property. We have also outlined the design of RCP codes in

Sect. III-C and the construction of bilayer protograph codes in

Sect. III-D. Moreover, we have shown that bilayer protograph

codes are particularly suitable for half-duplex relay systems.

In Sect. III-E, we have briefly introduced some meritorious

variants of protograph codes.

IV. DESIGN OF PROTOGRAPH CODES IN OTHER TYPES OF

CHANNELS

Owing to the superior performance of protograph codes

in AWGN channels, they have been further applied to other

types of channels, i.e., ergodic fading channels, non-ergodic

BF channels, PR channels, and Poisson PPM channels. In this

section, we elaborate the design and analyses of protograph

codes in such scenarios.

A. Design of Protograph Codes in Ergodic Fading Channels

Protograph codes can be exploited to significantly enhance

the reliability of signal transmission over fading channels.

[106] is the first related work that considers the protograph

codes in the context of fading. Yet, the design and analysis

of protograph-based BICM in [106] is only conducted in

AWGN channels, and the method used is the same as that

in AWGN channels without any modification. Hence, the

proposed protograph-based BICM framework may not be

usable for fading channels.

Later, protograph codes have been intensely investigated

over different ergodic fading channels, e.g., single-input

multiple-output (SIMO) fading channels and relay fading

channels, in terms of convergence speed and asymptotic BER

[107], [108]. In particular, the work in [108] has assumed

that the transmitted signal suffers from a Nakagami fading

due to the fact that fading statistics in practical wireless

communications are more suitably described by a Nakagami

distribution [131], [132]. For this reason, we assume that the

fading gain in all the fading channels considered in this paper

follows a Nakagami-m distribution without loss of generality.

Furthermore, as proved in [20], LDPC codes which per-

form well in AWGN channels also perform well in other

memoryless channels. This is also true for protograph codes.

Accordingly, the protograph codes that possess excellent per-

formance in AWGN channels can perform well in ergodic
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TABLE VII
DECODING THRESHOLDS Eb/N0 (dB) AND CAPACITY GAPS ∆ OF THE RATE-1/2 AR3A CODE, AR4JA CODE, REGULAR (3, 6) CODE, AND OPTIMIZED

IRREGULAR LDPC CODE IN A NAKAGAMI ERGODIC FADING CHANNEL WITH FADING DEPTH m = 1.

Capacity
Regular Irregular [36] AR3A AR4JA

(Eb/N0)th ∆ (Eb/N0)th ∆ (Eb/N0)th ∆ (Eb/N0)th ∆
1.834 2.978 1.144 2.095 0.261 2.163 0.329 2.321 0.487

fading channels without any further optimization. Based on

this conclusion, there is no need to re-design the protograph

codes for ergodic fading channels. For instance, as shown

in [48], [49], the AR3A code is one of the best-performing

protograph codes in the waterfall region (BER ≥ 10−6) in

an AWGN channel, and hence it may also exhibit desirable

error performance in an ergodic fading channel (see the

forthcoming Fig. 12). As in AWGN channels, the AR3A

code may have an error floor at a low BER-level (e.g.,

BER ≤ 3×10−6) in an ergodic fading channel. Yet a code like

AR3A code that possesses excellent error performance down

to a BER of 10−5 can satisfy the requirement for most wireless

communication applications [133]. As a consequence, most

contributions related to protograph codes in ergodic fading

channels restrict their effort to the analysis aspect [107], [108].

In this subsection, we assume that the channel fading gain is

changing sufficiently rapidly so as to satisfy the ergodicity

[18].

1) Modified PEXIT algorithm: One important assumption

of the EXIT algorithm is that the channel initial LLR mes-

sages should follow a symmetric Gaussian distribution [17].

Unfortunately, it can be easily demonstrated that the symmetric

Gaussian assumption cannot be maintained in the context of

ergodic fading and the PEXIT algorithm in [58] is no longer

useful for such channels.

However, for a fixed channel fading gain, the channel initial

LLR messages do follow a symmetric Gaussian distribution.

As a result, one can randomly generate Q (Q is a sufficiently

large positive integer) fading gains αq,j (q = 1, 2, . . . , Q, j =
1, 2, . . . , NP), and compute Q different a-posteriori MI values

for each VN corresponding to the Q fading gains, respec-

tively. Afterwards, the mean of these a-posteriori MI values

is calculated to determine the average decoding threshold

for protograph codes. Using this idea, a modified PEXIT

algorithm that can be adopted to analyze the protograph codes

over ergodic fading channels has been proposed in [107].

Example 2: The decoding thresholds and capacity gaps of

the rate-1/2 AR3A code and AR4JA code in a Nakagami

ergodic fading channel with fading depth m = 1 are cal-

culated and listed in Table VII. For comparison, the (3, 6)
regular LDPC code and the optimized irregular LDPC code

with dvj ,max = 10 in [36] are also considered to gauge

the performance. The results in the table indicate that the

decoding threshold of irregular LDPC code is smallest and

hence it should possess relatively better performance in the

low-SNR region. However, the irregular LDPC code may be

outperformed by other codes in the high-SNR region. Also, the

regular LDPC code possesses the largest decoding threshold

and is expected to be inferior to other codes in the low-SNR

region. Between the AR3A code and the AR4JA code, the
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Fig. 12. BER curves of the AR3A code, AR4JA code, regular LDPC code, and
irregular LDPC code in a Nakagami ergodic fading channel. The parameters
used are R = 1/2, K = 1024, and m = 1.

former one has a lower threshold.

Fig. 12 further depicts the BER curves of the four rate-

1/2 codes with information length K = 1024 in a Nakagami

ergodic fading channel with m = 1. It is observed that the

irregular code has a gain of about 0.15 dB over the AR3A

code at a BER of 10−4, which possesses better performance

than the other two codes. Yet, the BER of the irregular LDPC

code has little improvement when it achieves 5×10−5 and thus

the error floor emerges. In the same figure, the AR3A code

exhibits excellent error performance for the range of Eb/N0

under study. Moreover, no error floor exists for both AR3A

code and AR4JA code at a BER of 4 × 10−6. For a typical

wireless communication channel, having no error floor at a

BER of 4× 10−6 is quite sufficient [133]. Thus, we conclude

that the AR3A code stands out as a good alternative for ergodic

fading channels.

2) Asymptotic error-performance: The asymptotic error-

performance is also a vitally important research topic in the

coding community. Based on the modified PEXIT algorithm,

the authors in [108] have derived the asymptotic BER of the

protograph codes in ergodic fading channels by exploiting

Gaussian approximation [134]. The average BER of a pro-

tograph ensemble after t iterations is expressed by

P t+1
b =

1

2NP

NP
∑

j=1

erfc

(

J−1(Īt+1
app (j))

2
√
2

)

, (12)

where Īt+1
app (j) = E[It+1

app,q(j)] = (1/Q)
∑Q

q=1 I
t+1
app,q(j), Q is

the number of channel-fading-gain samples, It+1
app,q(j) is the

a-posteriori MI of the j-th VN after t iterations for the q-th

fading gain, obtained as [107, eq.(21)]. Exploiting (12), one
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Fig. 13. BER results of the AR3A code in a Nakagami ergodic fading relay
channel with EF protocol. The parameters used are R = 4/5, K = 7200,
and m = 2 and 3. The theoretical BER is found by (12) and the decoding
threshold is obtained by the PEXIT algorithm.

can evaluate the asymptotic BER for a specific protograph

ensemble over ergodic fading channels. This formula has also

been generalized to the half-duplex relay systems with DF and

EF protocols in [108].

Remark: The maximum number of iterations in the asymp-

totic BER analysis (denoted as TA,max) equals the maximum

number of simulated BP iterations and is much smaller than

that in the modified PEXIT algorithm (denoted as Tmax).

Therefore, its computational complexity is reduced by (Tmax−
TA,max)/Tmax as compared with the modified PEXIT algo-

rithm. Moreover, the BER analysis can be exploited to evaluate

the error performance for any given Eb/N0 and TA,max, while

the modified PEXIT algorithm is only used to derive the

decoding threshold for a sufficiently large Tmax.

Example 3: The BER results of the rate-4/5 AR3A codes

with information length K = 7200 in a Nakagami ergodic

fading relay channel13 with EF protocol are plotted in Fig. 13.

The fading depths m are set to 2 and 3. Referring to this

figure, at a BER of 10−5, the difference between the the-

oretical Eb/N0 based on (12) and the decoding threshold

obtained by the PEXIT algorithm is less than 0.2 dB for

both fading depths. Further the simulated Eb/N0 has another

gap of around 0.4 ∼ 0.5 dB compared to the theoretical

one — the reason being that the theoretical BER by (12)

is derived based on the infinite-codeword-length assumption.

These results agree well with those shown in [134] and [135].

In general, the theoretical expression in (12) not only can give

a nice approximation for the BER of the codes with large

codeword length, but also can be used to approximate the

decoding threshold with a reasonable accuracy.

B. Design of Protograph Codes in Non-Ergodic BF Channels

Distinguished from ergodic fading channels, the BF channel

is non-ergodic and can be considered as a type of memory

channel. In a BF channel, the fading gains remain constant

13The model of relay channel used here is the same as that in [108], but
the parameters of the codes used are different.

on each fading block and take different independent-and-

identically-distributed random variables on different fading

blocks. Since the BF channel is not information stable, one

can only use the outage probability rather than the Shannon

capacity to measure the fundamental limit for such a channel

given a sufficiently large codeword length [136]. Due to

the non-ergodicity, the capacity-approaching LDPC codes in

AWGN and ergodic fading channels can no longer possess

outstanding performance in a BF channel. Recently, Boutros

et al. [137] has provided a solution to design full-diversity14

LDPC codes so as to obtain superior performance in the

BF channels. In detail, a family of structured LDPC codes,

namely root-LDPC codes, which can achieve full-diversity and

approach the outage limit, have been proposed based on a

special type of CNs, called rootcheck. In [109], the protograph

codes have been applied to BF channels for the first time, and a

novel PEXIT algorithm has been proposed for such scenarios.

Motivated by this work, several contributions related to the

design of protograph codes in BF channels have been carried

out [110]–[112].

1) Design of RP codes for point-to-point BF channels: In

a BF channel, the received signal corresponding to the j-th

coded bit can be mathematically expressed as

yj = αlxj + nj , (13)

where l = 1 + ⌊(j − 1)/B⌋ denotes the l-th fading block,

B = N/L is the block length (i.e., the number of coded bits

in each fading block), L (L ≥ 2) is the number of fading

blocks, xj is the j-th BPSK modulated bit, and nj is the

Gaussian noise that follows nj ∼ N (0, σ2
n).

According to [138], the achievable diversity order dc of

a protograph code over BF channels is limited by dc ≤
1 + ⌊L(1 − R)⌋, where R is the code rate. Therefore,

R = 1/L ≤ 1/2 is the highest achievable code rate for a

full-diversity protograph code (i.e., when dc = L). Unless

otherwise stated, we assume that L = 2 in our analysis below.

In [111], the authors have first introduced the concept of

full-diversity RP codes with the help of rootchecks (rootcheck

was first introduced in [137]) for BF channels. Then the

detailed design of the rate-1/2 RP codes has been conducted.

The generalized MP×NP base matrix of a rate-1/2 RP code

is given as

B =

(

Vi1 Vp1 Vi2 Vp2

I 0 Hi2 Hp2

Hi1 Hp1 I 0

)

C1
C2 (14)

where NP = 2MP = 4MR and MR is the number of

rootchecks in every type of rootchecks. I and 0 are the identity

matrix and zero matrix of dimensions MR×MR, respectively.

Hil and Hpl (l = 1, 2) are the sub-matrices of dimension

MR × MR. As can be seen, the VNs are divided into four

subsets: two subsets correspond to information bits, i.e., Vi1

14Diversity order is of great importance to determine the word error rate
(WER) in the high-SNR region of coded-BF channels. The diversity order
achieved by a code is defined as dc = − limγ̄→+∞(lnPw)/(ln γ̄), where
Pw is the WER of the code, γ̄ = E[γl] = E[(Es/N0)α2

l
] is the average

received SNR of the l-th (l = 1, 2, . . . , L) fading block, and αl is the fading
gain of the l-th fading block with E[α2

l
] = 1. A code is said to have full

diversity if dc = L.
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and Vi2, and the other two subsets correspond to parity bits,

i.e., Vp1 and Vp2. The VNs vj ∈ Vtl (Vtl = Vil

⋃Vpl) are

transmitted on αl. We also define two new subsets correspond-

ing to all the information bits and parity bits as Vi = Vi1

⋃Vi2

and Vp = Vp1

⋃Vp2, respectively. Similarly, the CNs are

split into two subsets: C1 and C2, where Cl denotes the subset

containing type-l rootchecks. In the RP code, the weight per-

row of the combined sub-matrix Btl = [Hil Hpl] should be

larger than or equal to 2. Using such a coding scheme, the

information bits rather than the parity bits are protected to

achieve full-diversity, which is considered as an unequal error

protection (UEP).

Aiming at predicting the convergence performance and error

performance of RP codes, a modified PEXIT algorithm has

been proposed and an asymptotic error-performance expres-

sions has been derived in [111]. In order to elaborate a little

further on the optimization of RP codes, we now introduce

two new terms.

Definition 1. The SNR outage boundary of a RP code is

defined as γ2,th = FS(γ1,th,B), where FS(·) represents the

SNR-threshold processor of the iterative decoder to ensure

Iapp(j) = 1 for all vj ∈ Vi.

Likewise, the fading outage boundary of a RP code is

defined as α2,th = FF(Eb/N0, α1,th,B) for a given Eb/N0,

where FF(·) represents the fading-threshold processor of the

iterative decoder.

Definition 2. The ergodic SNR/fading threshold γth/αth is

defined by the intersection of the SNR/fading outage-boundary

and the ergodic line, where the ergodic line is described as the

curve γ1 = γ2/α1 = α2.

The outage boundary and the ergodic threshold of a proto-

graph code can be derived by using the PEXIT algorithms in

the BF channel [111] and the AWGN channel [58], respec-

tively.

Actually, there are two properties for a good RP code:

i) a lower ergodic threshold, which is only determined by

the decoding threshold in AWGN channels, and ii) an out-

age boundary that approaches the outage bound. According

to these two properties, a simple design scheme has been

proposed to design the outage-limit-approaching RP codes in

[111], which can be summarized as follows.

(1) Add a certain proportion of degree-2 VNs and a precoding

structure, i.e., a degree-1 VN, into the RP code.

(2) Select the base matrix with the lowest outage region

among the matrices that satisfy the aforementioned con-

straint.

Note also that

• The degree-2 VNs and the VNs in the precoding structure

should be affected by the same fading gain, i.e., α1 or

α2, so as to improve the ergodic threshold.

• Step 1 is used to satisfy the first property of a good RP

code while Step 2 is employed to ensure the second one.

Utilizing such a design scheme, outage-limit-approaching

RP codes can be constructed.

Example 4: Assuming a rate-1/2 RP code corresponding to

a 4× 8 base matrix, an optimized code, called improved RP2

   v1 v2      v3 v4

c1 c2 c3 c4

   v5 v6      v7 v8

Fig. 14. The protograph of an IRP2 code.
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Fig. 15. The (a) SNR outage-boundaries and (b) fading outage-boundaries
of the HD-protograph code, AR4JA code, regular protograph code, and IRP2
code in a Nakagami BF channel. The parameters used are R = 1/2, L = 2,
and Eb/N0 = 9 dB.

(IRP2) code, has been constructed in [111], whose structure is

shown in Fig. 14. In the figure, the VNs affected by α1 and α2

are respectively denoted as black and red circles. One can eas-

ily observe that the IRP2 code preserves the linear-minimum-

distance property. The SNR outage boundaries and the fading

outage boundaries of the rate-1/2 IRP2 code, the well-known

Hamming-doped (HD) protograph code [56], AR4JA code,

and (3, 6) regular protograph code in a Nakagami BF channel

with L = 2 and Eb/N0 = 9 dB are plotted in Fig. 15. Also,

the WER results of the four protograph codes in a Nakagami

BF channel with m = 2 are presented in Fig. 16. Referring



16 IEEE COMMUNICATIONS SURVEYS & TUTORIALS, VOL. XX, NO. X, MONTH YEAR

3 4.5 6 7.5 9 10.5 12 13.5 15
10

−5

10
−4

10
−3

10
−2

10
−1

10
0

Eb/No(dB)

W
E

R

 

 
Simulated HD−proto

Theoretical HD−proto

Simulated AR4JA

Theoretical AR4JA

Simulated Reg proto

Theoretical Reg proto

Simulated IRP2

Theoretical IRP2

Outage limit

Fig. 16. WER results of the HD-protograph code, AR4JA code, regular
protograph code, and IRP2 code in a Nakagami BF channel. The parameters
used are R = 1/2, K = 1024, m = 2, and L = 2.

to Fig. 15, the HD-protograph code and AR4JA code, which

have shown to possess outstanding performance in AWGN

channels, have their outage boundaries furthest away from the

outage bounds. Furthermore, these boundaries do not converge

to zero as γl/αl approaches infinity, implying that these

codes produce finite outage probabilities even when γl/αl is

very large. These codes are therefore the worst-performing

ones among the four protograph codes over BF channels in

terms of outage performance. The outage boundaries of the

regular protograph code also do not converge to zero as γl/αl

approaches infinity but are relatively close to the bounds as

compared with the previous two. For the IRP2 code, not

only are its outage boundaries closest to the bounds, but also

approach the bounds and converge to zero very quickly as

γl/αl increases. Thus, the IRP2 code is the best-performing

one among the four protograph codes. The WER results in

Fig. 16 further validate the above conclusions. In particular,

the results show that the WER of the IRP2 code is very close

to the limit.

2) Design of protograph codes for relay BF channels: As

introduced in Sect. III-D, the relay channel stands out as a

typical framework for cooperative communications. Exploiting

the relay, spatial diversity can be achieved so as to mitigate the

effect of fading in wireless communication systems. Parallel

the information-theoretic advancements, the relaying protocols

such as DF and amplify-and-forward have been developed

[128], [139]. As a variant of DF, coded cooperation (CC) is

a better and more spectral-efficient protocol [140]. Recently,

the protograph codes have been designed for CC protocol

in relay BF channels, i.e., quasi-static fading (QSF) relay

channels, where the fading gain of a given link is constant for

each transmission period, but varies for different transmission

periods [110], [112].

Similar to the BF channel, the code rate of a full-diversity

code in QSF relay channels should be satisfying Rc ≤ 1/dc =
1/Nu, where Nu represents the total number of source and

relays. For a three-node half-duplex relay channel, we have

Nu = 2 and Rc ≤ 1/2.

Employing the UEP property (i.e., unequal diversity), a

novel construction method for high-rate unequal-diversity pro-

tograph codes has been introduced in QSF relay channels with

CC protocol [110]. The unequal-diversity protograph code,

which is considered as a type of bilayer protograph codes

[101], [102], can be constructed by concatenating two IRA/RA

codes. As observed, the authors in [112] have designed several

rate-7/10 unequal-diversity protograph codes.

Example 5: The base matrices of two optimized constituent

IRA codes with code rates RS = 7/8 and RR = 1/2, and the

corresponding overall unequal-diversity protograph code with

a code rate Rc = 7/10 in [110] are, respectively, given by

BS =
(

16 6 3 3 3 3 3 2
)

, BR =

(

2 1 1
1 1 1

)

,

B =





16 6 3 3 3 3 3 2 0 0
2 0 0 0 0 0 0 0 1 1
1 0 0 0 0 0 0 0 1 1



 , (15)

where the VNs corresponding to the first column of B belong

to the high-priority fragment which achieves diversity-215. The

remaining VNs in B belong to the low-priority fragment.

Moreover, the VNs corresponding to the first column of BR

are punctured.

Although the high-priority fragment of the unequal-diversity

protograph code achieves diversity-2 (diversity-2 is the full-

diversity order in a QSF relay channel), the coding efficiency

is relatively low (i.e., only one of the ten VNs in the protograph

belongs to high-priority fragment, thus the coding efficiency is

1/10). More importantly, the overall unequal-diversity proto-

graph code cannot possess full-diversity in QSF relay channels

because the code rate Rc > 1/2. To address this problem,

the authors in [112] have proposed a family of full-diversity

RCRP codes for QSF relay channels based on the previously

introduced RP codes in Sect. IV-B1.

A full-diversity rate-Rc (Rc ≤ 1/2) RCRP code can be

constructed by adding redundancy into a given rate-1/2 RP

code with base matrix BRP. More specifically, the base matrix

B of the rate-Rc RCRP code is produced by inserting the same

number of new columns (i.e., VNs) and new rows (i.e, CNs)

into BRP. In a QSF relay channel, each transmission period

is divided into two time slots. To implement the CC protocol,

the information bits vj ∈ Vi are first encoded by a rate-1/2
RP code CRP = (Vt1,Vt2) with BRP, where vj ∈ Vtl ⊆ CRP

is prepared for the transmission in the l-th time slot. Aiming

at providing reliable transmissions, these VNs are re-encoded

by two rate-R1 protograph codes, i.e., C1 = (Vt1,Vp1′) and

C2 = (Vt2,Vp2′), respectively. The two sets of newly added

parity bits, i.e., Vp1′ and Vp2′ , are determined only by their

corresponding base matrices, i.e., B1S and B1R, of C1 and

C2, respectively. These two resultant sub-codewords (called

frames) constitute the whole rate-Rc (Rc = R1/2) RCRP

code, denoted as C = (C1, C2). As a result, S broadcasts

C1 to R and D in the 1st time slot, while R or S transmits

C2 to D in the 2nd time slot depending on the result of

the first-frame (i.e., S → R) transmission. Finally, D will

15The high-priority fragment is defined as the VNs that are connected to
the two IRA/RA protographs.



FANG et al.: A SURVEY ON PROTOGRAPH LDPC CODES AND THEIR APPLICATIONS 17

cc1'   c1 c2 c3 c4       cc2'

   v1 v2      v3 v4 vp1'    v5 v6      v7 v8        vp2'

3 3
3

3 3 333 3 3

Frame 1: C1 Frame 2: C2

Fig. 17. The protograph of an irregular RCRP code.
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Fig. 18. WER results of the regular RCP code and irregular RCRP code in
a Nakagami QSF relay channel. The parameters used are Rc = 2/5, K =
1024, m = 2, and dSR : dRD : dSD = 0.3 : 0.7 : 1.

use the base matrix B to decode the overall codeword C.

One can adopt the same protograph ensemble to implement

both C1 and C2 such that B1S = B1R = B1. Similar

to RP codes, the information bits vj ∈ Vi and the parity

bits vj ∈ Vp (Vp = Vp1

⋃Vp1′
⋃Vp2

⋃Vp2′) are clearly

distinguished in a RCRP code, and only the information bits

are protected to have full-diversity. For simplicity, a RCRP

code is referred to as a protograph code with B = (B1,BRP).
The cooperative level of CC is η = N2/N = 1/2, where N2

is the codeword length of C2. To summarize, given a rate-1/2
RP code, a RCRP code with a code rate Rc ranging from 0
to 1/2 can be generated by varying the code rate R1 of C1.

Example 6: Consider two rate-4/5 codes C1 and C2,

which belong to the same regular column-weight-3 proto-

graph ensemble. A rate-2/5 irregular RCRP code can be

constructed based on the rate-1/2 IRP2 code in Fig. 14.

The protograph of such an irregular RCRP code is shown

in Fig. 17. Referring to this figure, the overall protograph

consists of 10 VNs and 6 CNs. Moreover, this protograph

can be divided into three sub-protographs as follows: The

sub-protograph of C1 (C2), i.e., frame 1 (frame 2), includes

v1, v2, v3, v4, vp1′ , cc1′ (v5, v6, v7, v8, vp2′ , cc2′) and the asso-

ciated edges, while the sub-protograph of CIRP2 contains

v1, v2, . . . , v8, c1, c2, . . . , c4 and the associated edges.

Fig. 18 plots the WER results of the rate-2/5 irregular

RCRP code and regular RCP code in a Nakagami QSF relay

channel with m = 2. The distance ratio among the three termi-

nals, i.e., S,R, and D, is set to dSR : dRD : dSD = 0.3 : 0.7 : 1.

We observe that the proposed irregular RCRP code remarkably

outperforms the regular RCP code. Furthermore, the irregular

RCRP code has a gap within 1.5 dB to the outage limit for

the range of Eb/N0 under study and shows excellent error

performance.

C. Design of Protograph Codes in PR Channels

As another classical type of memory channel, the PR

channel [38], [39] is also well-known since it is adopted as a

model for magnetic recording systems. The transfer function

of such a channel is formulated as H(D) = (1−D)(1+D)κ =
∑κ+1

i=0 hiD
i, where κ is a non-negative integer. Thus, the

channel model can be described as

yj =

κ+1
∑

i=0

hixj−i + nj , (16)

where xj−i is the BPSK modulated input signal, nj ∼
N (0, σ2

n) is the Gaussian noise. FEC codes can be used to

boost the error performance of the such systems. Of particular

interest are the codes, e.g., protograph codes, which possess

excellent error performance for high code rate [38], [48]–

[52]. It is because high-rate transmission is a fundamental

requirement of communications in data storage systems. Due

to the inter-symbol interference (ISI), conventional protograph

codes, which perform well in AWGN channels, do not perform

well in PR channels. For this reason, it is necessary to re-

design the protograph codes prior to applying them to such

channels.

1) Design of punctured protograph codes: As illustrated

in [47]–[52], the use of punctured VNs can yield signifi-

cant improvement in decoding threshold of protograph codes.

Therefore, the punctured protograph codes, e.g., the AR3A

code and AR4JA code, have been studied in PR channels

firstly. However, both codes do not show satisfactory perfor-

mance in such scenarios [83], [88], [113]. To make a more

insightful analysis, a new finite-length EXIT algorithm has

been proposed so as to determine the convergence performance

of protograph codes in PR channels [88]. Different from the

conventional (infinite-length) EXIT chart [18], a finite-length

EXIT chart consists of two EXIT bands. Each EXIT band

composes of an expected EXIT curve, an upper-bound curve

and a lower-bound curve. The EXIT band, bounded by the

upper-bound curve and the lower-bound curve, is constructed

to ensure that all the individual finite-length EXIT curves lie

within the band with a high probability. One can conclude

that the iterative decoder converges successfully with a high

probability if the two EXIT bands only touch each other at the

value of unity. Moreover, the region between the two expected

EXIT curves is defined as the decoding tunnel. For a given

Eb/N0, a protograph code having a larger decoding tunnel

should achieve a relatively better convergence performance.

In AWGN channels, punctured VNs with the highest degree

(as in the AR3A code) can be recovered more easily than

the counterparts with a lower degree. Yet, based on the EXIT

analytical results of the AR3A code and AR4JA code, the

authors in [83], [88] have found that this conclusion may

not hold in the context of ISI. They have further conjectured

that the VNs with the lowest degree may converge faster
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Fig. 19. The protograph of an IARA2 code.

than those with relatively higher degree. As a validation of

this conjecture, four different protograph codes have been

constructed using the same base matrix of the rate-4/5 AR3A

code (see Fig. 3(a)), and are distinguished by puncturing

different types of VNs, i.e., degree-1 VNs, degree-2 VNs,

degree-3 VNs, and degree-5 VNs, respectively. The EXIT-

chart analysis has indicated that the protograph code with

punctured-degree-1 VNs obtains the largest decoding tunnel

and hence should provide the best convergence performance

in PR channels.

According to such a conjecture, a new approach described

below has been proposed to design protograph codes in PR

channels [88].

(1) Puncture the VNs with the smallest degree instead of the

largest degree in the protograph code.

(2) If there are too many degree-2 VNs in the protograph code,

appropriately reduce the proportion of them by adding an

extra connection to some of the degree-2 VNs.

Remark: Step 1 not only can be used for designing punctured

protograph code, but also can be adopted for optimizing other

punctured codes in PR channels, such as the punctured turbo

codes [141].

Exploiting the aforementioned design scheme, excellent

protograph codes can be constructed for PR channels.

Example 7: Based on the structure of AR3A code, an im-

proved ARA code, namely improved ARA2 (IARA2) code [88],

has been derived via the design approach without increasing

the complexity. The protograph of the IARA2 code with a

code rate of R = (n+1)/(n+2) (n = 0, 1, 2, . . .) is depicted

in Fig. 19. As seen from this figure, the IARA2 code possesses

the linear-minimum-distance property.

Assuming that a turbo decoder, which includes a Bahl-

Cocke-Jelinek-Raviv (BCJR) detector (inner detector) [142]

and a BP decoder (outer decoder), is used at the receiver

terminal so as to alleviate the effect of ISI. The maximum

numbers of turbo iterations and BP iterations (i.e, Tt,max and

TBP,max) are set to 6 and 15, respectively. We compare the

EXIT bands of the rate-4/5 IARA2 code, AR3A code, AR4JA

code, and the regular column-weight-3 LDPC code [143] in

a PR4 channel (i.e., H(D) = 1 − D2) at Eb/N0 = 4.2 dB
in Fig. 20. In this figure, IA,IO/IE,IO and IA,OI/IE,OI denote

the a-priori/extrinsic MIs passing from the inner detector to

the outer decoder and passing from the outer decoder to
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Fig. 20. EXIT bands of the IARA2 code, AR3A code, AR4JA code, and the
regular column-weight-3 LDPC code in a PR4 channel. The expected EXIT
curves are denoted by the solid lines, the upper-bound curves and lower-
bound curves are denoted by the dotted lines. The parameters used are R =
4/5, K = 4096, TBP,max = 15, and Eb/N0 = 4.2 dB.
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Fig. 21. Simulated BER curves of the IARA2 code, AR3A code, AR4JA
code, and the regular column-weight-3 LDPC code in a PR4 channel. The
parameters used are R = 4/5, K = 4096, Tt,max = 6, and TBP,max = 15.

the inner detector, respectively. It reveals that the AR4JA

code and AR3A code are the two worst-performing codes in

this channel because of the narrowest decoding tunnels. In

particular, the MI of AR4JA code cannot converge to unity at

Eb/N0 = 4.2 dB since the EXIT band of the inner detector

partially overlaps with that of the outer decoder corresponding

to the AR4JA code. Furthermore, the IARA2 code converges

faster as compared to the regular column-weight-3 LDPC

code, which is one of the best-performing LDPC codes in

PR channels.

As a further insight, Fig. 21 plots the BER curves of these

four codes in a PR4 channel. The results verify the conver-

gence analyses and demonstrate that the IARA2 code possess

excellent error performance in a PR4 channel. Simulations

have also been performed in other types of PR channels, e.g.,

the dicode channel (H(D) = 1−D), and similar results have

been obtained.
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2) Design of unpunctured protograph codes: Following the

works in [83], [88], [113], some research has been devoted

to characterizing the performance of unpunctured protograph

codes in PR channels by modifying the infinite-length EXIT

algorithm, and to designing the unpunctured protograph codes

that have good threshold performance [114], [115]. In [114],

the authors have firstly generalized the infinite-length EXIT

algorithm [58] to PR channels and have used it to calculate

the decoding threshold of protograph codes. With the help of

the decoding threshold metric, optimization can be performed

based on a given protograph ensemble.

Example 8: Aiming at minimizing the decoding threshold,

one can initialize a rate-1/2 protograph code without any

punctured VN, which corresponds to a 4× 8 base matrix with

four given columns (i.e., two degree-1 VNs, one degree-2 VN,

and one degree-3 VN) and four unknown columns. Subse-

quently, an optimized base matrix is obtained by exploiting the

computer-research method described in Sect. III-B, resulting

in [114]

B =









2 2 0 0 0 0 0 1
2 2 1 0 0 0 1 0
2 2 2 1 1 1 0 0
2 2 2 2 2 1 0 0









, (17)

where the first four columns correspond to the optimized

columns and the last four columns correspond to the four

given columns. It is easily observed that this protograph

possesses linear minimum distance. Moreover, the decoding

threshold of the protograph in a dicode channel is 1.217 dB,

showing a gap of 0.394 dB to the independent-and-uniformly-

distributed capacity [144]. However, the code rate 1/2 is far

from that required in data storage systems. To resolve this

problem, high-rate unpunctured protograph codes, e.g., R =
4/5, 5/6, . . . , 9/10, have been proposed for PR channels to

achieve capacity-approaching threshold [115]. Besides, a fam-

ily of lower-rate RCP codes (i.e., R = 27/(30 + nA), nA =
1, 2, . . . , 11) have been produced for PR channels based on

the proposed rate-9/10 protograph code in the same paper.

Inspired by the above-mentioned publications, non-binary

protograph codes have already been investigated over PR

channels in [116], where the infinite-length EXIT algorithm

has also been extended to the non-binary domain in order to

measure the convergence performance (i.e., decoding thresh-

old) of non-binary protograph codes. Nonetheless, the authors

in [116] have restricted their attention to the analysis aspect

and have not provided any design results.

D. Design of Protograph Codes in Poisson PPM Channels

Power efficiency is a one of the most important parame-

ters for deep-space communications [34], [47]. Since 2003,

protograph codes have been insightfully studied in perfect

deep-space channels, i.e., AWGN channels. Nevertheless, the

beam spreading will lead to huge power loss that makes

communications in deep-space channels extremely difficult

[145]. Therefore, it makes sense to combine channel coding

with power-efficient techniques, e.g., PPM, in deep-space

communication systems [146]. Inspired by this idea, the

Fig. 22. The protograph of a rate-1/2 optimized code in a Poisson PPM
channel.

protograph-coded BICM-ID has been studied and optimized

in Poisson PPM channels, which are used to model a direct-

detection deep-space optical communications link [145], based

on an extended PEXIT algorithm [103]. Although the Poisson

PPM channel is a type of memoryless channel, the receiver

terminal for the protograph-based BICM-ID system consists

of a PPM demodulator and an LDPC decoder, which forms a

turbo-like decoder (similar to the turbo decoder in Sect. IV-C).

In this case, the decoding process depends on both the type of

modulation and the type of channel, and the corresponding

design becomes quite different from that in a memoryless

channel without BICM-ID. Accordingly, the protograph codes

having good performance in a particular memoryless channel,

e.g., AWGN channel or ergodic fading channel, may not be

applicable for the BICM-ID systems in Poisson PPM channels

directly because they do not maintain their original advantages

in such scenarios. In [103], the authors have first investigated

the performance of several rate-1/2 conventional protograph-

coded BICM-ID schemes in Poisson PPM channels using an

extended PEXIT algorithm and have discovered that they are

not able to obtain desirable decoding threshold. Then, aiming

at lowering the decoding threshold of BICM-ID, the rate-1/2
protograph code that corresponds to a 2 × 4 base matrix has

been optimized utilizing the computer-search method based on

certain constraints.

Example 9: We consider a protograph with 4 VNs and 2
CNs and a 64-ary PPM modulator. Assuming that the total

number of edges in the protograph is set to 10 ≤ |E| ≤ 15,

and the number of each type of edges is less than or equal to 3,

the resultant protograph of the optimized code [103] is shown

in Fig. 22. In a Poisson PPM channel, the newly designed

protograph-coded BICM-ID possesses a lower threshold and

a better error performance as compared to i) the conventional

protograph counterparts in [50], [147]; and ii) the protograph

counterpart in [146] which has been developed particularly

for the Poisson PPM channel and is only 0.6 dB away

from capacity. Note that the newly designed protograph-coded

BICM-ID has not considered punctured VNs and has not

retained the linear-minimum-distance property.

E. Conclusions

In this section, we have turned our attention to the cur-

rent research status of protograph codes under other channel

conditions. Firstly, the related works on protograph codes in

ergodic fading channels have been summarized in Sect. IV-A.

For this case, we have found that most effort has been

made in the analysis aspect because the protograph codes

that perform well in AWGN channels also possess excellent

performance in such scenarios. In Sects. IV-B and IV-C, we

have reviewed the corresponding designs of protograph codes
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Fig. 23. The protograph of a double protograph code for JSCC.

in non-ergodic BF channels and PR channels, respectively.

In particular, both point-to-point and relay frameworks have

been considered in non-ergodic BF channels. Finally, the joint

design of protograph codes and BICM-ID in Poisson PPM

channels has been presented in Sect. IV-D.

V. PROTOGRAPH-BASED JSCC AND JCPNC

To our knowledge, the applications of protograph codes are

not limited to channel coding. Protograph codes can also be

used in other related areas such as JSCC and JCPNC. In this

section, we provide a brief overview of the contributions that

have been made in the aforementioned two areas.

A. Protograph-based JSCC

Unlike the separate design and decoding of the source-

and-channel coding [148], the joint design of source-and-

channel coding (i.e., JSCC) has held more attention in the

past five years [149], [150]. The main idea of JSCC is that the

(uncompressed or partially compressed) source is considered

as redundancy and hence can be exploited by the channel

decoder to improve the error performance. Motivated by the

above-mentioned idea, the double LDPC code, which consists

of two concatenated LDPC codes, has been proposed and

optimized for JSCC [149]. The protograph codes have also

been applied to JSCC [117]–[120]. Further, the construction

of double protograph codes has been first elaborated in [117].

In the same work, the authors have also proposed an improved

base matrix for source protograph code to enhance the error

performance of protograph-based JSCC.

The overall protograph corresponding to a double proto-

graph code is shown in Fig. 23. Referring to this figure, the

information sequence us is first compressed by an unpunctured

protograph code Csc with a Msc × Nsc base matrix Bsc, re-

sulting in a compressed source sequence usc′ = Hscus, where

Hsc is the parity-check matrix corresponding to the derived

graph of the code Csc. Thus, the code rate of source coding is

Rsc = Msc/Nsc. Afterwards, another punctured/unpunctured

protograph code Ccc with a Mcc × Ncc base matrix Bcc

is used to re-encode usc′ , and hence Ccc will be transmit-

ted over the channel. The code rate of channel coding is

Rcc = (Ncc − Mcc)/(Ncc − np), where np is the punctured

length. Note that each CN in Csc is connected to one of

the last Mcc VNs in Ccc via a single edge. Using such an

encoding structure, joint decoding can be performed on the
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Fig. 24. Simulated BER curves and decoding thresholds of the double
protograph code with different information lengths in a Nakagami ergodic
fading channel. The source code and channel code are used by the rate-1/4
R4JA code and rate-1/2 AR3A code, respectively. The parameters used are
K = 2000, 4000, m = 1, and pc = 0.02.

corresponding derived graph of the overall double protograph

code [117], [149].

In certain practical applications, e.g., image transmission,

some particular parts of the source information are considered

as more important compared with other parts. Accordingly, it

is necessary to employ different coding strategies to deal with

different parts of such a source so as to protect the source

information more efficiently. Recently, a novel UEP scheme

has been proposed for the JSCC with double protograph code

[119]. In [119], the authors have divided the source informa-

tion into two different parts. Furthermore, these two parts are

given two different priority levels based on their corresponding

entropies. Then, they are encoded by one protograph code and

one double protograph code, respectively16.

Although the double protograph codes have been widely

used for JSCC and have shown desirable performance via sim-

ulations, their analytical performance has not been adequately

studied in [117]–[119]. In [120], a joint PEXIT algorithm has

been proposed for evaluating the decoding threshold of double

protograph codes. Moreover, the results have been extended

to multi-receive-antenna-based systems over ergodic fading

channels in the same paper.

Example 10: We assume that i) the rate-1/4 repeat-by-4-

jagged-accumulate (R4JA) code [50] and rate-1/2 AR3A code

are used as the source code and channel code, respectively, to

form the double protograph code, and ii) the joint source-and-

channel-decoder [117], [149] is used at the receiver terminal to

estimate the original information. Fig. 24 plots the BER curves

and decoding thresholds of the double protograph code with

different information lengths in a Nakagami ergodic fading

channel with m = 1. The information lengths are set to

K = 2000 and 4000, and the crossover probability of the

equivalent binary symmetric channel for the source decoder is

set to pc = 0.02. As observed, the slope of the BER of the

16The high-priority part is not compressed by the source code and is directly
encoded by the channel code, i.e., a protograph code, while the low-priority
part is encoded by a double protograph code.
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double protograph code is increased as K becomes larger in

the low-SNR region. However, the error floor emerges for both

two cases in the high-SNR region (i.e., Eb/N0 ≥ 3.0 dB). This

error floor may vanish as K approaches infinite. Additionally,

at a BER of 2 × 10−5, the double protograph code with

K = 4000 has a gap of about 1.6 dB to the decoding

threshold.

B. Protograph-based JCPNC

Another attractive application of protograph code is in

JCPNC. Physical-layer network coding (PNC) has been pro-

posed in [151] to remarkably increase the throughput of

the straightforward network coding [152]. To enhance the

transmission reliability in networks based on PNC, the JCPNC

frameworks implemented by RA codes and LDPC codes

have been carefully designed over different types of channels

[153]–[155]. Here, we present the currently achieved results

of protograph-based JCPNC schemes in AWGN and fading

channels [121]–[123]. Further, we propose a joint finite-length

EXIT algorithm for analyzing such a JCPNC in AWGN

channels.

1) Protograph-based JCPNC in AWGN channels: The pro-

tograph codes have been firstly introduced to JCPNC in [121].

In that work, the authors have proposed a serial joint channel-

and-physical-layer-network decoding (JCPND) algorithm to

improve the performance of standard JCPND algorithm [154].

The superiority of the newly proposed JCPND algorithm

has been validated by the simulation results of the rate-

1/4 protograph-based RA codes. Subsequently, a classical

protograph code, i.e., the AR3A code, has also been applied

to AWGN and ergodic fading channels and has exhibited

good error performance [122]. However, the aforementioned

works have only provided the simulated error-performance

of protograph-based JCPNC schemes without conducting a

systematic investigation (e.g., theoretical analysis and design).

The main reason is that there is a lack of usable analytical tool

for such JCPNC schemes. Although the authors in [156] have

proposed an EXIT algorithm for RA-coded JCPNC schemes,

the algorithm is not applicable to protograph code because the

algorithm is based on the degree-distribution pair of codes.

In the following, we propose a joint finite-length EXIT

algorithm for analyzing the protograph-based JCPNC under

standard JCPND, in which the MI is traced on each edge of

the protograph.

We consider a JCPNC-aided two-way relay channel which

comprises two sources A,B, and one relay R. A and B

are to exchange message with the help of R. Assuming

that the two sources exploit the same protograph code of

length N , i.e., CA = CB = (vA/B,1, vA/B,2, . . . , vA/B,N ), to

encode the source information. The transmission scheme for

JCPNC includes two stages: In the 1st stage, the two sources

transmit their corresponding BPSK-modulated signals, i.e.,

xA,j = (−1)vA,j and xB,j = (−1)vB,j , to R simultaneously.

Then, R decodes the XORed message vR,j = vA,j ⊕ vB,j

and retrieves the corresponding information bit uR,j . In the

2nd stage, uR,j is re-encoded and broadcasted to A and B.

In this subsection, we restrict ourselves to the 1st stage as in

[153]–[155]. The received signal at R is given by

yR,j = xA,j + xB,j + nR,j , (18)

where nR,j ∼ N (0, σ2
n) is the Gaussian noise. We also assume

that xR,j = (−1)vR,j is the BPSK-modulated signal of vR,j .

In the absence of noise, there are three possible val-

ues for the received signal, denoted by sj = [xA+B,j =
xA,j + xB,j : xA/B,j = {1,−1}] = [sj,0, sj,1, sj,2] =
[2, 0,−2]. According to [153], [154], we set the a-priori

probability of sj,0, sj,1, and sj,2 to 1/4, 1/2, and 1/4, re-

spectively. Then, the channel initial (probability) message is

promptly obtained as gj = [gj,0, gj,1, gj,2], where gj,µ =
β exp(−(yR,j − sj,µ)

2/(2σ2
n)), for µ = 0, 2, and gj,µ =

2β exp(−y2R,j/(2σ
2
n)) otherwise17. Here β is a normalization

factor to keep
∑2

µ=0 gj,µ = 1. Based on the channel initial

message g = {gj} = {g1,g2, . . . ,gN}, R can decode the

XORed codeword CR = (vR,1, vR,2, . . . , vR,N ) by using the

JCPND algorithm on an equivalent Tanner graph [153], [154].

Similarly to [156], we define two types of LLRs in

protograph-based JCPNC for the joint finite-length EXIT

analysis. Given a message of the j-th VN/CN for JCPNC,

i.e., pj = [pj,0, pj,1, pj,2], the primary LLR is defined as

Lj = ln[Pr(xR,j = 1|yR,j)/Pr(xR,j = −1|yR,j)] =
ln[(pj,0 + pj,2)/pj,1] while the secondary LLR is defined as

ρj = ln[Pr(xA+B,j = 2|yR,j)/Pr(xA+B,j = −2|yR,j)] =
ln(pj,0/pj,2). Therefore, the primary and secondary channel

LLRs are expressed by Lch,j = ln[(gj,0 + gj,2)/gj,1] and

ρch,j = ln(gj,0/gj,2), respectively.

Remark: The major difference between the EXIT for channel

coding and joint EXIT for JCPNC is that the former one

is only related to the primary LLR, while the latter one is

dependent on both the primary LLR and secondary LLR.

For protograph-based JCPNC, one can easily demonstrate

that the (output) extrinsic primary LLR values of VND/CND

approximately follow a symmetric Gaussian distribution, while

the probability density function (PDF) of the extrinsic sec-

ondary LLR values of VND/CND is not a Gaussian-like

distribution. This conclusion is consistent with that of the

RA-coded JCPNC [156]. Consequently, we can evaluate the

a-priori primary LLR of an XORed VN/CN as

LAv/Ac(i, j) = (σ2
Av/Ac,j/2)xR,j + nL,j, (19)

where nL,j ∼ N (0, σ2
Av/Ac,j) is the Gaussian-distributed

random variable.

To simply the analysis, we assume that the decoder knows

the perfect a-priori secondary LLR of an XORed VN/CN as

in [156], such that

ρAv/Ac(i, j) =







+Ω if xA+B,j = 2,
0 if xA+B,j = 0,
+Ω if xA+B,j = −2,

(20)

where Ω denotes a sufficiently large positive value and is set

to 20 in our analysis. This secondary LLR model leads to an

upper-bound for the extrinsic MI of VND/CND.

Assuming that a protograph code with an M × N parity-

check matrix H = (hi,j) is used as the channel code of

17Note that gj = [1/4, 1/2, 1/4] if the VN is punctured.
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JCPNC, we can plot the finite-length EXIT curves of the VND

and CND for the protograph-based JCPND, respectively, as

follows.

Calculating the extrinsic MI output from the VND

(1) For a given Eb/N0, we randomly generate two sequences

of information bits for A and B and encode them by the

same protograph code. The modulated sequences {xR,j}
and {xA+B,j} are readily formed by using the coded bits

{vA,j} and {vB,j}. Then, for j = 1, 2, . . . , N , the channel

initial message of vR,j is derived as gj = [gj,0, gj,1, gj,2].
(2) For a given average a-priori MI IAv ∈ [0, 1] for the

N XORed VNs, we calculate the variance σ2
Av of the

average a-priori primary LLR using [88, eq.(4)] based

on the symmetric Gaussian assumption. Next, for i =
1, 2, . . . ,M and j = 1, 2, . . . , N , we generate the a-priori

primary LLR LAv(i, j) and secondary LLR ρAv(i, j)
exploiting (19) and (20), respectively, if hi,j 6= 0.

(3) Combining LAv(i, j), ρAv(i, j), and
∑2

µ=0 pAv,µ(i, j) =
1 yields the corresponding a-priori message pAv(i, j) =
[pAv,0(i, j), pAv,1(i, j), pAv,2(i, j)].

(4) The sequences {gj} and {pAv(i, j)} are passed through

the VND to become the sequence of extrinsic message

{pEv(i, j)}. The relationship among them can be ex-

pressed as pEv(i, j) = FVND(gj ,pAv(i, j)), where FVND

represents the probability-message processor of VND.

(5) For i = 1, 2, . . . ,M and j = 1, 2, . . . , N , we can easily

obtain the extrinsic primary LLR LEv(i, j) based on

pEv(i, j) if hi,j 6= 0. Further, the average extrinsic MI

corresponding to the sequence {LEv(i, j)} is evaluated as

[17]

IEv =
1

2

∑

τ={−1,1}

∫ ∞

−∞

fEv(ξ|XR,j = τ)

× log2
2fEv(ξ|XR,j = τ)

fEv(ξ|XR,j = −1) + fEv(ξ|XR,j = 1)
dξ,

(21)

where fEv(ξ|XR,j = τ) is the conditional PDF of se-

quence {LEv(i, j)} given XR,j = τ .

(6) Repeat Steps 1 ∼ 5 to obtain a sufficient set of IEv values.

We then calculate the mean and variance of IEv as E[IEv]
and var[IEv], respectively. In particular, the mean value

E[IEv ] is considered as a typical MI value for all the finite-

length codewords.

(7) Execute Steps 1 ∼ 6 for different values of IAv ∈ [0, 1]
to get an EXIT band for VND, which includes an ex-

pected EXIT curve (IAv,E[IEv]), an upper-bound curve

(IAv,E[IEv ] + 3
√

var[IEv]), and a lower-bound curve

(IAv,E[IEv ]− 3
√

var[IEv]).

Calculating the extrinsic MI output from the CND

Likewise, one can also obtain an EXIT band for the CND

through a similar way. We represent the expected EXIT curve,

upper-bound curve, and lower-bound curve of the CND as

(IAc,E[IEc]), (IAc,E[IEc]+3
√

var[IEc]), and (IAc,E[IEc]−
3
√

var[IEc]), respectively.

Based on the aforementioned description, the block diagram

of the finite-length EXIT algorithm for the protograph-based

JCPND is shown as Fig. 25, where “MPC” and “PMC” are

VNDjg

MPCIAv
 !,Av i jp

PMC
 !,Ev i jp IEv

(a)

CNDMPCIAc

 !,Ac i jp
PMC

 !,Ec i jp IEc

(b)

Fig. 25. Block diagram of the finite-length EXIT algorithm for the protograph-
based JCPND. (a) Calculation of the extrinsic MI output from the VND and
(b) calculation of the extrinsic MI output from the CND.
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Fig. 26. EXIT bands and actual decoding trajectory of the AR3A-coded
JCPNC scheme in an AWGN channel. The expected EXIT curves are denoted
by the solid lines while the upper-bound curves and lower-bound curves are
denoted by the dotted lines. The parameters used are R = 1/2, K = 1536,
and Eb/N0 = 2.8 dB.

used to denote the “MI-to-probability-message converter” and

“probability-message-to-MI converter”, respectively. Further-

more, the MPC and PMC are implemented by Steps 2 ∼ 3

and Step 5, respectively.

Remark: The EXIT band of VND is related to Eb/N0 since

it is directly connected to the channel, while the EXIT band

of CND is independent of Eb/N0.

Example 11: Consider a rate-1/2 AR3A code with infor-

mation length K = 1536, we plot the EXIT bands and actual

decoding trajectory of the protograph-based JCPNC scheme in

an AWGN channel at Eb/N0 = 2.8 dB in Fig. 26. We observe

that the EXIT bands can characterize the decoding trajectory

with reasonable accuracy. We also present the simulated BER

curves of the JCPNC schemes based on the rate-1/2 AR3A

code and (3, 6) regular LDPC code with information length

K = 1536 in an AWGN channel in Fig. 27. The results

indicate that the AR3A-coded JCPNC is remarkably superior

to the regular-coded one and exhibits excellent error perfor-

mance.

2) Protograph-based JCPNC in fading channels: Besides

the research in AWGN channels, the protograph-based JCPNC

has been considered under fading condition in [123]. In that

work, the interplay between the protograph-based JCPNC and

space-time block coding has been studied in ergodic fading

channels. To tackle the JCPND of the combined framework,



FANG et al.: A SURVEY ON PROTOGRAPH LDPC CODES AND THEIR APPLICATIONS 23

1.8 2 2.2 2.4 2.6 2.8 3
10

−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

Eb/No(dB)

B
E

R

 

 
Regular−coded JCPNC

AR3A−coded JCPNC

Fig. 27. Simulated BER curves of the AR3A-coded and the regular-coded
JCPNC schemes in an AWGN channel. The parameters used are R = 1/2
and K = 1536.

a novel precoding scheme has been proposed and a sim-

plified updating rule of LLR in the JCPND algorithm has

been developed. Moreover, the corresponding asymptotic BER

formula has been derived and will be useful for the design of

protograph-based JCPNC schemes in such channels.

However, thus far, there is no related work on optimizing

protograph codes for JCPNC schemes in neither AWGN nor

fading channels.

C. Conclusion

In this section, we have introduced two attractive appli-

cations of protograph codes, namely the protograph-based

JSCC and protograph-based JCPNC. We have first summarized

the state-of-the-art in protograph-based JSCC schemes in

Sect. V-A. Afterwards, we have concluded the achievement of

protograph-based JCPNC schemes in Sect. V-B. Moreover, a

novel joint finite-length EXIT algorithm has been proposed in

the same subsection to analyze the convergence performance

of protograph-based JCPNC schemes in AWGN channels. The

algorithm should therefore facilitate the related design work.

VI. CONCLUDING REMARKS AND FUTURE LINES

A. Concluding Remarks

In this treatise, we have conducted an insightful survey of

the associated literature, which is related to the protograph

codes and their applications. We have considered the design

and analysis aspects of such codes in various transmission

scenarios and their meritorious variants, as well as their appli-

cations to JSCC and JCPNC. We have limited our elaboration

to the encoding design and assumed that the decoder was

implemented by the BP algorithm.

To be specific, we have firstly presented the background of

LDPC codes, the basic principles of protograph codes as well

as their analytical methodologies. Then, we have provided the

corresponding guidelines for the design of good fixed-rate and

RC protograph codes, which possess both fundamental-limit-

approaching error performance and linear-minimum-distance

property, in AWGN channels, ergodic fading channels, non-

ergodic BF channels, PR channels, and Poisson PPM channels,

respectively. The results have indicated that the designed pro-

tograph codes exhibit more excellent performance with respect

to existing counterparts in the above-mentioned channels.

In addition to the design and analysis aspects, the applica-

tions of protograph codes to JSCC and JCPNC frameworks

have been extensively discussed in both AWGN and ergodic

fading channels. Particularly, a novel joint finite-length EXIT

algorithm has been developed for protograph-based JCPNC

systems in AWGN channels. The algorithm can be considered

as an efficient theoretical tool for the optimization of such

systems.

In general, the protograph codes have shown their su-

periorities for use in a variety of communication and data

storage systems, such as deep-space communication systems,

wireless communication systems, and magnetic recording sys-

tems. Also, this type of codes possesses some promising

characteristics to become a good candidate for JSCC and

JCPNC.

B. Future Lines

This paper has offered an overall review of the research

progress of protograph codes since the invention of them. This

type of codes has already proposed for the next generation up-

link standard of the Consultative Committee for Space Data

Systems due to the excellent performance and low complexity.

Beyond any doubt, protograph codes may find more employ-

ment in a significant amount of other potential applications and

be included in other new standards in the future. Nonetheless,

the study on protograph codes was launched in 2003 and this

type of codes has just been undergoing development in recent

ten years, there exist various open problems that need to be

addressed. Some of them are listed as follows.

1) As mentioned in Sect. II and Sect. III, non-binary pro-

tograph codes have been introduced in AWGN channels

[66]. The non-binary protograph codes can outperform

their binary counterparts in some cases and are more

easily combined with high-order modulations. Accordingly,

a strong focus on extending the design of protograph

codes to the non-binary domain in other types of channels,

e.g., ergodic/non-ergodic fading channels, is certainly to be

expected.

2) Although the performance of protograph codes has been

well investigated in point-to-point, SIMO, and relay fading

channels, these architectures may not be enough to satisfy

the requirement of the modern wireless communications.

One of the ambitious goals of the next-generation (5G)

wireless communication systems is to reliably provide

very high data-rate transmission to multiple users simul-

taneously. Hence, the design of protograph codes for

multiple-input multiple-output (MIMO) systems, which are

considered as a critical technique for 5G, will be much

appreciated.

3) To overcome the limitation of storage density in conven-

tional data storage systems, bit-patterned media has been

proposed [157]–[159]. Unfortunately, this results in se-

vere inter-track interference and the corresponding system
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should be re-described as a two-dimensional PR channel,

which comprises both ISI and inter-track interference.

Till now, the protograph codes have been successfully

optimized for one-dimensional PR channels, but their per-

formance in two-dimensional PR channels is not well

understood and can be served as a future line.

4) FEC is a key enabling technique for the next-generation

optical communication systems. As a type of superior FEC

codes, LDPC codes have been widely used in such sys-

tems [37], [160]. Since protograph codes can accomplish

capacity-approaching performance with high code rate (i.e,

R ≥ 4/5), which fits well with the requirement for optical

communication systems, they have potential to become

an efficient solution to realize reliable communication in

optical transport networks.

5) According to Sect. V, the construction and analytical

methodologies of protograph-based JSCC and JCPNC have

been proposed for several channel conditions. Further de-

velopment on the aforementioned two areas will focus on

the optimization of protograph-based JSCC and JCPNC

using the joint EXIT-chart-based methods so as to approach

their corresponding capacities, respectively.

6) Finally, we anticipate that another potential research area

is systematic study of the variants of protograph codes.

For example, as a rateless relative of protograph codes,

PBRL codes have been proposed recently [75], which have

a similar structure to the Raptor codes. Rateless codes,

e.g., Raptor codes [161], provide a more flexible way for

channel coding and are very suitable for scenarios where

channel state information is unavailable at the transmitter

terminal. Therefore, more effort may be devoted to in-depth

investigation on the existing variants of protograph codes

as well as developing other new meritorious variants in the

near future.
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