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A System Architecture Solution for Unreliable
Nanoelectronic Devices
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Abstract—Due to the manufacturing process, the shrinking of scale integrated circuits. In order to make future systems based

electronic devices will inevitably introduce a growing number of  on nanometer-scale devices reliable, the design of fault-tolerant
defects and even make these devices more sensitive to external in:

: ; ; architectures will be necessary.
fluences. It is, therefore, likely that the emerging nanometer-scale In 1952 N initiated th dv of usi dund
devices will eventually suffer from more errors than classical sil- n 1952, von Neumann initiated the study of using redundant

icon devices in large scale integrated circuits. In order to make Components to obtain reliable synthesis from unreliable com-
systems based on nanometer-scale devices reliable, the design gbonents, namely, the multiplexing technique [1]. It was then

fault-tolerant architectures will be necessary. Initiated by von Neu- - theoretically demonstrated that with an extreme high degree of
mann, the NAND multiplexing technique, based on @ massive du- o ndancy, the integration of unreliable logic units could be
plication of imperfect devices and randomized imperfect intercon- . . . .
nects, had been studied in the past using an extreme high O|egreemade reliable. I.n hIS. constructl.on., von .Neumann congldered
of redundancy. In this paper, thisNAND multiplexing is extended to  two sets of basic logic, the Majority Voting anehND logic,

a rather low degree of redundancy, and the stochastic Markov na- and assumed that they are not completely reliable, i.e., each of
ture in the heart of the system is discovered and studied, leading to them fails with constant probability. By using a bundle of unre-

acomprehensive fault-tolerant theory. A system architecture based i |6 gates functioning as an ideally reliable one, von Neumann
onNAND multiplexing is investigated by studying the problem of the ’

random background charges in single electron tunneling (SET) cir- proved that if the_failure probab!lity of th? gates are sufficiently
cuits. Our evaluation shows that it might be a system solution for Small and the failures are statistically independent, computa-
an ultra large integration of highly unreliable nanometer-scale de- tions may be done reliably with a high probability. However,

vices. the construction requires a large number of redundant compo-
Index Terms—Computer architecture, fault tolerance, Markov  nents, which was seen as a major shortcoming of this method.
processes, multiplexing, nanotechnology, stochastic system. In 1977, Dobrushin and Ortyukov provided a rigorous proof
to improve von Neumann'’s result [2], showing that logarithmic
I. INTRODUCTION redundancy is actually sufficient for any Boolean function [2]

_ _and, at least for certain Boolean functions, necessary [3]. This
T HIS PAPER presents an evaluation of teNd multi- 51 ment was later strengthened by Pippenger, Stamoulis and

plexing technique as originally introduced by von Neurgisikjis [4]. In 1980s, Pippenger proved that a variety of
mann [1]. Our evaluation leads to the possibility to calculaig,g|ean functions may be computed reliably by noisy networks
optimal redundancies for nanoelectronic system designs, usjagiring only constant multiplicative redundancy [5], [6]. Fur-
statistical analysis of chains of stages, each of which contaigsmore, it was shown that von Neumann's construction works
many NAND circuits in parallel. Basically, a singlRAND (O oy \when the failure probability per gate has a limit strictly
NOR) g.at.e design is sufficient for the !mplementat|0n OfacorTEmaller than 1/2, and that computations with failures due to
plex digital computer. Currently, logic gates are made of refyise proceed more slowly than in the absence of failures, since

sonably reliable field effect transistor (FET) circuits, howevey, ¢.4tion of the layers has to be devoted to correction [7], [8].

future logic circuits may be built up from less reliable devices, Current fault-tolerant techniques are basically built on redun-
among which the single electron tunneling (SET) technolog%}/ancy technologies:

is one of the most visible circuits dawning. The shrinking o .
nanometer-scale devices will introduce more defects in the man-* 1V -tuple modular redundancy (NMR) [1] (e.g., triple mod-
ufacturing process and make them more sensitive to external in- Ular redundancy or TMR [9]);

fluences such as cosmic radiation, electromagnetic interference,” "éconfiguration [10], [11]. _
thermal fluctuations, etc. Permanent faults may emerge du:.i}r@gb_‘ reconfigurable architecture is a computer architecture
the manufacturing process, while transient ones may sporfdlich can be configured or programmed after fabrication
neously occur during the computer’s lifetime. It is, thereford® implement desired computations. Faulty components are
likely that the emerging nanometer-scale devices will eventuafiftected during testing and excluded during reconfiguration.

suffer from more errors than classical silicon devices in largeeconfigurable computers have been successfully implemented
or the protection against permanent failures, mainly generated
" -t received June 6. 2002: revised Auaust 16. 2002. Thi ) during manufacturing, however, they are much less efficient in
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producing a majority vote at its output. With NMR the effect
of modest transient errors are effectively eliminated, however
some critical components (e.g., the Majority Voting logic in —D
TMR) have to be highly reliable. —
Since nanometer-scale devices will be much smaller than cur-
rent CMOS devices, the device failure rate increases due to
the limit of manufacturing and less amiable operating envirorlgi-g 1. Ananp multiplexing unit
ments. The unreliability of devices is crucial in that in some™ ™ '
cases it prevents promising nanometer-scale devices from being . ]
used in large-scale applications, such as the SET technology!f}# corresponding set for the second input bundle; and ez
fluenced by random background charges [13]. In this paper, W€ corresponding set for the output bundle. _
seek fault-tolerant architectures for unreliable nanoelectronicASSume that the failure probability ofrenD gate is a con-
devices, by extending the study of von Neumamn#sip mul-  Stante and assume that the type of fault thend makes is that
tiplexing to a rather low degree of redundancy. The problem BfinVverts its output; i.e., acts as amp gate (a von Neumann
the random background charges in SET circuits is addressed@@)- Let (X, Y, Z) have (z- NV, 7- N, z- N) elements. Clearly
study a system architecture basedwnp multiplexing as a so- (z, 5, z) are relative levels of exmtatlc_m of the two mput _bun—
lution for the integration of unreliable nanometer-scale deviced€s and of the output bundle, respectively. The question is then:
Within a digital computer, the bulk of the logic gates is spel’ﬁ’hat is the distribution of the stochastic variable terms of
on memory and caches. The processor itself is made fronihg givenz andy ?
number of functional units, each of which can be separated intg?Vith an extremely largév, von Neumann had concluded that
function blocks. Let us assume that the function block on tieiS @ stochastic variable, approximately normally distributed
most refined level evaluates its inputs and produces a stabib He also gave an upper bound for the failure probability
output within one clock cycle. Within this function block, manyPer gate that can be tolerated, = 0.0107. Recently, it was
logic circuits may be cascaded, however to avoid timing profown that if eacluanD gate fails independently, the tolerable
lems (hazard) usually the number of circuits cascaded and heffégshold probability of each gate will kg = (3 — V7)/4 =
the possible paths from inputs to outputs through the varioid38 56 - --[14] (although this result is obtained by formulas
logic circuits is kept within bounds, and hence their path lengti§gnstructed from noisyanD gates rather than circuits). In other
are similar. Such function blocks are found everywhere in ti{¥°rds, according to von Neumannif> &, the failure prob-
processor and in memory. In this paper, we make an abstractiity of the NAND multiplexing network will be larger than a
of such a function block and assume at first, to be able to maikéd. positive lower bound, no matter how large a bundle size
a statistical analysis, that it is made entirely outatages ofy 1V is used.
paralleINAND gates. In a design with unreliable logic, the upper ) .
bound is that we must replace each logic gate withV unre- B- The Restorative Unit
liable — hopefully much smaller — gates. However, we hope to If we assume that the two input bundles have almost the same
prove in future work, that due to the logic design of the functiostimulated or nonstimulated levels (which is likely in circuits),

NAND

block, we may end up with less redundancy. it is then intuitively known that:
The paper is organized as follows. Von Neumanwsip « if almost all lines of one input bundle are stimulated and
multiplexing theory is briefly reviewed in Section Il, and isex-  almost all lines of the other bundle are nonstimulated, then

tended to a rather low degree of redundancy in Section lll. In  the error probability of the output bundl&AND; hence,
Section IV we study the stochastic Markov nature of a multi-  the probability of the number of lines that are nonstimu-

stage multiplexing system, and in Section V we give discus-  |ated) will approximately be the same as the error proba-

sions. In Section VI the application ofaND multiplexing to bility in either one of the input bundles;
be used in a nanoelectronic computer architecture is addressed. if almost all lines of both input bundles are nonstimulated,
Section VII concludes the paper. then the error probability of the output bundiga(D;
hence the probability of the number of lines that are non-
II. VON NEUMANN'S THEORY ON NAND MULTIPLEXING stimulated) will be smaller than the error probability in

either one of the input bundles;
« if almost all lines of both input bundles are stimulated,
Consider aNAND gate. Replace each input of theND gate then the error probability of the output bundlea{D;
as well as its output by a bundle &f lines, and duplicate the hence the probability of the number of lines that are stim-
NAND N times, as shown in Fig. 1. The rectangle U is supposed ulated) will be larger than the error probability in either
to perform a “random permutation” of the input signals in the  one of the input bundles.
sense that each signal from the first input bundle is randomlyFor this last case, we need a unit that restores the original
paired with a signal from the second input bundle to form th&imulation level without destroying thenD function.
input pair of one of the duplicatedaND’s. Von Neumann had built a multiplexing system with two types
Let X be the set of lines in the first input bundle being stimusf units, the first being the executive unit, which performs the
lated (a logic TRUE or “ 1 "). ConsequentlyN(— X) lines are NAND function and the second a restorative unit which annuls
not stimulated (they have the value FALSE or “ 0 ”). Détbe the degradation caused by the first one [1]. The restorative unit

A. ANAND Multiplexing Unit
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N output lines of theuaND multiplexing unit being stimulated
could be approximately a Poisson distribution.

If both inputs of theNAND gates are expected to be in stimu-
lated states, the stimulated outputs are then considered as faulty
ones. To evaluate the effect of faults, the probability of possible
errors below an acceptable threshold level, Pék; < x), needs

to be computed. Since the number of the stimulated outputs is

a stochastic variable, which comply with the binomial distri-

Fig. 2. NAND multiplexing system. bution, the De Moivre-Laplace Theorem [15], whéhis ex-
tremely large an® < z < 1, applies

was made by using the sameND multiplexing technique while kN3 S

duplicating the outputs of the executive unit as the inputs. To Jim P{ ——— 2 <\ — / 24 (5)

keep theNaND function, the multiplexing unit was iterated to ¥~ Nz(1-2z) J—oo V21

give the effective restoring mechanism [1], see Fig. 2. replacing

[ll. ERRORDISTRIBUTIONS IN A MULTIPLEXING UNIT =2 Nz (6)

A. An Alternative Method Nz(1-2)
TheNaND multiplexing unit was constructed as Fig. 1. In thighen
section an alternative method is given to extend the study of the 9” 1 _ _Nz =)
: _ _ g : y Bk < x)= . 1/2(t Nz/y/NH1 )) 0t
NAND multiplexing technique from an extreme high degree to Joo V21 /NZ(1 - 2)
rather low degree of redundancy. 7)
Let us consider a singleanD gate in theNAND multiplexing  The probability density of can be obtained now as:
scheme. We still assume that there aré and4 N input lines s
stimulated. If the error probabilities in the two input lines are f(f) = 1 871/2((1671\’2)/\/%(172)) )
independent, the probability of the output of tenD gate that V2my\/NZ(1 - 2)

is foﬁuﬁnd stimul_ated (by at least one nonstimulated input) is This shows that the probability of the number of stimulated
1—zy (assuming that theanD gate is fault-ree). If eachAND outputs (event 1) of theaND multiplexing unit could be ap-

gate h"’?ls. a pfrpbabilitzy of ”.‘aki”‘-?’ a Evon l\'le.umann) error, theproximated by a normal distribution with meaz and stan-
probability of its output being stimulated is: dard deviationy/Nz(1 — z), when N is extremely large and

z=(1-2zy) +e(275 - 1). 1) 0<z<l1.

For other types of faults (such as fault models Stuck-at-0 aﬁ’d Numerical Evaluation

Stuck-at-1)z has slightly different appearance, however, at first Consider next the fault distribution of thenb multiplexing
it is reasonable to take the von Neumann model as represeniait for different N ande within certain ranges. We assume
tive. that the largest possible error ratéor a future nanoelectronic
For eactNAND gate, thus, the probability of the output to b&ystem is 0.1, meaning that one of ten devices is faulty on av-
stimulated (event 1) ig and the probability to be nonstimu-erage. Consequently, theunder investigation will be in the
lated (event 0) ig — z. If the N NAND gates function indepen- range of [0,0.1]. We further assume that the input excitation
dently, the entirelAND multiplexing unit constitutes a Bernoulli rates are identical to each other, i2+= y. This is often true
sequence. The distribution of the probability of stimulated oufor circuits using similar devices. Hence, the fault probability of
puts is, therefore, the binomial distribution. The probability gPne output of thelAND multiplexing unit, i.e., the probability of

exactlyk outputs being stimulated is then an output line being stimulated, becomes
z=(1-3%)+e(22%-1). 9
P(k) = (jlj) (1 —z) Nk, (2) ( )+ e ) ®)
For simplicity, we assumg&’ = 1 — z. Replacingz with z’

When N is extremely large and is extremely small, the in (9)
Poisson Theorem gives us

Z=(2e—1)3?+2(1 —2)7 +e¢. (10)
Yk ,—X
P(k) = lim N ok 1 7\N-F — Ale Fore € [0,0.1], the formula (10) is monotonically-increasing as
(k) Z5(1-2) @)
N—oo k! z' varies from 0to 0.5. For a typical, say, 0.1z € [0.19, 0.25).

This condition does not favor a conclusion in the direction of a
Poisson distribution.
\= Nz (4) We proceed with a study on the approximation of a Poisson
and a Normal distribution to the binomial distribution for dif-
Given N extremely large and extremely small, therefore, ferent sizes of theAND multiplexing unit, i.e., for differentV.
the distribution of probability of exactly: outputs from the We first takeN = 1000. Specifyingz = 0.8 ande = 107 %,

where
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the probability (density) of the binomial, Poisson, and Norm?l Therefore, in terms of the probability (density) and the cumu-

distribution against the number of faulty outputs are plotted |ﬁtlve probability distribution, the error probability of thanb

Fig. 3. As the probability of possible errors below an acceprt‘jumlolex'm:J unit can be approximated by the Normal distribu-

able threshold leveP(k < z) is an important feature to eval-1o" when.' > 1000.

uate the approximations, the cumulative probability distribution

P(k < z) for the binomial, Poisson and Normal distribution V. ERRORDISTRIBUTIONS IN A MULTISTAGE SYSTEM

are plotted as well, in Fig. 4. We can see that in both figures For ModestV(IV < 1000)

the Normal distribution is in good accordance with the binomial . . .
distribution, while the Poisson distribution is not. The approx- we hgve dliscu§sed the s_et—up O¥AND mulUpIexmg system
imation for the Normal distribution is very well kept whean as depmted in Fig. 2, which execute; mult!pﬂeND opera-
varies in the range [0.7,0.9] andvaries in the range [0,0.1]. tions in parallel. If there aré, of the N incoming lines stim-

Obviously, the largetV is, the better the approximation. ¥ ulated for both inputs of the executive unit in tkenD multi-
is large enough, the error probability of tkeND multiplexing plexing system, and easianD gate has a definite probabiliy

unit is approximately normally distributed. of making a (von Neumann) error, according to (1) and (2), the

Now consider the case that — 100. We still seft — 0.8 and probabilities of the stimulated outputs, k-, andks of the three

e = 10~*. The fault probability and cumulative distributionsmUItIpIexIng units in cases of the corresponding stimulated in-
utskg, k1, andk, are given by

are shown in Figs. 5 and 6, respectively. In Fig. 5, the prob%—
bility density of the Normal distribution fits in quite well with N
the samples of the binomial distribution. As the total samples Py (ky|ko) :<k >§f1(k0)(1 - z1(ko))N "R (11)
N is not so large here, on the other hand, the discrete binomial L
distribution is no longer appropriately described by the Normal Py (kalk1) = (N) zgz(kl)(l — Zo(ky))N R (12)
distribution. Therefore, as shown in Fig. 6, neither Normal nor k

Poisson gives good approximation to the binomial for the cu- (NN _k, _ Ne—ks
mulative distribution. Ps (ks|kz) = e (k2)(1 = 2z3(k2)) (13)
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where [0,1,2,... N—1, N]. If we name this variablg,, wheren is the
B\ 2 index of the multiplexing unit, the evolution &f, in the NAND
Z1(ko) =(1 —€) — (1 — 2¢) <_0> (14) multiplexing system_is a stochastic process. With fixécnd
N , e, the distribution of,, for everyn is totally determined by the
o ky number of stimulated inputs of theh multiplexing unit. This
Za(k1) =(1—¢) = (1 - 2) (ﬁ) 159 can be mathematically described by
ko \ ~ ~ ~ ~
Z3(k2) =(1 —¢) — (1 - 2¢) (ﬁ) . (16) P (&, € Alér =k1,& = ko, ... &mt = k1)

. . o =P (En € A|En71 = k'nfl) . (27)
Noting the stochastic nature &f, ko, andks, the probabili-

ties of them being stimulated in all cases are then obtained by Equation (27) is the condition for a stochastic process to be a

Markov process. The evolution gf, in the NAND multiplexing

N
_ system, therefore, is a Markov process, or a Markov chain for
Pu(ky) = kz_o Pr (kafko) P2 (ko) (17) discrete states and parameters.
ONT In a stochastic Markov chain, the transition probability, which
Po(ks) = Z Py (kalky) Py (k1) (18) indicates_ the conditio_nall probability from one specifi_e_d state to
=0 another, is the most significant factor. Since the transition proba-
N bility matrix W for eacht,, is identical and irrelevant with regard

Ps(ks) = Z Py (ks|ks) Pa(ks). (19) fto_r_z, én evolv_e_s as_ahom_ogeneous Mar_k_ov chain. T_herefore_, an
initial probability distribution and a transition probability matrix
o _as(22) are sufficient to get all output distributions.

In (17)-(19) the most significant parts are the conditional |f a nanD multiplexing system has individual stages in se-
probabilities, P3(ks|k2), Pa(kz|ki) and Pi(kilko) (Which ries and its transition probability matrix is given by (22), the
is Py (k1) with fixed ko). For any identical set of inputs andoytput distribution of it is then
outputs, all the three conditional probabilities are the binomial
distribution with identical parameters, i.e. P, = P 0" (28)

k2=0

P (ki|ki—1) = (g

)zk’ (ki—1)(1 — 2(ki—1))N~%  (20) ~ TheNAND multiplexing system with one executive and two
l

restorative stages can be described as three stochastic variables

where &1, & and&s. In principle a system with arbitrary number of
) NAND multiplexing stages, say; = 5,7,9,..., can be built
Z(ki—1) = (1 —¢) — (1 — 2) <kl—1> _ (21) (note that the odd number is necessary to keepitn® func-
N tion). Whenn gets large @™ approaches a constant matfix
Therefore, &N + 1) x (N + 1) matrix ¥, whose elements €.
are P(kilki—1), ki,ki—1 € [0,1,2,...N], can be made as . n_
shown in (22), so that all conditional probabilities for any set nlinio vi=m (29)
of (k1, k1) are included Each row ofr is identical. This indicates that, asbecomes
P(0j0) P(1j0) P(2/0) .... P(N|0) extremely large, not only the transition probabilities inaD
P(0|1) P(1]1) P(2]1) .... P(N|1) multiplexing system will get stable, but also the output distribu-
¥ = P(02) P(12) P(2]2) .... P(N|2) (22) tionwillbecome stable andindependent of the number of mul-

tiplexing stages.
P(O|N) P(1|N) P(2|N) .... P(N|N).
C. N is Rather Large v > 1000 )

If N is rather large¥ 1000), the output error of eaciaNnD
Py = [po,p1,p2 - .- PN] (23) multiplexing stage is approximately normally distributed. If for
thelth multiplexing stage there afg_; stimulated inputs and

wherep; is the probability of inputs being stimulated, the stim-5cqrdinglyk; stimulated outputs, according to (8) the proba-
ulated output distributions of (17), (18) and (19) are given bybility density ofk; is given by

Accordingly, given a fixed input distribution

Py =[P1(0), P(1),... Pi(N)] = Po® (24) 1 —1/2(k =Nz (k1) /s(ki 1))
Py =[Py(0). Po(1),... Po(N)] = Pow?  (25) S (hilkim) = et e VbR (30
P3 =[P3(0), P3(1),... P3(N)] = Po¥>. (26)
where
B. A Stochastic Markov Chain s(ki—1) =/ Nz(ki—1)(1 — 2(ki_1)) (31)

) =-e) - (-2 (1) @)

The number of stimulated outputs of eagtND multiplexing
stage is actually a stochastic variable and its state spate-is
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Then the probability of the multiplexing stage havikgstim-
ulated outputs under the condition bf_; inputs is approxi-

]

1.00 4
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mately f;_" 0.95-. /././-———-
P (kilki-1) = f (kilki—1) Ak, ... Ak ~ 1. (33) Z ] /
2 R -1 | |
The probability ofk; outputs being stimulated in all cases for g " —=—N=10
0 < k_; < Nisthen S [0.80- N=100
2 N=1000
N %0.75—
= Y P(klki—y) P(ki-). (34) 5]
ki—1=0 a | L
Replacing R T T R T
Plk) = f(k) Ak (35) [ The number of multiplexing units (n) |
1) = J (R
and Fig. 7. Error distribution versus number of stages.
P(ki—1) = f(ki1)Dk (36) —od  a \ .
we have in all cases that the probability densitykputputs g " R
being stimulated is Ml \
N % 0.6 -
Z I (kilki—1) f(ki—1)Ak. (37) [ e N=10 ‘
ky_1=0 5 |04 N=100
5 N=1000
In the limit we obtain £\,
=
v g
= /0 f (kalki—1) f(ki-1)dk. (38) Eon-
Equation (38) is an inductive expression, from which conclu- 5 8 7 6 5 4 3 2 4 0

sions on the outputs of anyaND multiplexing system can be | The error rate of an individual NAND (10) |

derived from its initial inputs. As the number ®RND multi-
plexing stages increase, however, it becomes extremely hardo®:
be computed. A practical way is to use the mean of the previous
outputs as the fixed inputs of the successive stage. for a varying number of error ratesof the NAND circuits can

If, for example, there is aAND multiplexing system with be studied in this specific case. In Fig. 8 the probability distri-
N =1000and = 10°, given that 90% of the initial inputs are bution of errors less than 10% are drawn against the error rate
stimulated, the stimulated outputs are approximately normathy an individualNAND gate, withn. = 7. It is obvious that the
distributed, with a mean of 71 and a standard deviation of 8. NAND multiplexing system has a better fault tolerance when the
bundle sizeN grows. The tradeoff, however, has to be made
between performance and redundancy. Another conclusion is
that theNAND multiplexing technigue hardly works when the
error rate of basic logic devices approaches 0.1 (this value is
0.08856 - - - in [14]).

Error distribution versus error rate oNanD.

V. DISCUSSION

We now study the fault tolerance of aND multiplexing
system while we vary the 1/0O bundle sizes. It might be inte
esting to evaluate the performance ofvaND multiplexing
system withe = 10~ ° and 90% of its inputs stimulated, and the
probability that no more than 10% of its outputs is stimulated. VI
A system with more restorative stages is investigated as well.To give an example of how the suggested fault-tolerant archi-
The probability distributions versus the number of multiplexintgcture is applicable to nanoelectronic systems, we address the
stages are shown in Fig. 7 for different bundle siZés= problem of random background charges in SET circuits. SET
10, N = 100, andN = 1000. Let us take an example withdevices and circuits have been widely studied as one of those
N = 100. The probability that less than 10% of the outputs rospective substitutions to CMOS digital logic and memory
faulty (stimulated) is approximately 0.70 in a 3-stage systefh3]. With appropriate configuration a simple SET circuit can
while this is 0.99 in a 7-stage system. As the number @&finction asNAND logic, as shown in Fig. 9 [16]. The SENAND
multiplexing stages increases, it shows that the reliability of ttgate consists of a single tunnel junctiéh and one capacitor
signals greatly improves, but, on the other hand, the rate of thg as well as two input capacitors. When properly functioning,
improvement is getting smaller. the output voltage is either low when both the inputs are high,

If we pick the number of multiplexing stages to he= 7, or high in other cases. A so called island is created, so that
then the system has a good performance while the requiredtles single electron can tunnel from and to it through the junc-
dundancy (V) is not too high. The fault tolerance of the systention. The island can be made as small as a few nanometers,

APPLICATION
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. nanochip can be calculated to be 0.9, at the expense of hundreds
) Uo of redundant components. This indicates that future nanochips

AR

_ snd T with 10'? devices, implemented using theND multiplexing
n, — 0 . . . . s
- {} o technigue, might be working at an acceptable reliability level,
Cin2) | Uout virtually having 18 ~ 10'° effective devices. This could be
+ + o] u T ;
c competitive in future nanoelectronics.
Uin,1 | Uin,2

VII. CONCLUSION

Fig. 9. An unreliablevanp implemented into SET circuits. A fault-tolerant technique, based on a massive duplication

of imperfect devices and randomized imperfect interconnects,

thus, an ultra dense system could be integrated. However, was comprehensively studied. Withimanp multiplexing unit
fortunately, the SET circuit suffers from random backgroungith a given numbetV of identical NAND logic gates, input
charges. Impurities and trapped electrons in the substrate indga@r ratez, and the error rate of theanp logic beinge, the
image chargeg), on the surface of the island. @}, is compa- probability of the number of faulty outputs is theoretically a
rable withe (a single electron charge), the correct device funginomial distribution. It can be approximated by the Normal
tion ise destroyed. Optimistically with a minimum device dendistribution when is large & 1000). TheNAND multiplexing
sity of 10! /cm?, about one in 1000 devices will have a considsystem can have more stages to improve the fault tolerance. The
erable background charge fluctuatig@¢| > 0.1e) [13], i.e., error distributions evolve as a stochastic homogeneous Markov
e = 10", This is generally unacceptable for any VLSI systenprocess (chain).

However, if in future SET chips with 18 devices are eventu- A system architecture based SAND multiplexing is inves-
ally realizable, we could use theND multiplexing to achieve tigated by studying the problem of random background charges
fault tolerance. Although it is difficult to speculate on the archin SET circuits. Although the conceived fault-tolerant architec-
tecture of future nanochips, it seems plausible to make it a masre requires a rather large amount of redundant components,
sively parallel computer consisting of a large number of rath@mich makes it inefficient for the protection against permanent
simple processors with associated memories [17]. To evalug@lts, normally compensated by reconfiguration techniques, it
the reliability, we assume that each processor has a 10-bit outgiight be a system solution for ultra large integration of highly
and for each bit 40 logic devices are required. If we implemeqghreliable nanometer-scale devices affected by dominant tran-
the multiplexing with N = 250 in such processors, then irsient errors. In addition, this multiplexing technique can be im-
each processor there are’1fevices. We further assume thaplemented in combination with a reconfigurable architecture, so
a processor has a logical depth of 10, which is sufficient f@fiat the obtained system will be efficiently robust against both
general computation tasks, thus, accordingly,NAED multi- permanent and transient faults.
plexing will be repeated ten times. In this practical implementa-
tion, which has ten stages of multiplexing units, the restorative
mechanism is achieved by the successive multiplexing units,
therefore, the special restorative units would not be necessarilyf Ne authors would like to thank M. Forshaw of University
present and, hence, the redundancy level redudgsitomn- N CoIIe_ge London, UK for hls_frwtful contributions to the dis-
in an-stage system. For circuits with a few stages of logic, a§4Ssions. Th(aT editor and reviewers’ valuable comments were
ditional restorative stages could be needed to reach the requifédhly appreciated.
error bounds.
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