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• Key feature of WSNs:  I n-network data processing

 Reduce com m unicat ion between nodes and base stat ion

 Extend network lifet im e

• One alternat ive:  General-purpose event  detect ion

• Decide locally whether an applicat ion-specific event  occurred 
(e.g., “There’s a fire! ”  or “A pat ient  stum bled and fell! ” )

• Only t ransm it  confirm ed events to the base stat ion

• Avoid sending raw data from  sensors

I nt roduct ion /  Mot ivat ion
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Use Case:  Fence Monitor ing

• Sensor nodes at tached to fence m easure accelerat ion to detect  

security- relevant  events (e.g., int ruder clim bing over fence)

• Realist ic use case:  Access cont rol, perim eter security, …

• Suitable propert ies:

• Non-scient ific users, i.e., not  interested in raw data

• No m obilit y, i.e., m eaningful node posit ions

• Potent ially large deploym ents, i.e., long routes to base stat ion
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Basic Approach:  Pat tern Matching

1. Feature Ext ract ion:
• Ext ract  set  of descr ipt ive features 

from sampled raw data
• Examples:  Minimum, maximum, 

average, amplitude, durat ion, 
histogram, Fourier t ransform , …

• Exam ple:
• Amplitude values ext racted from 

accelerat ion data
 Good propert ies:

• Very descript ive in light  of type of 
sensor and use case

• Can be ext racted without  stor ing 
raw data

2. Classificat ion:
• Use ext racted features to deduce 

previously t rained event
• Combine features into feature 

vector and compare to prototype 
vectors of events

• Exam ple:
• Four prototype vectors established 

by averaging t raining data
• Classify feature vector by finding 

nearest  prototype vector
• I f feature vector is close enough to 

prototype, event  is recognized

• Distance to prototype indicates 
confidence of classificat ion
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Event  Detect ion in WSNs (1/ 2)

1. Raw Data Processing:

• Periodically sam ple sensors

• Filter, norm alize, and 

sm oothen data

• Cont rol sam pling frequency
 Preserve energy in phases of 

inact ivity

2. Feature Ext ract ion:

• Ext ract  applicat ion-specific 

set  of features from  raw data

• Select ion of appropriate 
features is part  of t raining
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Event  Detect ion in WSNs (2/ 2)

3. Feature Dist r ibut ion /  Fusion:
• Broadcast  features to n-hop 

neighborhood
• Usually n =  1 because radio range 

exceeds expansion of events

• Ret ransm it  features in case of 
t ransm ission failures

• Nodes m ay fail to receive packets 
during feature ext ract ion due to 
processing load

4. Classificat ion /  Report ing:
• Combine local and received 

features into feature vector

• Classify feature vector

• I f event  is configured as relevant , 
report  it  to base stat ion

• Otherwise, locally log event  for user-
init iated ret r ieval

• Base stat ion fuses classificat ion 
reports if necessary
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System Overview:  Training /  Detect ion

Georg Wit tenburg, Freie Universität  Berlin I PSN '10 14.4.2010

1. Training
• Expose sensor network to ser ies of t raining events
• Ext ract  all supported features and t ransm it  them to control stat ion

2. Setup
• Select  best  subset  of features, calculate prototype vector for  each event
• Configure nodes to only ext ract / t ransm it  selected features, setup prototype 

vectors

3. Event  Detect ion
• Detect  and report  events
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Feature Select ion (Overview)
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• Advantages of reducing the num ber of features:
• Less com putat ion required on nodes

• Less data needs to be t ransm it ted
 Saves energy, reduces probabilit y of packet  loss

• Two select ion steps:
• Only consider features that  are detected reliably

 Ensure that  physical effects of event  are pronounced enough at  
given distance from  center of event

• Select  only high quality features, i.e.,  those that  result  in 
dist inct ive prototype vectors
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Brief Example

• Setup:
• Nodes in a line, one feature ext racted 

per node

• Nodes are configured to recognize 
one single event

• I dent ified by prototype vector with 
three features:

1. Feature from neighboring node on 
the left

2. Feature from local node

3. Feature from neighboring node on 
the r ight

• Event  detect ion (on all nodes) :
1. Sample and process raw data

2. Ext ract  feature(s) ,

3. Dist r ibute features and calculate 
feature vector

4. Perform classificat ion

• Feature vector only matches 
prototype vector on node at  
locat ion of event

• Cent ral node detects (and reports)  
event ;  other nodes ignore event
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Experimental Evaluat ion – Setup
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• Sensor nodes at tached to fence of const ruct ion site
• One node per fence element  (3.5m wide, 2m high)

• Scat terWeb MSB sensor node:
• TI  MSP430 16-bit  m icrocontroller  (5 KB RAM, 55 KB flash)
• ChipCon 1020 radio t ransceiver (operat ing at  868 MHz)
• Freescale Sem iconductor MMA7260Q 3-axis accelerometer

• Four different  events
• Trained and evaluated with 15 samples per event

©2009 Google- ©Grafiken

2009 DigitalGlobe, GeoContent, AeroWest, GeoEye
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Experimental Evaluat ion – Events
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Results – Feature Select ion

• Seven nodes were reproducibly 
affected by events

• Reliability above threshold of 85%

• Features from nodes # 3 to # 9 are 
deemed reliable enough

• Quality-based feature select ion results 
in four features

• Events do not  propagate evenly in both 
direct ions on the fence

• Selected features:
• I D # 1:  Histogram  feature from  node # 5

• I Ds # 2 to # 4:  Am plitude features from  
nodes # 7, # 8, and # 9

• Selected nodes are close to locat ion of 
event

• Each prototype vector differs from any 
other one in at  least  one feature

• Feature select ion compensates for 
unevenness in propagat ion 
character ist ics
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Experimental Evaluat ion – Metr ics

• Sensit ivit y ( recall)  =  TP /  (TP+ FN)
• Proport ion of correct ly detected events 

in all events of that  type

• Specificity =  TN /  (TN+ FP)
• Proport ion of correct ly ignored events in 

all events of another type

• Posit ive Predict ive Value (PPV, 
precision)  =  TP /  (TP+ FP)

• Proport ion of correct ly detected events 
in all detect ions of that  type

• Negat ive Predict ive Value (NPV)          
=  TN /  (TN+ FN)

• Proport ion of correct ly ignored events in 
all detect ions of another type

• Accuracy                                          
=  (TP+ TN)  /  (TP+ TN+ FP+ FN)

• Proport ion of t rue results in the 
populat ion
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Results – Feature Fusion
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• Shake and kick events detected reliably
• All met r ics above 80% , accuracies of 93.3%

• Detect ion of lean or clim b events not  as accurate
• Sensit ivit y is comparat ively low, while specificit y remains high
• Too many events are falsely rejected due to prototype regions being too small
• Training runs were too sim ilar to each other, prototype regions only enclose part  

of required space

• Overall accuracy of 87.1%  after feature fusion
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Results – Classificat ion Fusion
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• Specificity, NPV, and accuracy decrease slight ly;  sensit iv ity and 
PPV decrease considerably

• Base stat ion counts incorrect  classificat ion from  other nodes, if
a) correct  classificat ion is falsely rejected on cent ral node, while incorrect  

classificat ion is reported from  another node
b) node reports incorrect  classificat ion higher confidence than that  of 

correct  classificat ion

• Overall accuracy of 74.8%
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Comparison with Pr ior Work
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• Im provem ent  over proof-of-concept  im plem entat ion

• Rule-based classifier, accuracy of 58.8%

• I m provem ent  of 28.8%  ( feature fusion, classificat ion fusion was 
not  supported)

• Unable to reach sam e level of accuracy as lab experim ents

• Manual feature sect ion, accuracy of 96.3%
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Conclusion

• System  for dist r ibuted event  detect ion in WSNs

• No external coordinat ion or processing required

• Trainable to detect  different  classes of applicat ion-specific events

• Event  detect ion accuracy shows im provem ents over prior work

• Setup of experim ents leaves room  for further im provem ent

• Open quest ions:

• Energy efficiency:  Purpose-built  sensing plat form  under 

developm ent

• Applicabilit y:  Medical applicat ions, com plex surveillance, …
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Out line

• Event  Detect ion in WSNs

• Dist r ibuted Pat tern Matching

• Feature Select ion

• Brief Example

• Deployment  /  Evaluat ion
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Feature Select ion (Feature Quality)

• Leave-one-out  Cross Validat ion 
(LOOCV) :

1. I terat ively pick one t raining feature 
vector from set  of vectors

2. Calculate prototype vectors using 
remaining vectors 

3. Check the classificat ion error of 
prototype vectors using selected vector

4. I terate over all possible vectors to pick, 
average classificat ion errors

 LOOCV averaged classificat ion error 
serves as qualit y m et r ic for features

• Feature select ion algorithm :
1. Start  with empty set  of features
2. Greedily select  feature with largest  

reduct ion in LLOCV error
3. Add this feature to set  of selected 

features
4. Repeat unt il no addit ional feature 

results in noteworthy reduct ion of error

 Configure sensor nodes with 
result ing set  of features
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Comparison with Pr ior Work
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Sources of Error
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Lessons Learned

Problem # 1:  Non-uniform  setup

• I r regular it ies in fence setup fence as 
deployed by const ruct ion workers

• Physical effects of events do not  
propagate evenly in all parts of 
deployment area

• Violates fundamental assumpt ion

Solut ions:
• Only deploy system in scenarios with 

uniform  propagat ion characterist ics
 Take greater care to properly connect  

fence elem ents to each other

 Unpract ical for product ion- level system , 
m ay require addit ional t raining of 
workers

• Train the events on several locat ions of 
the deployed system 
 Calculate prototype vectors based on 

data reported by sensor nodes in 
different  parts of deploym ent  area

Problem # 2:  Fam iliar ity with events

• Events were t rained in st r ict  order
• (15 x shake, 15 x kick, 15 x lean, 15 x 

clim b)

• Test  subjects became fam iliar with 
setup as t raining progressed

• Sample events grew sim ilar to each 
other, size of prototype regions 
decreased

 Lower sensit ivity for lean and climb 
events

Solut ions:
• I ncrease numbers of test  subjects 

and/ or sample events
 Training requires even m ore t im e

• Change t raining process to t rain one 
sample event  of each class
 Avoid bias in size of prototype regions 

without  com m it t ing addit ional resources
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