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Abstract

The paper poses video-to-video face recognition as a
dynamical system identification and classification problem.
Video-to-video means that both gallery and probe consists
of videos. We model a moving face as a linear dynamical
system whose appearance changes with pose. An autore-
gressive and moving average (ARMA) model is used to rep-
resent such a system. The choice of ARMA model is based
on its ability to take care of the change in appearance while
modeling the dynamics of pose, expression etc. Recognition
is performed using the concept of subspace angles to com-
pute distances between probe and gallery video sequences.
The results obtained are very promising given the extent
of pose, expression and illumination variation in the video
data used for experiments.

1. Introduction

Humans make use of face as an important cue for iden-
tifying people. This makes automatic face recognition very
crucial from the point of view of a wide range of commer-
cial and law enforcement applications. Although significant
work has been done [18], the current systems are still not
close to the human perceptual system. Traditionally, face
recognition research has been limited to recognizing faces
from still images. Most of these approaches discount the in-
herent 3-D structure of the face and therefore are very sus-
ceptible to pose changes. One way to overcome this is to
generate 3-D models using multiple still images or video
and then use them while testing any probe image. Even if
the resolution of the images/video is high (which is usu-
ally not the case), the face model generated by the known
techniques is usually far from perfect which makes this ap-
proach often not practical for face recognition.

Recently, methods based on multiple images/video se-
quences that do not involve creating an explicit 3-D model
have been suggested. Such an approach is supported by

many psychophysics works like [4], where authors argue
that a 3-D object is represented as a set of 2-D images (in-
stead of a 3-D model) in our brains. Leaving out the algo-
rithms based on simple voting, most of these methods make
use of either the natural variability in a face (due to vari-
ation in pose or expression) or the information present in
the temporal variation of face. In [3], Biuk et al recognize
a face from a sequence of rotating head images by com-
puting the Euclidean distances between trajectories formed
by face sequences in PCA feature space. The Mutual Sub-
space Method (MSM) proposed in [17], considers the angle
between input and reference subspaces formed by the prin-
cipal components of the image sequences (not necessarily
ordered) as the measure of similarity. This approach dis-
counts the inherent temporal coherence present in a face se-
quence that might be crucial for recognition. In [12], face
recognition is cast as a statistical hypothesis testing prob-
lem, where a set of images is classified using the Kullback-
Leibler divergence between the estimated density (assumed
to be Gaussian) of the probe set and that of gallery sets.
This method is based on the underlying assumption that
face recognition can be performed by matching distribu-
tions. However, two such distributions for the same sub-
ject might look very different depending on the range of
poses and expressions covered by the two sets. Moreover,
this approach is sensitive to illumination changes. In [9],
Liu et al learn temporal statistics of a face from a video
using adaptive Hidden Markov Models to perform video-
based face recognition. In [16], kernel principal angles, ap-
plied on the original image space and a feature space, are
used as the measure of similarity between two video se-
quences. Zhou et al[19] propose a tracking-and-recognition
approach by resolving uncertainties in tracking and recog-
nition simultaneously in a probabilistic framework. Lee et
al [7], in their recent work, represent each person by a low-
dimensional appearance manifold, approximated by piece-
wise linear subspaces. They present a maximum a posteriori
formulation for recognizing faces in test video sequences by
integrating the likelihood that the input image comes from
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a particular pose manifold and the transition probability to
this manifold from the previous frame. Among the methods
mentioned, Lee et al [7] method seems to be the one most
capable of handling large 2-D and 3-D rotations.

Although many previous methods make use of temporal
information present in face videos to improve recognition,
there has been no attempt to model a moving face as a dy-
namical system. Our work can be seen as an attempt to
explore this. In this paper, we present a method for model-
ing a moving face as a linear dynamical system to perform
recognition. Each frame of a video is, therefore, assumed
to be the output of the dynamical system particular to the
subject. Our work follows [6] and [13], where Soatto et al
used a very similar idea to characterize dynamic textures.
In [2], they use the same approach for recognizing different
types of human gait. As in [13], we also use a first order
ARMA model. The difference is that here we try to capture
the varying appearance (due to pose and expression vari-
ation) and dynamics of face using this framework. Once
the models are estimated, recognition is performed by com-
puting distances between ARMA models corresponding to
probe face and gallery faces. We use several distance met-
rics based on subspace angles between the ARMA models.

The rest of the paper is organized as follows: First, we
give an intuition for the proposed approach in Section 2 .
This is followed by the details of our approach in Section 3.
Section 4 describes various distance metrics used for com-
paring the generated ARMA models to estimate the degree
of similarity between two face videos. We present details of
our experimental results and their significance in Section 5.

2. Motivation

Suppose we want to model a point constrained to move
along a fixed line. The position of the point at any time in-
stant is guided by its position at the previous time instant.
The point has an attribute, say color, that varies with time
depending on the position of the point. In this framework,
color of the point is the only thing that is visible to the out-
side world. Modeling such a phenomenon essentially re-
quires two mappings viz.,

Positiont+1 = φ(Positiont) (1)

Colort = ψ(Positiont) (2)

where the subscript denotes time instant. Given a sequence
of observations (colors), if we can estimate φ and ψ, we are
done. This is quite similar to the case of face videos if we
think of the pose of the face as the position of the point and
the 2-D appearance of the face as the color of the point. The
dependence of the appearance on the pose is analogous to
that of the color on the position. The degree of goodness
of such a model is limited by the choice of the forms of

the mappings φ and ψ and the accuracy of their estimation.
In general, these mappings can be arbitrarily complex but
methods to estimate them are not known. In our work, we
get promising results by assuming them to be linear.

3. Framework for modeling

In this section, we develop a mathematical formulation
that helps us in estimating the unknown parameters of the
model, we use, to characterize a moving face sequence.

If the mappings φ and ψ are some linear operators, (1)
and (2) can be written as:

x(t + 1) = Ax(t) + v(t) (3)

I(t) = Cx(t) (4)

where, I(t) is appearance of the face at time instant t, x(t)
is a state vector that characterizes the pose of the face, A
and C are matrices representing the linear mappings and
v(t) is an IID realization from some unknown density q(.),
that takes care of the implicit assumption that the dynamical
system is driven by an IID process.

Suppose at each time instant t, we can measure only
a noisy version of I(t) i.e., y(t) = I(t) + w(t) where
w(t) is an IID sequence drawn from a known distribution.
This leads to a first order auto-regressive, moving average
(ARMA) model as follows:

x(t + 1) = Ax(t) + v(t) (5)

y(t) = Cx(t) + w(t) (6)

This formulation has similarities with the pioneering work
by Ali [1], where he addresses the problem of estimation
and prediction for stationary spatial-temporal processes. He
too uses a simultaneous linear model to represent spatial-
temporal processes.

At this stage, we use the closed-form solution as
described in [13], where x(t) ∈ R

n, y(t) ∈ R
m,

v(t) ∼ N (0, Q) and w(t) ∼ N (0, R). This makes our
model a linear dynamical system driven by zero-mean
Gaussian noise. Given a video sequence (i.e., a sequence of
observation vectors y(1), . . . , y(τ)), we need to estimate the
parameters A, C, Q and R to model the face in the video.

3.1 Closed-form solution to estimate the parame-
ters

Let Y τ = [y(1), . . . , y(τ)] ∈ R
m×τ with τ > n, then

for {t = 1 . . . τ}, (6) can be written as

Y τ = CXτ + W τ ; C ∈ R
m×n (7)

where X and W are defined in a manner similar to Y . If sin-
gular value decomposition (SVD) of Y τ is Y τ = UΣV T ,

Proceedings of the 17th International Conference on Pattern Recognition (ICPR’04) 
1051-4651/04 $ 20.00 IEEE 



where Σ is a diagonal matrix, U ∈ R
m×n, UT U = I ,

V ∈ R
τ×n and V T V = I , then

Ĉ(τ) = U (8)

X̂(τ) = ΣV τ (9)

Â(τ) = ΣV T D1V (V T D2V )−1Σ−1 (10)

where D1 =
(

0 0
Iτ−1 0

)
and D2 =

(
Iτ−1 0

0 0

)
, and

Q̂(τ) =
1
τ

τ∑
i=1

v̂(i)v̂T (i) (11)

where v̂(t) = x̂(t + 1) − Â(τ)x̂(t), give a closed-form
solution (suboptimal in the sense of Frobenius).

4 Framework for Recognition

Given gallery and probe face videos, the model param-
eters (as explained in Section 3) for each one of them are
estimated. The gallery model, which is closest to the probe
model, is assigned as the identity of the probe. We here dis-
cuss the metrics used to measure this degree of similarity.

Computing the L2-norm of the difference between corre-
sponding model matrices as a measure of distance will not
suffice as it implicitly ignores the underlying geometry of
the subspaces which is non-Euclidean. We make use of sub-
space angles between ARMA models for this cause. We fol-
low the mathematical formulation given in [5] to compute
these angles. The subspace angles are defined as the princi-
pal angles between the column spaces generated by the ob-
servability matrices of the two matrices extended with the
observability matrices of the corresponding inverse models.
Principal angles between two subspaces are the angles be-
tween their principal directions.

Cock et al, in [5], convert the ARMA model as repre-
sented in (5) and (6) into a forward innovation model:

x̂t+1 = Ax̂t + Ket (12)

yt = Cx̂t + et (13)

where K ∈ R
n is the Kalman gain as described in [11].

The problem of computing the subspace angles between the
two models can be transformed into an eigenvalue problem
involving the system parameters of forward and inverse in-
novation models.

In order to estimate the distance between two models,
we need certain distance measures based on the computed
subspace angles. There are several distance metrics based
on subspace angles between ARMA models. The first one
is due to Martin [10] and can mathematically be written as:

dM (M1, M2)2 = ln

n∏
i=1

1
cos2θi

(14)

where M1 and M2 are two ARMA models and θi’s are the
subspace angles between them. Other distance measures
include gap and Frobenius norm based distances defined as:

dg(M1, M2) = sinθmax and (15)

df (M1, M2)2 = 2
n∑

i=1

sin2θi (16)

There is another distance described in [15] which is the
largest principal angle between the two models. In our ex-
periments, all these metrics give similar recognition perfor-
mance.

5 Experiments, Results and Discussion

We conducted face recognition experiments using the
proposed framework on two datasets. The first one is same
as the one used by Li et al in [8]. It has face videos for 16
subjects with 2 sequences per subject. In these sequences,
the subjects arbitrarily move their heads and change their
expressions. The illumination conditions for 2 sequences
of each subject were quite different. For each subject, one
sequence was put in the gallery while the other formed a
probe. A few example images from this dataset are shown
in Figure 1.

Figure 1. Few cropped faces from a video se-
quence in the first dataset.

The second dataset (obtained from UCSD/Honda) is the
one used by Lee et al in [7]. With this dataset, we had a
gallery of size 15 and probe containing 30 video sequences.
In each video, subject moves his/her face in an arbitrary se-
quence of 2-D and 3-D rotations while changing facial ex-
pression and speed. There is even partial occlusion in a few
frames of several video sequences. The illumination condi-
tions vary significantly among the various sequences. Al-
though both the datasets used are small, we consider them
good tests for our algorithm because of the extreme pose
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Figure 2. Few cropped faces from a video se-
quence in the UCSD/Honda dataset.

and expression variations and varying illumination as is ev-
ident from Figures 1 and 2.

Our experiment broadly consists of three steps: prepro-
cessing, model estimation and recognition. The preprocess-
ing step involves cropping out the face from each frame of
the video sequence. We use a variant of KL tracker [14] to
track the nose tip location and an edge-based rough pose es-
timator. The nose tip location gives an idea about the loca-
tion of the face while the pose information helps in getting
the expanse of the face image relative to the nose. Figures 1
and 2 show few of the images cropped using this automatic
method. Model estimation involves estimating A, C and K
for each face sequence using the closed form solution ex-
plained in Section 3 while recognition involves computing
the principal angles between probe and gallery models and
using them to compute the distances between the models.

With both the data sets, we got recognition performance
of more than 90% (15/16 for the first dataset and 27/30
for the second). These numbers are very promising given
the extent of pose and expression variations in the video
sequences. The results reported in [7] are on per-frame ba-
sis and are not directly comparable even though one of the
datasets used is the same.

6. Conclusion

We presented a structured approach to the problem of
video-based face recognition. In particular, we dealt with
the problem of recognizing faces when both gallery and
probe consists of face videos. In our framework, a mov-
ing face is represented as a linear dynamical system whose
appearance changes with time. Subspace angles based dis-
tance metrics are used to get the measure of similarity be-
tween ARMA models representing moving face sequences.
The experiments conducted show that the system performs
well even in case of extreme 2-D and 3-D pose variations,
expression changes and ordinary illumination conditions.
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