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Abstract

The concept of system-of-systems is becoming increasingly common and rel-
evant in many engineering applications. Today’s highly interconnected world
entails that more and more systems have dependencies on other systems. This
increasing number of interdependencies results in new levels of complexity that
must be managed in the early development of new products. Different view-
points must also be handled to understand the many layers of a system-of-
systems and its surrounding context. An ever-changing future results in un-
certainty about the operational environment but also other aspects, such as
available technologies, which complicates the matter even further. Traditional
approaches for early product development can be used to some extent, but the
complexity, scale and sheer number of interconnections in system-of-systems
require a holistic perspective to obtain an early understanding of the problem,
design spaces, and multiple aspects involved.

This dissertation aims to present a method that has been developed to ad-
dress the demand for a more holistic system-of-systems view in early product
development. Overall, the method consists of four parts that together show
how design spaces for system-of-systems can be generated and later processed
to find suitable solutions. Search and rescue operations have been used as ex-
amples of system-of-systems throughout this work and in the development of
the presented method. The first two parts of the method are based on archi-
tecture frameworks and ontologies with description logic reasoning capabilities.
An architecture framework is here used to break down system-of-system needs
into functions to be fulfilled by constituent systems. Ontologies are thereafter
used to represent the outcome and the resulting system-of-system design spaces
with involved entities and their relationships. Description logic reasoning can
subsequently be used to process the available design spaces and suggest suit-
able system-of-system solutions. The last two parts of the method build upon
a concept exploration and estimation approach, together with visual analytics.
The approach illustrates how individual system concepts can be estimated from
an ontology-represented design space, and how visual analytics can be used to
explore different system-of-system viewpoints at an early stage. Based on the
outcomes of the presented method, this dissertation contributes a holistic take
on early product development from a system-of-systems perspective.
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Populärvetenskaplig
sammanfattning

En system-av-system-vy i tidig produktutveckling
Ett ontologibaserat tillvägagångsätt

Konceptet system-av-system blir allt vanligare och relevant i många tekniska
tillämpningsområden. Dagens högt sammanlänkade värld innebär att fler och
fler system har beroenden med andra system. Detta ökande antal av ömse-
sidiga beroenden resulterar i nya nivåer av komplexitet som måste hanteras i
den tidiga utvecklingen av nya produkter. Olika synsätt måste också hanteras
för att förstå de många skikt som ett system-av-system består av och dess om-
givande omständigheter. En ständigt föränderlig framtid resulterar i osäkerhet
om den operativa miljön men även andra aspekter, såsom tillgängliga teknolo-
gier, vilket komplicerar saken ytterligare. Traditionella metoder för tidig pro-
duktutveckling kan användas i viss utsträckning, men komplexiteten, skalan
och det stora antalet sammankopplingar i system-av-system kräver ett mer
holistiskt synsätt för att skapa en tidig förståelse av problemet, designrymden
och andra inblandade aspekter.

Denna avhandling syftar till att presentera en metod som har utvecklats
för att möta efterfrågan på en mer holistisk system-av-system-vy i tidig pro-
duktutveckling. Sammantaget består metoden av fyra delar som tillsammans
visar hur designrymder för system-av-system kan genereras och senare bear-
betas för att hitta lämpliga lösningar. Sök- och räddningsinsatser har an-
vänts som exempel på system-av-system genom hela detta arbete och i utveck-
lingen av den presenterade metoden. De två första delarna av metoden är
baserade på arkitekturramverk och ontologier med beskrivningslogiska resone-
mangsförmågor. Ett arkitekturramverk används här för att bryta ned system-
av-system-behov i funktioner som ska uppfyllas av involverade system. On-
tologier används därefter för att representera resultatet och de resulterande
system-av-system-designrymderna med involverade entiteter och deras rela-
tioner. Beskrivningslogiska resonemang kan sedan användas för att bearbeta de

iii



tillgängliga designrymderna och föreslå lämpliga system-av-system-lösningar.
De två sista delarna av metoden bygger på en konceptutforsknings och up-
pskattningsmetod tillsammans med visuell analysteknik. Tillvägagångssättet
illustrerar hur individuella systemkoncept kan estimeras från en ontologirepre-
senterad designrymd, och hur visuell analysteknik kan användas för att utforska
olika system-av-system-perspektiv i ett tidigt skede. Baserat på resultaten av
den presenterade metoden bidrar denna avhandling med en helhetssyn på tidig
produktutveckling utifrån en system-av-system-vy.
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1
Introduction

Systems are all around us and have long been a focal point in engineering
and product development. However, the concept of System-of-Systems (SoS)
is becoming more and more prominent in many engineering disciplines from
both an industrial and an academic perspective [1]. Many systems are today
increasingly connected and interacting with other systems and their opera-
tional environments in SoSs. This results in unique capabilities but also new
levels of complexity that must be understood and managed during the devel-
opment of new system solutions. An SoS context with interoperating systems
also entails long-term evolving requirements. This, together with a constantly
changing operational environment, further complicates the matter and intro-
duces uncertainty that leads to higher levels of risk during development. This
is especially true for products such as aerospace systems, which often have
inherently long development times, spanning several years or even decades.
Solutions with long development time must therefore be resilient to change or
risk becoming obsolete before they are even produced due to changes in the
outside world. The often long expected lifespans of aerospace systems also
make them especially susceptible to changes throughout their operational life
and in initially specified requirements. A holistic view of the development pro-
cess is consequently needed to account for factors such as long-term evolving
requirements and the many interdependencies that exist. This implies a shift
of focus, where the delivery of capabilities should be ensured over time and
throughout changing circumstances, instead of a more traditional fulfilment of
fixed sets of requirements only. A holistic view thereby implies that more as-
pects than just single system solutions must be considered in the early phases
of product development, which ultimately adds to the overall complexity and
problem scale. Traditional approaches for early product development still ap-
ply, but the many interdependencies in an SoS create a need for new methods
to handle the multiple aspects involved. Consequently, this dissertation aims
to illustrate how an SoS perspective can be used to approach and facilitate
early product development from a holistic point of view.
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A System of Systems View in Early Product Development

1.1 Background
The term “system” can be found in almost any area of research. A general
definition of a system is that it is an arrangement of parts or elements that
together produce results, behaviour or meaning not obtainable by the individual
elements alone [2]. An aircraft is in this sense a system that consists of different
elements or parts that together make the system airworthy. The elements of
a system can themselves be systems and are typically called sub-systems. It
might be tempting to say that a complex system, such as an aircraft, also is an
SoS since it is composed of systems and sub-systems. However, an aircraft is
not by definition an SoS. What is then the difference between a complex system
and an SoS, and why distinguish them in the first place? The International
Council on Systems Engineering (INCOSE) defines an SoS as an interoperating
collection of Constituent Systems (CS) that usually produce results that the
individual systems cannot achieve alone [3]. A CS can be part of more than
one SoS and can also be composed of several sub-systems that in turn can
include their own sub-systems and system elements, or parts. An illustration
of a hierarchy for SoSs, CSs, sub-systems and system elements can be seen in
Figure 1.1.

Figure 1.1 An example of a hierarchy comprising System-of-Systems (SoS),
Constituent Systems (CS), sub-systems and their corresponding system ele-
ments.

The difference between a system and an SoS can be hard to discern from
their quite similar definitions. However, an SoS can be distinguished from a

2



Introduction

system based on five different characteristic properties introduced by Mark W.
Maier [4]. These describe how a system can be better understood as an SoS if
it has the following characteristic properties:

• Operational independence

• Managerial independence

• Geographical distribution

• Emergent behaviour

• Evolutionary development

The two independence properties marked in bold are the main distinguishing
features of an SoS compared with a complex system under this definition.
Operational independence specifies that each of the CSs in an SoS should be
able to operate on their own and still be able to fulfil their individual purposes if
disconnected from the other CSs. Similarly, managerial independence requires
that the CSs can be developed by different manufacturers and that they can be
managed and maintained by different organizations. Consequently, CSs may
be evolving towards meeting their own needs and goals instead of the SoS’s.

A geographical distribution of the CSs means that the distance between them
is typically large and that the main form of interactions between them are in
terms of information exchange rather than physical connections. Emergent
behaviours can appear once CSs are interacting. Consequently, the emergent
behaviour property describes the collective ability of the CSs to produce unique
behaviours through collaboration. These can, for example, be capabilities that
the individual constituents cannot achieve on their own, but can also correspond
to unwanted behaviours that may arise through system interactions. Finally,
evolutionary development implies that an SoS is under constant evolution and
that its composition can vary. Consequently, new CSs can be added and old
ones removed over time. The geographical distribution, emergent behaviour
and evolutionary development properties are typically found in SoSs but may
also be experienced by complex systems.

The definition just listed is used throughout this dissertation to distinguish
a system from an SoS. Based on the definitions above, SoSs in the aerospace
sector are, for example, entire air defence systems, the air transport system,
aircraft carriers with assigned aircraft squadrons, drone swarms, and Search and
Rescue (SAR) systems, to name a few. But, are not the SoSs just mentioned
also systems? It might not come as a surprise, but the answer is yes! An SoS
is a system and the name even says so. However, as Maier also explains in his
article, different classifications can lead to different approaches in, for example,
system development [4]. An SoS perspective might therefore highlight certain
properties of interest that a singular system’s view would not.

The development of systems and SoSs can be referred to as Systems En-
gineering (SE) and System-of-Systems Engineering (SoSE) respectively. The

3
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field of SE can be defined as “a transdisciplinary and integrative approach to en-
able the successful realization, use, and retirement of engineered systems, using
systems principles and concepts, and scientific, technological, and management
methods” [2]. SE consequently involves the engineering design of systems, but
also the identification of stakeholder needs and the influence of the operational
environments and other external factors that must be accounted for during
development [5]. SoSE focuses on the integration of CSs to obtain capabili-
ties that the singular systems cannot achieve on their own [6]. SoSE thereby
facilitates the development of interoperable system solutions that can deliver
capabilities over a long-term perspective. Having an SoS perspective and a
capability-based focus is becoming a necessity in today’s complex product de-
velopment, especially in the aerospace sector.

1.1.1 Previous Research at Linköping University
Previous research related to this dissertation has proposed a holistic approach
for product development in the context of SoSE and aerospace [1]. This ap-
proach assumes that a holistic design model for SoSs can be divided into five
main levels of interest. The goal of the model is to create an early under-
standing of an SoS under development and how its design can be holistically
explored. The five levels are illustrated in Figure 1.2.

Figure 1.2 An overview of the holistic design model for SoSs. Adapted from
[1].

Starting from the left, the Needs and Boundary Conditions level in Figure
1.2 focuses on analysing the overall needs of the SoS, which are typically those
of the customers or other stakeholders involved. The boundary conditions of
an SoS have an influence on the needs and can be aspects such as politics,
economy, technology and more. Time frames are also an important aspect that
may affect the needs, as boundary conditions are constantly changing. The
next level describes the SoS capabilities required to meet the needs. These
capabilities are determined by analysing different scenarios to understand the
influence of changing boundary conditions. The capabilities most resilient to
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Introduction

changes can, for example, be identified through such analyses and by explor-
ing the design space. The System of Systems Design Space level is used to
investigate how the desired capabilities can be achieved. This is done by per-
forming architecture design space explorations to find all valid SoS solutions.
This consequently generates an SoS design space where each valid SoS solution
is represented. Each SoS is composed of CSs that together achieve the capabil-
ities. The Constituent System Design Space level focuses on the design of the
individual systems of the SoS. Here, traditional product development processes
can be used to design the systems based on derived requirements from the pre-
vious levels. Finally, the Sub-System Design Space level is used to explore how
the sub-systems can be designed. The model just described is recurrent and
has no specific starting point. This means that an analysis could start at the
sub-system level and involve investigations into whether additional capabilities
can be achieved by incorporating a new technology, for example.

The holistic SoS design model is a central part of this dissertation and the
related method for approaching the problem outlined in the beginning of this
chapter.

1.2 Aim and Research Questions
The overall purpose of this dissertation is to illustrate how early product devel-
opment for systems can be approached from an SoS perspective. Accordingly,
the dissertation aims to provide realizations of the holistic SoS design model in
Figure 1.2. The work thereby illustrates how a produced method and related
parts contribute at the different levels and how together they enable holistic
SoS analyses at an early development stage. On a more specific level, this dis-
sertation intends to answer the following research questions derived from the
problem outlined in the previous sections:

• RQ1: How can needs from a system-of-systems be broken down into
required capabilities and subsequently functions to be performed by con-
stituent systems in a standardized and consistent way?

• RQ2: How can a design space for system-of-systems be represented in a
flexible manner that also allows for traceable processing?

• RQ3: In what way can an overarching system-of-systems perspective
generate requirements and be used in the exploration of new constituent
system designs?

• RQ4: How can decision support be facilitated in the context of system-
of-systems in early product development?
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1.3 Delimitations

The highly combinatorial nature of SoSs makes the development of methods for
approaching it difficult without introducing some delimitations. This disserta-
tion mainly focuses on design processes from an SoS perspective and how an
SoS design space representation can be created and processed. Consequently,
other aspects of SoSs, such as different simulation techniques, are therefore not
covered in detail. Additional delimitations considered in this dissertation are
listed below:

• No detailed evaluation of particular solutions: The interaction be-
tween CSs can create emergent SoS capabilities. Different SoS solutions
can therefore result in similar available capabilities and measures of effec-
tiveness. This dissertation focuses on the methods and approaches that
can be used to create an SoS solution. The performance of particular SoS
solutions is therefore not measured or evaluated in detail.

• No investigation of behaviour models or different simulation
techniques: Similar to the previous delimitation, no behaviour models
that describe the interaction between systems are developed or further
investigated in this dissertation. The possible Concept of Operations
(CONOPS) for different SoSs is therefore not covered in detail either. Ad-
ditionally, only Agent-Based Simulations (ABS) are illustrated as simula-
tion techniques for SoSs in this dissertation.

• Only Search and Rescue as application area: There are many ex-
amples of SoS application areas that can be used as case studies to test
produced methods. However, to keep the generated design spaces at a
manageable level, only Search and Rescue (SAR) will be used as an ap-
plication area.

• Mainly aerospace systems: As SoSs can typically involve CSs from
different disciplines, this dissertation will mainly focus on the analysis
and design of aerospace SAR system solutions.

• Low fidelity levels: Performed case studies are kept at a basic level with
generally low fidelity to illustrate the utilization of produced methods and
approaches.

• No new definitions for SoSs: The dissertation builds upon existing
definitions of SoSs and will consequently not be used to provide new
definitions for characterizing SoSs or differentiating them from complex
systems.
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1.4 Contribution
This work contributes a method for realizing parts of the holistic SoS design
model illustrated in Figure 1.2. The dissertation thereby also provides examples
of how an SoS perspective can be used in aerospace product development. The
performed work is, however, kept at a general level so that the representation
of any SoS is facilitated. Consequently, the presented method and related parts
are applicable in other product development areas as well, and not just from
an aerospace SoS perspective.

This dissertation also suggests how the presented method and corresponding
parts can be used to process different design spaces in the early stages of prod-
uct development. Additionally, the approaches described in this dissertation
can be used in more traditional product development approaches for concep-
tual design to cover even more aspects. All the above-mentioned, together with
a theoretical review of related areas and methods, contributes to the overall
understanding and knowledge of SoS perspectives in engineering.

From a more specific point of view, this dissertation shows how ontology and
description logic reasoning can be used in an SoSE perspective and to represent
as well as process a design space. The work also shows how an architecture
framework can support early product development and be used to obtain the
functions to be performed by an SoS to meet overarching needs. Different
approaches for concept exploration and estimations are thereafter introduced
and utilized to provide solutions to the identified functions and requirements.
Finally, Visual Analytics (VA) techniques are introduced as an overarching
scope on all aspects of a holistic SoS design model.

1.5 Methodology
The scientific methodology of this dissertation is largely built upon hypothetico-
deductive practices [7]. The formulation of hypotheses is done based on theories
formed from literature studies. The hypotheses are then tested using experi-
ments designed to challenge the assumptions. If the obtained results support
the theories and prove the hypotheses right, they consequently form new meth-
ods and models to mimic reality. If proven to be wrong, new hypotheses can
be formed based on the acquired knowledge from the performed experiments.
Needless to say, the principles of the hypothetico-deductive process are highly
iterative. This is illustrated in Figure 1.3.

On a more specific level, the formulation of the method and related parts
within this work has been based on the outcome of a literature review. The
theoretical background has here been investigated to find similar initiatives,
existing methods, procedures and tools from areas such as SE, SoSE and more.
As mentioned in section 1.1.1, the holistic SoS design model from [1] and its five
levels of interest have been a central element of the approaches described in this
dissertation. In that article, Staack et al. also suggest different key enablers
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Figure 1.3 An illustration of the iterative process of acquiring knowledge to
form and test hypotheses.

for holistic design engineering. These key enablers have partly been used to
narrow down the initial scope of the performed literature study as well. The
results from reviewing the theoretical background have subsequently been used
to formulate hypotheses and theories that have been believed to answer the
posed research questions and the aim of the dissertation. The hypotheses have
thereafter been used to form a method based on four related parts, referred to as
approaches, that have each contributed to the seven research papers on which
this dissertation is built, namely papers [I]–[VII]. Each approach has been
obtained by synthesising the knowledge from the literature review and utilizing
the iterative process shown in Figure 1.3. The corresponding hypotheses have
then been tested through the case studies of the appended papers in order to
show their utility and to either update or confirm their hypotheses. Finally,
the knowledge gained from each paper has been used to provide answers to the
research questions of this dissertation. Figure 1.4 shows an illustration of the
overall methodology and workflow that has been used to perform this work.

As Figure 1.4 shows, four approaches have been investigated and established
from the work presented in the appended papers. Consequently, these are the
parts from which the proposed method has been formulated. The method and
appended papers have together resulted in this dissertation and have thereby
been used to approach the posed aim and research questions.
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Figure 1.4 An illustration of the methodology that has been used to traverse
the different steps leading to this dissertation. The figure also shows where the
different research questions (RQ) have been addressed.

1.6 Dissertation Outline
This dissertation is structured in the following way: Chapter 2 provides a
theoretical background and introduction to the different fields related to the
presented research. Chapter 3 introduces the method and corresponding parts
that have been used to provide answers to the research questions and the aim
of the dissertation described in the introduction. The method, approaches and
corresponding results are then discussed in chapter 4. The overall content of
the dissertation is also discussed here. Chapter 5 concludes the dissertation by
answering the research questions and highlighting the most important conclu-
sions. A brief outlook on future possibilities is presented in chapter 6. Finally,
chapter 7 provides a short summary of the appended papers.
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2
Theoretical

Background

The focus of this dissertation is on early product development from a holistic
System-of-Systems (SoS) perspective, and there are many ways of approaching
the problem outlined in the introduction. This chapter therefore provides both
theory and background on the most closely related fields connected to this
dissertation and their corresponding methods and approaches. Similar research
initiatives are also highlighted in this chapter.

2.1 System of Systems
The introductory chapter briefly touched upon the definitions of systems and
SoSs. SoSs are similar to singular systems in many ways, and there are even
those who believe that it can be misleading to treat them differently [8]. Still,
others suggest that it can be valuable to recognize them as different in order
to facilitate understanding [4]. There are various ways of distinguishing a
system from an SoS, such as the “ABCDE model” proposed by Boardman et
al. [9]. A widely used definition is based on Maier’s five characteristic properties
which were mentioned previously in section 1.1. Maier’s definition is used to
distinguish a system from an SoS throughout this dissertation. Also, an SoS
tends to have additional differences compared to a system, as explained in [10].
These are listed in Table 2.1.
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Table 2.1 The differences that systems tend to have compared with systems
of systems (SoS). Adapted from [10].

System System of systems
A clear set of stakeholders Multiple levels of stakeholders that

may have mixed and competing in-
terests

Objectives and purposes are clearly
defined

Multiple objectives and purposes
that can contradict each other

Explicit management structure and
accountabilities

No clear accountability, and the
management structures can be dif-
ferent

The operational priorities are clear,
and priorities can also be resolved

Multiple operational priorities that
can sometimes be different. No clear
routes for resolving priorities

The systems’ ownership is clear, and
resources can be moved between ele-
ments

Can include multiple owners that
make their own resourcing decisions

Single life cycle Multiple asynchronous life cycles

SoSs can also be categorized into different types, depending on their degree
of centralized control [11]. The different categorizations are:

• Directed system of systems

• Acknowledged system of systems

• Collaborative system of systems

• Virtual system of systems

The directed category involves SoSs that have a high degree of centralized
control. A directed SoS is typically both built and managed with the goal
of fulfilling specific purposes. The Constituent Systems (CS) still have an
operational independence, but are subordinated to the overall purpose of the
SoS. An integrated air defence network is as an example of a directed SoS that
is centrally managed to defend a certain region against enemy systems [11].

An acknowledged SoS has a lesser degree of centralized control than a directed
one. In this sense, the CSs have more freedom and retain their independent
properties, such as ownership, objectives and development. However, they
do have commonly recognized objectives for the SoS. The INCOSE Systems
of Systems Primer gives an air traffic control system as an example of an
acknowledged SoS where the individual CSs have common goals and follow
overall regulations and protocols [10].
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Collaborative SoSs have CSs that voluntarily choose to participate to meet
the overall purposes of the SoS. Unlike directed and acknowledged SoSs, a col-
laborative SoS has no centralized control or overall directing authority. Col-
laborative SoSs do however have commonly agreed central purposes and follow
standards, regulations and working practices. An example of a collaborative
SoS, also given by [10], is electrical grids where CSs together produce electric-
ity and distribute it to customers.

Finally, a virtual SoS type is typically an SoS with no centralized control,
authority or even a commonly recognized purpose. They often experience emer-
gent behaviours on a large scale due to the lack of management and the con-
sequential self-organization of the CSs. The internet is an example of an SoS
that would be classified as a virtual type [10].

Furthermore, an SoS does not necessarily have to be of a specific type
throughout its entire life cycle [10]. This depends on its current operating
modes and the way it is viewed. However, issues from misclassification be-
tween the different categories just listed can also arise. For example, a collab-
orative SoS misclassified as a directed one could give a false sense of control
over the SoS and its operating CSs. Another example is that misclassification
of a virtual SoS can lead, for example, to unexpected emergent behaviours [4].

While research related to SoS can be found all over the world, the field is
dominated by initiatives from the United States [12]. Actors such as Mas-
sachusetts Institute of Technology (MIT) [13], MITRE corporation [14], [15],
Georgia Institute of Technology’s Aerospace Design Laboratory (ASDL) [16]–
[18], Purdue University [19], [20], the Systems Engineering Research Center
(SERC) [21]–[23] and the U.S. Department of Defense (DoD) [11], [24] have
contributed to research within the field.

2.2 System of Systems Engineering
An SoS is rarely developed from scratch [25]. As previously mentioned, the
life cycles of the CSs are often asynchronous, and SoSs are consequently rather
formed over time as systems interoperate and collaborate to achieve new capa-
bilities. System-of-Systems Engineering (SoSE) can be seen as Systems Engi-
neering (SE) at an SoS level. SoSE involves the planning, analysis, organization
and integration of CSs to obtain capabilities not attainable by the individual
systems alone [24], [26]. Compared with SE, SoSE involves a set of similar
but different processes [24]. SE can also be distinguished from SoSE based on
various differences displayed in Table 2.2.
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Table 2.2 A comparison between different attributes of SE and SoSE.
Adapted from [27].

Property Systems Engineering System of Systems Engineering
Scope A single complex system Multiple complex systems that are

integrated
Objective Optimization against fixed

sets of requirements
Satisfying and sustaining capabilities
to meet stakeholder needs over time

Boundaries Static and persistent
throughout the system’s
life cycle

Dynamic and changing over time

Problem Defined Emergent
Structure Hierarchy Network
Goals Unitary Pluralistic and aggregated
Approach Process Methodology
Timeframe Single system life cycle Continuous with multiple constituent

system life cycles

SoSE is a relatively young and immature area compared with SE [12]. Con-
sequently, fewer approaches and standard practices are available. Of course,
SE approaches apply to some degree, but the higher level of abstraction needed
for SoSs calls for more holistic courses of action. Capability engineering is, for
instance, a field which is similar to SoSE in many ways. It focuses on the
identification, evaluation and integration of capabilities to ensure that they
are properly designed and sustained from an interoperability perspective [28].
Capability engineering thereby extends SE principles to an SoS perspective.
It is explained in [29] that capability engineering starts with the assessment
of desired capabilities, followed by the identification of resources and viable
options for achieving them. The options for achieving desired capabilities can
then be assessed and selected. Another related field and part of SoSE is mis-
sion engineering which focuses on the operational mission context of a system
or SoS [30]. Mission engineering is a top-down approach which facilitates the
planning and identification of capabilities to achieve a desired mission effect.
It can, among other things, thereby be used to identify and address mission
capability gaps. Such identified gaps may, for example, be used to generate
requirements for new SoS architectures and CSs to be acquired or designed.

An obstacle in SoSE is that it is difficult, and sometimes near impossible,
to ensure that capabilities can be met through prototype testing [10]. The
reason for this is that the complexity and overall large scale, with multiple CSs,
introduce both economic and physical barriers [15]. Consequently, modelling
and simulation for complex systems and SoSs becomes a valuable alternative
in early design.
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2.2.1 Model Based Systems Engineering

Model Based Systems Engineering (MBSE) is, as the name implies, systems
engineering with a special focus on modelling aspects [3]. MBSE is used to
increase the understanding of systems and their architectures, both during
the development of new systems and in the deployment of existing ones [5].
MBSE has been used to model SoSs and to support the translations between
capabilities and requirements, as shown in [31] and [32] for example. Differ-
ent modelling languages are found within MBSE that describe systems, their
functionality, architecture and other properties. Two of these languages are
the Unified Modelling Language (UML) and the Systems Modelling Language
(SysML), both of which have been used to model and describe important as-
pects of SoSs [29], [31], [33]. These aspects include factors such as the architec-
ture and information exchange between CSs, as well as their resulting emergent
behaviours in the overall SoS.

Understanding and predicting emergent behaviours is an important aspect
in the development of complex systems and SoSs. The emergent behaviours
of an SoS can be both wanted and unwanted [34]. The authors of [34] give
bee colony behaviour and their collective harvesting capability as an exam-
ple of wanted emergent behaviour. Similarly, market crashes are given as an
example of unwanted behaviours in [34]. Early development includes the iden-
tification of possible emergent behaviours so that they can be either facilitated
or eliminated. Unique capabilities achieved through interoperation and col-
laboration between CSs are examples of wanted emergent behaviours in SoSs
where the sum is greater than the parts. MBSE is a means by which to in-
vestigate these different behaviours early in the development process, and to
facilitate the emergence of wanted behaviours and capabilities. In a similar
way, unwanted behaviours can be avoided by analysing SoS architectures and
the interoperation between CSs with MBSE.

2.2.2 Architecture Frameworks

The architecture of systems and SoSs is an important consideration in MBSE,
as previously mentioned. The Systems Engineering Guide for Systems of Sys-
tems describes how the architecture of an SoS defines the way the CSs work
together to meet stakeholder needs [24]. It also explains that an SoS architec-
ture inevitably includes the Concept of Operations (CONOPS), which describes
how CSs can be employed. SoS architectures also contain descriptions of the
CSs and their functions, as well as their external and internal dependencies and
relationships. Moreover, the communication and data flow, as well as the end-
to-end functionality of the SoS, can also be described through an architecture.
The book “System of Systems Modeling and Analysis” ([35]) explains that the
different architectural aspects of an SoS can be divided into three classes of
design variables at an early SoS modelling phase, namely:
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• Composition

• Configuration

• Control

Here, Composition describes aspects such as which CS and resources are
to be included and what functions should be fulfilled. Configuration aims to
describe the interconnections between constituents and how these evolve over
time. Finally, Control describes the degree of control or influence that each CS
has in the SoS. Both configuration and control include aspects of a dynamic
nature compared to the more static aspects of composition variables.

SoS architectures can also be represented through something known as archi-
tecture frameworks. These have been developed for the purpose of describing
the architectures of complex systems and SoSs. Architecture frameworks are
also designed to capture the viewpoints of different stakeholders connected to
an SoS. These different viewpoints may, for example, be operational, service,
strategic, security and overall system aspects [14]. Architecture frameworks
that have been used to model SoSs in an MBSE-focused approach include the
US Department of Defense Architecture Framework (DoDAF), the UK Ministry
of Defence Architecture Framework (MODAF) and the NATO Architecture
Framework (NAF) [32]. There are also other examples of architecture frame-
works in SE and SoSE, such as the Federal Enterprise Architecture Framework
(FEAF), The Open Group Architectural Framework (TOGAF) and the Zach-
man Framework [14]. The Unified Profile for DoDAF and MODAF (UPDM) is
another framework that supports the development of system architectures. As
the name implies, it unifies DoDAF and MODAF to provide a common model
for them. UPDM has been further developed into what is known as the Unified
Architecture Framework (UAF) [36].

The Unified Architecture Framework

The UAF is designed to consistently model SoS architectures using an MBSE
approach [37]. It is closely connected with UML and SysML, and thereby
allows for improved interoperability with other related tools and standards.
The UAF supports analyses of system specifications, designs and verifications
from different stakeholder views. Consequently, it allows stakeholders to anal-
yse specific areas of interest in a holistic way that facilitates the fulfilment
of desired capabilities in the SoS [36]. Like DoDAF and MODAF, the UAF
introduces a number of different viewpoints that are designed to capture dif-
ferent stakeholders’ areas of interest. These are presented in an overarching
domain meta-model that describes the definition of the viewpoints and their
corresponding concepts and relationships [38]. The UAF grid, or matrix, shows
how the viewpoints correspond to different domains and model kinds within
the UAF. An illustration of the UAF matrix can be seen in Figure 2.1.
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Figure 2.1 The Unified Architecture Framework (UAF) matrix describing
how the different viewpoints correspond to domains and model kinds. Adapted
from [38].

The different viewpoints are each associated with models designed to describe
different areas of interest in a UML or SysML manner. The Strategic Taxonomy
(St-Tx) in Figure 2.1 can, for example, be used to list all the capabilities of
the SoS in question [39]. Besides being used for modelling SoSs from different
stakeholder viewpoints, the UAF can also be used to perform trade studies
for SoS architecture development, as explained in [40]. One difference with
the UAF compared with DoDAF and MODAF is that the UAF is designed to
capture system architecture descriptions not just in the defence sector, but in
commercial sectors as well.

2.2.3 System of Systems Modelling and Simulation
MBSE and architecture frameworks are one of many ways to model SoSs. As
mentioned earlier, a desired outcome when modelling SoSs is to understand pos-
sible emergent behaviours. According to [9], emergent behaviours are foreseen
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and appropriately tested during development of singular systems. However,
these are harder to foresee in SoSs, as they must be rich in emergent behaviour
to achieve a broad range of capabilities. In SoSs, all emergent behaviour can-
not deliberately be designed in and there is always a risk of unintended conse-
quences that are not discovered during testing [9].

The INCOSE Systems Engineering Handbook elaborates on the understand-
ing of emergence by referring to complicated versus complex systems [3]. A
complicated system can be understood by breaking it down into parts and
then reassembling the parts to get an overall understanding of the whole. Con-
sequently, the fixed relationships in a complicated system allow for reasonably
reliable predictions of the system’s characteristics and emergence. However,
this is not as straightforward in complex systems. Here, the interconnections
between the parts give rise to emergent properties that may disappear if the sys-
tem is broken down and investigated as individually isolated parts. Simulation
approaches can, however, be used to facilitate the understanding of emergent
behaviours in complex systems and SoSs. System dynamics is one example that
can be used to investigate and increase the understanding of systems through
simulations [41]. Another technique, that also has been the main simulation
approach used in this dissertation, is Agent-Based Simulations (ABS).

Agent-Based Simulations

Agent-Based Simulations (ABS) can be used to simulate and analyse SoSs, and
thereby enhance the understanding of SoS dynamics and performances in the
early stages of system design [42]. ABS builds upon the interaction between
agents that each have their own set of individual behaviours and rules of inter-
action with other agents. An agent may, for example, correspond to a known
CS, such as an aircraft, in an SoS. An agent might also represent a new CS
to be developed. ABS can consequently be used to evaluate SoSs, their capa-
bilities and involved CS in different operational scenarios and circumstances.
This can thereby give initial performance requirements for new CSs to be de-
veloped from an SoS perspective. Metrics for evaluating the performances and
efficacy of different SoSs must, however, be established prior to that. The
Mission Engineering Guide ([30]) describes how the many kinds of metrics or
measures of a mission can be divided into two broad categories; namely Mea-
sures of Effectiveness (MOE) and Measures of Performance (MOP). MOE can
be introduced as a means for assessing how well an SoS meets, for example,
desired capabilities through simulations. MOE can be defined as “The metrics
by which an acquirer will measure satisfaction with products produced by the
technical effort” [43], or as a measurable attribute of success within an overall
mission [30]. The emphasized focus on capabilities in SoS analyses makes MOE
an important measure for determining SoS performances, for example. MOP,
on the other hand, is used to indicate the performance of individual CSs used
in the SoS and overall operation or mission. An MOP may in this sense be the
range or manoeuvrability of a specific CS [30].
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ABS is typically used as a “bottom-up” modelling approach, meaning that
modelling on a system’s scale gives rise to collective and emergent phenom-
ena through interactions between the modelled individuals, entities or sys-
tems. Common application areas for ABS include studies of biological systems
and studies for understanding emerging behaviours in social sciences [44], [45].
There are several studies that have used ABS to investigate SoSs. One such
study is presented in [18], which shows how ABS can be used to investigate the
interoperability levels between systems and how it impacts the overall perfor-
mance of an SoS. The results of this are thereafter used to perform trade studies
to examine network and vehicle performances. A study presented in [46] uti-
lizes ABS to evaluate how changes in system design parameters affect an SoS.
In this case, the SoS is a group of coordinated unmanned aerial vehicles that
together perform a maritime SAR mission. A similar ABS study, presented in
[47], illustrates how different factors, such as the operational environment, af-
fect the performance of unmanned aerial vehicles in an SoS context. The study
in [47] also utilizes an optimization framework to efficiently explore the design
space for the development of new unmanned aerial vehicles. Additionally, the
book “Modeling and Simulation Support for System of Systems Engineering
Applications” provides considerable details on how ABS can be used to model
and simulate SoSs, as well as illustrating several application examples from
multiple domains [42].

Model Fidelity

Model fidelity becomes an important topic to consider when modelling and
simulating SoSs. Since, SoSs typically involve collaborating CSs that are com-
plex in their own right, some modelling aspects must be simplified to allow
for inexpensive simulations from a computational point of view [48], [49]. The
purpose of the analysis also dictates the resolution of the models to be used.
The modelling and simulation fidelity should therefore be of a degree that suf-
ficiently captures relevant aspects of the problem at hand [50]. Model fidelity
can be defined as the degree to which a model is true to what it represents [51].
Consequently, model fidelity does not necessarily dictate the level of detail, but
rather the value that a model brings in its context, or simply the model’s accu-
racy. Models can be categorized into different types depending on the fidelity
level. For example, [49] uses the terms Low-Fidelity Model (LFM) and High-
Fidelity Model (HFM). The paper explains that HFMs are typically accurate
but at the expense of computational time, while LFMs are computationally
cheaper but with less accuracy. A so-called Multi-Fidelity Model (MFM) is a
combination between HFMs and LFMs. Naturally, this kind of model lever-
ages the computational efficiency of LFMs while relying on HFMs to establish
a desired level of accuracy [49].

From an SoS perspective, an SoS model can, for example, be composed of
several different domain-specific models that each represent entities such as
involved vehicles, the environment or behaviours at different fidelity levels.
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MOEs can, in such a case, be used to obtain a perception of how well and
accurate the overall SoS model fulfils its purpose. Sensitivity analyses may
thereafter be performed to establish yet another perception of how influential
the different domain-specific models are on the collective results of the SoS
model. High sensitivity to the results from a specific model would consequently
call for a higher fidelity model. Similarly, computational effort could be saved
by relying on LFMs for models with little or no sensitivity to the outcome of
the overall SoS model. However, low sensitivity may in some cases also indicate
a need for higher fidelity to capture relevant relationships.

Model Integration and Co-Simulation

As established earlier, SoS models can be a composition of many models. It
is therefore relevant to address how such constituent models can be combined
and simulated together – especially when models can be developed in different
tools or, for example, by different organizations with dissimilar modelling tech-
niques. One way to approach model integration and interoperability is to rely
on established standards, such as the Functional Mock-up Interface (FMI) [52]
and System Structure and Parameterization (SSP) standards [53]. The goal of
integrating different domain-specific models under a common standard is typi-
cally to enable the concept of co-simulation. Essentially, co-simulation implies
that different models are capable of communicating and exchanging informa-
tion with each other during run time. The degree of transparency regarding the
models and their inner workings may vary. This might, for example, depend on
whether or not the models include sensitive information. The models in a co-
simulation can consequently be run in a “black box” mode, which means that a
model simply converts one or more inputs into a number of outputs. The inner
workings of the models are therefore not necessarily exposed in an explicit way
which could, for example, be beneficial when working with proprietary models
from different organizations and actors [54]. In an SoS context, model inte-
gration and co-simulation may be used with models representing, for example,
different systems to ultimately simulate the workings of an SoS. The fidelity
of the various models can also be explored this way, given the modularity of
models under a co-simulation standard [55].

This section of the dissertation has so far dealt with MBSE and different
modelling and simulation techniques for SoSs. Another approach that has
been used to model systems and SoSs, in a similar way to MBSE, involves
using ontologies. This is further explained in section 2.3.2.
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2.3 Ontology
Ontology is a formal and explicit representation of a given domain that involves
knowledge of the included entities and the relationships between them [56]. A
more formal definition is that an ontology is an “explicit specification of a
conceptualization” [57]. Ontologies are, in this sense, a way of representing
domain knowledge and managing it through a common understanding of the
content [56]. Simply put, ontologies are used to represent entities and their
relationships. This is typically done using something known as semantic triples
[58]. A triple consists of three parts: a subject, a predicate, and an object. This
is illustrated in Figure 2.2, which also presents an example of a triple relating
two entities together.

Figure 2.2 The elements of a semantic triple that forms the foundation of
an ontology.

As shown in Figure 2.2, the subject entity in a triple points to the object
entity using a predicate relationship. The example triple describing that this
dissertation is authored by Ludvig could just as well have been defined in the
inverse direction. Such a triple could in that case manifest as Ludvig is author
of Dissertation, where Ludvig would be the subject pointing to the Dissertation
object through an is author of predicate. This way of describing entities and
their relationships can be interconnected and used to create chains of triples
pointing to each other. This can thereby lead to large networks of entities and
relationships in an ontology or knowledge base. Figure 2.3 depicts an ontology
that describes different entities and the relationships that exist between them.

The creation of ontology models can be referred to as ontological engineering,
and this includes descriptions of the languages, methods and principles avail-
able for this purpose. An ontology can be implemented in different ontology
languages, the most common of which are the Resource Description Framework
(RDF) and the Web Ontology Language (OWL) [58]. OWL is based on RDF,
but has the advantage of being better equipped for description logics and con-
straints checking [59]. An ontology produced in OWL consists of individuals,
classes, and their properties and relationships, which together are used to de-
scribe concepts of the domain in question with triples. Classes can be seen as
collections of individuals. For example, the small ontology in Figure 2.3 has a
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Figure 2.3 An illustration of an ontology that includes entities and their
corresponding relationships.

class called Vehicle that includes two individuals, Motorcycle and Car, which
in turn are related to other instances of different classes within the ontology.

OWL-implemented ontologies also feature the open world assumption and
the non-unique naming assumption. The open world assumption implies that
new information about the domain can appear at any time, and no excluding
conclusions can therefore be drawn; more information that is simply not yet
known could always come to light [58]. A closed world assumption regards
non-existing data as false, while an open world assumption regards it as simply
unknown. Consequently, no assumptions are made about incomplete data in
an OWL ontology. The non-unique naming assumption simply implies that
different entities within the ontology may be referred to using different names
by people and organizations for example. The open world assumption and the
non-unique naming assumption give OWL ontologies an advantage in terms of
interoperability and scalability compared to relational databases, for example.

The Web Ontology Language - Description Logics (OWL-DL) is a subset of
OWL and features description logic reasoning capabilities. Description logic
reasoning, hereinafter referred to simply as reasoning, can check an imple-
mented ontology model for inconsistencies. However, reasoning can also be
used to infer complex relationships from simpler ones [60]. Consequently, rea-
soning can be used to expand the captured knowledge by inferring new triples,
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thereby contributing to the scalability of ontology models. Reasoning in OWL
is based on the open world assumption, and there are different types of rea-
soner algorithms that each support different features [60], [61]. Automated
reasoning over large ontologies does, however, require large computational re-
sources and involves a cost in terms of computational time, as shown in [62]
and [63]. Computational resources are consequently a limiting factor when it
comes to scalability through reasoning. However, there are various optimiza-
tion techniques that can contribute to the efficiency of reasoning, as explained
in [63]. Utilizing heuristics in the ontology can also contribute to the efficiency
of reasoning in domains with a large number of axioms [64].

2.3.1 Top-Level and Meta Ontologies
The interoperability and scalability of an ontology can be further increased by
utilizing a domain-neutral top-level ontology structure [65]. A top-level on-
tology acts as a framework for organizing domain-specific ontologies. It also
supports the creation of new ontologies, as well as the re-use of existing ones.
Top-level ontologies can also be referred to as upper-level ontologies, and there
are many examples of proposed structures for this purpose. Commonly used
top-level ontologies include the Basic Formal Ontology (BFO), the Business Ob-
jects Reference Ontology (BORO) and the Descriptive Ontology for Linguistic
and Cognitive Engineering (DOLCE) [66], [67]. A comparison between different
top-level ontologies is presented in [67]. Consequently, ontologies can be used
to describe other ontologies. This can be seen as a meta ontology structure,
where more abstract and higher-level ontologies are used to describe lower-level
and more specific domain ontologies. A mid-level ontology fits in between top-
level and domain ontologies. Such a mid-level ontology might describe a set
of domain ontologies and their subsequent sub-ontologies. An example of this
is a mid-level ontology describing vehicles. The corresponding more specific
domain ontologies can then describe airborne vehicle systems, which in turn
have sub-ontologies describing aircraft control surface actuation systems, for
instance. Figure 2.4 shows an illustration of what a hierarchy within a meta
ontology structure could look like for the example just described.

A domain-specific ontology can, in this sense, describe certain areas of in-
terest, such as individual systems, requirements or parts. Domain ontologies
are found in many areas of research. An example of an ontology for aircraft
design is presented in [68]. Another domain example is presented in [69], which
describes an ontology for information systems interoperability.
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Figure 2.4 An illustration of the hierarchy between top-level, mid-level and
domain ontologies in a meta ontology structure.

2.3.2 Ontology Based Systems Engineering
Ontologies can be seen as alternatives to modelling languages such as UML and
SysML within MBSE. Ontology is used in a similar way to model and describe
entities and their relationships in a domain. Ontologies do, however, feature
increased interoperability and scalability compared to the languages mentioned
previously. This comes from the ontologies’ ability to describe a domain from
different terminologies and viewpoints [70], [71]. Reasoning is also an advan-
tage with ontologies, since it allows for automatic consistency checking and
classification of relationships in the model. Ontology models have been used to
represent relevant domain knowledge in SE, SoSE and capability engineering
[72]–[74]. Ontologies have also been used to enable reasoning over SysML-
represented content, to improve flexibility and to organize different domains in
order to enhance the exchange of information [75], [76]. SysML requirement
diagrams can also be transformed into an OWL file to enhance the understand-
ing of the semantic context, as proven by a case study in [77]. Consequently,
the study in [77] also shows that UML and SysML models can be used to au-
tomatically generate an ontology. Using ontology in SE may be referred to as
Ontology-Based Systems Engineering (OBSE). There are many contributions
that an ontology can bring to SE in addition to the benefits mentioned above.
Yang et al. present a summary of these together with a detailed state-of-the-art
review of OBSE [78]. However, ontology also has its limitations. One of the
drawbacks previously discussed is computational time when using automatic
reasoning. The number of implicit relationships within an ontology model can
affect and increase the computational effort, as a reasoner must rebuild the
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original ontology structure. More details about how implicit information can
increase the computational time for reasoning in OWL are explained and dis-
cussed in [79], where reasoning and inferred relationships are used to a high
degree to build up an ontology. Another disadvantage of ontologies and reason-
ing concerns numerical calculation and optimization capabilities. While OWL
ontologies can represent and reason over data and numerical values, mathe-
matical operations are limited. One way of enabling some basic and limited
calculation capabilities is through different rule languages [80].

The Semantic Web Rule and Query Languages

A common rule language for semantic web technologies is the Semantic Web
Rule Language (SWRL) [81]. SWRL was developed to enable certain inference
capabilities that cannot be made through regular description logics. SWRL
semantics are based on OWL-DL and thereby complement the language with
more expressiveness [82]. SWRL is applied on top of an ontology model. Cer-
tain SWRL-compatible reasoner algorithms can thereafter be used to classify
the ontology while incorporating any included rule in the inference process.
Added rules with SWRL thereby enable additional functionality, for example
reasoning over mathematical expressions [82]. SWRL cannot be used to query
an ontology based on rules, as it is solely a language for rules and not queries.
Queries can, for example, be used to ask an ontology questions on its repre-
sented knowledge about the domain in question. Consequently, queries enable
filtering and retrieval of information from the ontology model. This is typically
done using a query language called SPARQL Protocol And RDF QUERY Lan-
guage (SPARQL) [58]. SPARQL is mainly oriented towards RDF and thereby
has its limits when it comes to queries on OWL ontologies. The combined rule
and query language Semantic Query-Enhanced Web Rule Language (SQWRL)
was consequently introduced as a query language for OWL ontologies [83].
SQWRL enables, for example, debugging of SWRL rules through the added
querying capabilities [81].

2.4 Product and Engineering System Development
As mentioned in the introduction, Systems Engineering (SE) can be used to cre-
ate systems and to develop new products. Many SE approaches are applicable
in early product development from an SoS perspective. Staack et al. suggest
that holistic analyses of an SoS can give the functional requirements that must
be fulfilled by the CSs in order to meet the overarching capabilities [1]. These
requirements can then be used as input for a continued product development
process, where early system solutions are proposed through conceptual design
studies. The many alternatives, which are able to fulfil overarching SoS capa-
bilities and CS requirements, for example, can be represented as elements in
different design spaces.
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2.4.1 Design and Trade Space Explorations
A design space contains possible solutions to a given design problem. The size
of an available design space can be reduced by excluding areas where desired
or specified requirements cannot be fulfilled. The feasible solutions can conse-
quently be found by exploring the available design space of alternatives [16].
Design space explorations are also used to increase the information and under-
standing about a new system in early development, thus reducing the overall
uncertainty [84]. This can, for example, be done by investigating a system’s
sensitivity to changes in initial requirements or relevant design parameters/-
variables. The overall goal of a design space exploration is to find the best
valid solution that fulfils all requirements and design objectives in the best way
possible [85].

The sheer size of a design space can be a challenge in explorations [86].
Design space reductions are therefore an important aspect. This is especially
true for SoSs that typically have large available design spaces due to their highly
combinatorial nature. Areas where non-valid solutions are found can quickly
be ruled out by screening and excluding parts of the design space. Figure 2.5
illustrates a reduced design space representation.

Figure 2.5 A design space representation that has been reduced by different
valid subspaces and design constraints. Each point in the valid design region
represents a valid design option.

As seen in Figure 2.5, a design space can be reduced by excluding areas
that are unfeasible from different perspectives. This creates design subspaces
of valid solutions that together intersect into a smaller area of overall suitable
designs. This space can subsequently be further reduced by inserting design
constraints, such as requirements or desired performances. The valid region

26



Theoretical Background

then contains all the possible design options that are feasible and fulfil the
given requirements. In contrast to reductions, design space expansions can be
performed to add more possible options to the design and thereby open up new
useful areas of the design space [87]. Parallels to the open world assumption
in OWL can be drawn here, as a design space may contain more relevant
information that simply is not known yet. The size of a design space can
consequently be infinite, and the available design space of alternatives is better
referred to as a design space representation, as new alternatives may appear
through technological advances, for example. The non-stationary boundaries
of the design space representation make product development complex from an
SoS perspective, due to the evolutionary development and emergent behaviour
characteristics.

Trade studies can be used to investigate how well the different elements in a
design space meet the intended system objectives and requirements [88]. Such
trade studies may be done by investigating how changes in design variables and
system requirements affect the overall design space and available solutions.
The trade studies that can be performed span an available trade space. A
trade space is a set of possible design options with enumerated design variables
[89]. A trade space is therefore a result view originating from, for example,
modelling and simulation of different design options that may be explored.
These trade space explorations give designers a perception of the available
design space, and allow for facilitated and more elaborate decision-making.
They also allow stakeholders to see the trade-off between system characteristics
in terms of factors such as cost and performance. Trade Space Explorations
(TSE) and design space explorations may seem similar, but they are not the
same. While design space explorations focus on how different available design
variables affect the characteristics of a system, TSE illustrates the trade-offs
between the different design solutions in terms of their characteristics. TSE
can thereby improve the understanding of how different design choices affect
the overall solution, and how its expected delivered value changes accordingly.
Consequently, a trade space is a way of representing critical decision parameters
which can later be explored with the purpose of identifying the most robust
solutions.

A “Tradespace Exploration design paradigm” is mentioned and described
in [89]. This paradigm essentially implies that many design alternatives are
investigated simultaneously and that no singular point solution is of particular
interest. The focus is instead shifted towards observing trends in the resulting
trade space, which ultimately results in facilitated insight and knowledge about
the problem at hand. In short, the TSE paradigm aims to enable confidence in
decision-making [90]. What [89] and [90] highlight about the TSE paradigm is
very similar to the concept of set-based design. Set-based design is a practice
where single point solutions are not chosen until sufficient knowledge about a
design space has been gained [91]. The design options and requirements are
here kept flexible throughout the development process. Consequently, several
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possible design options are investigated simultaneously without committing to
a specific solution. This enhances the flexibility of the design options and allows
them to adapt over time.

2.4.2 Concept Generation Approaches
A design space of alternatives for concept generation can be established in
different ways. SE has many approaches for system development that are ap-
plicable in an SoSE context. For example, a Quality Function Deployment
(QFD) is an approach used to prioritize requirements and provide the relation-
ships between technical requirements and stakeholder needs [16]. These derived
requirements can then be broken down into a set of functional requirements
describing what the system under development must be able to do. Conse-
quently, the required functionality of the system can be used to choose suitable
system elements that together meet the stated requirements.

Function/Means Tree

A Function/Means tree (F/M tree) is a method that can be used to perform
functional breakdowns and to illustrate the design alternatives in concept gen-
erations [92], [93]. An F/M tree describes a hierarchy of functions and the
corresponding means that implement them. A means can also be referred to as
an alternative, which might be a system solution that implements one or more
specific functions. Figure 2.6 shows an example of an F/M tree structure.

Figure 2.6 An example of a Function/Means tree (F/M tree), showing the
hierarchy between alternating functions and means.
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An F/M tree creates a hierarchy of functions and means, as illustrated in
Figure 2.6. The top of the tree structure describes the main functions that
the system should perform. The level beneath describes the different means
or alternatives that can implement the main functions. Each means can sub-
sequently be composed of lower-level functions that in turn are performed by
lower-level means [93], [94]. This alternate decomposition can then be con-
tinued. The bottom level of means indicates sub-systems or system elements
that may be used to fulfil the functions above. In this sense, a system concept
corresponds to a set of particular means in the design space that the F/M tree
spans.

Matrix-Based Approaches

Matrix-based approaches are commonly used to provide designers with an
overview of an available design space and to generate concepts in product de-
velopment. There are several examples of existing matrix-based approaches
that can be used in an SoS approach to a design process. QFD was previ-
ously mentioned as an alternative for translating customer needs into priori-
tized requirements of a system to be developed. Another approach is a Design
Structure Matrix (DSM) which can be used to display the connectivities and
interdependencies between elements within a system’s design [95].

An F/M tree can also be used in conjunction with matrix-based methods.
One such approach is a morphological matrix, or a matrix of alternatives, which
can be used to select alternatives for each function in the tree and thereby
build up a concept for a new system. A morphological matrix provides a good
overview for selecting suitable means for different functions [96]. The elements
of the matrix represent the available design space of alternatives. Typically,
the rows are used to represent the different functions, while the columns are
used to list the corresponding alternatives of relevant system elements. The
compatibility between design alternatives is not represented in a conventional
matrix of alternatives. This can instead be done in a symmetrical compatibility
matrix, where compatibilities between alternatives are typically indicated as
either true or false.

An Interactive Reconfigurable Matrix of Alternatives (IRMA) builds upon
the combined information of a matrix of alternatives and a compatibility ma-
trix, and implements them in an interactive way that can be dynamically re-
configured depending on a designer’s selections [16]. Consequently, an IRMA
shows the potential incompatibilities within the design space and can at the
same time be used to perform interactive “what-if” analyses. Design alter-
natives incompatible with chosen design elements can therefore be ruled out
while simultaneously reducing the size of the available design space. Studies
from Georgia Tech’s ASDL have shown that matrix-based approaches, such as
an IRMA, can be used to illustrate and create an available design space from
knowledge captured in an ontology model [97]. In a similar way, an ontology
and an IRMA can be used to model and prune a design space for cyber-physical
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systems in a conceptual design context [98]. The pruning of an available design
space is an important aspect in system design from an SoS perspective. The
available solutions can grow at an exponential rate due to the combinatorial
nature of a complex system or SoS. An IRMA can thus help by dynamically
keeping relevant parts of the design space active. An additional benefit of an
IRMA is that it provides an interactive visualization of the design space. This
contributes to the early understanding of the interconnections and potential
conflicts that exist in the design of a complex system [16].

2.4.3 Statistical Models and Optimization
Computationally inexpensive models of constituent systems are desired in ex-
plorations of the large design spaces that SoSs span. Many models used in the
early stages of product development, SE and especially aircraft design build
upon statistical estimations of existing solutions. Such estimations are typi-
cally combined with different optimization techniques to ultimately span a de-
sign space that can be used to explore different design alternatives. The most
prominent solutions for continued evaluation and development can thereafter
be identified. Statistical models can be created in a number of ways. However,
this section only presents the techniques that have been utilized in the pre-
sented work and appended papers. Neural networks, deep learning and other
Artificial Intelligence (AI) branches such as machine learning are therefore not
covered.

Regressions

Regressions based on statistical analyses of existing solutions may be per-
formed, for example, to identify trends that can be used to make predictive
calculations about the performance of new systems under development. The
reasoning behind this is that existing solutions build upon a collective knowl-
edge that to some degree can be applicable to estimations for new design as
well. The characteristic traits of a new design can thereby be predicted to
some degree of accuracy, which is usually sufficient at an early conceptual de-
sign stage and in ruling out unfavourable regions of a design space [99]. There
are several types of regressions that can be performed on statistical data. In
general, a statistical regression can be described as a method for determining
dependencies between variables of interest in a dataset. One of the simplest
forms of regression is graph-based trend line fitting between two variables [100].
The relationship between the two variables is, for example, given as a linear
equation. Other types of trend line equations, such as exponential functions,
may provide a better fit against the underlying data, and it can be hard to
determine the most appropriate expression. As with any statistics, more data
is always preferable, since it reduces uncertainty and makes for more accurate
estimations. However, some degree of intuition is almost always necessary in
trend line fitting, which can make it prone to biases [100].
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Regression analyses can also be made between more than just two variables.
Such regression analyses are normally referred to as multiple regression analyses
[101]. Typically, two or more independent variables with known values are
used here to estimate the value of a single dependent parameter. Multiple
regression analyses also include weightings so that the contribution of each
predictor variable can be determined, as compared to a “regular” regression
with only one variable. One way to enhance the fit of a linear regression model
is to perform the regression on the logarithmic values of the underlying data
set. The potential benefits of doing this include enabling the data to be better
“centred”, thereby allowing for a better fit and analysis of datasets that are
not normally distributed [102].

The regression methods described so far are fairly simple ways of creating
predictive models and of establishing the relationships between variables in
datasets. More advanced methods for creating predictive models include tech-
niques such as symbolic regressions with genetic algorithms and Singular Value
Decomposition (SVD).

Symbolic Regression

Symbolic regression is a regression analysis that utilizes optimization to find a
mathematical expression that best fits an underlying dataset. Lengthy math-
ematical expressions are here penalized so that both accuracy and simplicity
are taken into account [103]. There are several different kinds of optimization
techniques. However, optimizations with genetic algorithms are particularly
suitable for symbolic regressions. The reason for this is that mathematical
operators – such as addition, subtraction, and multiplication – can be seen as
the different available chromosomes. These mathematical operators are con-
sequently the design parameters that can vary throughout the optimization.
The goal of the optimization is typically to minimize aspects such as the mean
square error, while simultaneously penalizing the complexity of the resulting
expression or individual. In this sense, it reduces some of the bias from the
regression techniques discussed before and results in “simple” but accurate pre-
diction models that have been derived from statistical data and optimization.
Ultimately, a symbolic regression results in an expression, or formula, that has
been optimized to fit the underlying data and to be simple in terms of length
and complexity. An illustration of a symbolic regression process is presented
in Figure 2.7.
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Figure 2.7 An illustration of a symbolic regression process. Reproduced from
paper [VII].

Singular Value Decomposition

A Singular Value Decomposition (SVD) is a form of statistical analysis that
can be used to create estimation models from statistical data [99]. A benefit,
and powerful feature, of SVD compared to other estimation methods is that
only a small number of input parameters are required to make an estimate of
the remaining ones in a dataset [104]. An SVD analysis is also related to some-
thing known as a Principal Component Analysis (PCA), which can be used to
determine the driving parameters in a data set and thereby reduce dimension-
ality [105]. In general, an SVD analysis starts with a matrix factorization and
decomposition into a general form which is shown in equations 2.1 and 2.2.

X = U · W · V T (2.1)

x11 · · · x1i

...
. . .

...
xs1 · · · xsi

 =
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...
. . .

...
us1 · · · usr

 ·


w11 0 · · ·

0
. . .

... wrr

 ·

v11 · · · v1i

...
. . .

...
vr1 · · · vri


T

(2.2)

As seen in equations 2.1 and 2.2, any matrix, or dataset, can be factorized
into three different matrices. Essentially, a dataset denoted X contains infor-
mation about subjects (s) and items (i). For example, subjects can represent
different car models, while items could correspond to parameters such as cost,
engine size or the number of doors. The U -matrix represents subject vectors,
whilst the item vectors are described by the V T -matrix. The matrices are ar-
ranged here so that the elements of the diagonal W -matrix are in descending
order. The W -matrix simply corresponds to the singular values, or princi-
pal components, of the SVD. The descending order of the W -matrix elements
results in a descending order of influence for each row in the U -matrix. Con-
sequently, the singular values, also called SVD variables, of low influence in
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the W -matrix can be omitted, thus reducing the overall dimensionality. This
results in an estimation model that only requires as many inputs as there are
SVD variables left. Naturally, the number of remaining SVD variables be-
comes a trade-off against accuracy of the estimations. However, since the SVD
identifies the principal components and underlying correlations of the dataset
used, the required number of SVD variables is typically low compared with
the original dimensionality. From here, remaining elements in the U -matrix
can be translated back into X through the matrix product. Consequently, the
X -matrix is now an approximation of the original dataset, based on just a few
SVD variables.

A reduced model obtained from an SVD analysis can be used to estimate
characteristics of a system under development. This is done by adjusting the
remaining SVD variables so that desired or known characteristics of the system
are matched by the model. All other characteristics described in the original
dataset are thereby estimated based on only the few SVD variables matched
against the desired properties. An SVD analysis like the one just described
could be used to give quick estimates of a design based on given requirements,
and to expand available information [99].

Engineering Design Optimization and Surrogate Modelling

Genetic algorithms were previously mentioned as one optimization technique
related to symbolic regressions. However, a plethora of different optimization
methods that can been used in engineering studies exist, ranging from simple
gradient-based approaches to more complex particle swarm optimizations and
evolutionary algorithms [106], [107]. A formal mathematical definition of an
optimization problem is given below in equations 2.3–2.7.

Minimize:

F (x) = [f1(x), f2(x), ..., fk(x)] (2.3)

subject to:

hi(x) = 0, i = 1, ..., m1 (2.4)

gj(x) ≤ 0, j = 1, ..., m2 (2.5)

x ∈ X ⊆ Rn (2.6)

for:
x = (x1, x2, ..., xp) (2.7)

All optimization problems typically include objective functions (equation
2.3), constraints (equations 2.4–2.6) and design variables (equation 2.7). An
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objective function describes the goal of an optimization, which could be a mini-
mization of a specific variable. Constraints are typically introduced to keep dif-
ferent variables within the optimization in suitable or allowed intervals. Lastly,
design variables are the elements that can be changed throughout an optimiza-
tion. This could, for example, be different parts of a design that a designer can
change to impact an objective function. From an aircraft design perspective,
an objective function could be a maximization of range, with weight as a con-
straint and different wing parameters as design variables. Optimizations can
also be performed with more than one objective function. Such optimizations
are commonly referred to as Multi-Objective Optimizations (MOO). Similarly,
optimizations spanning more than one engineering subject, for example aero-
dynamics, are referred to as Multi-disciplinary Design Optimizations (MDO)
[108], [109]. The early design of complex systems and SoSs typically involves
multiple design domains and thereby considerations that often result in contra-
dictory requirements. Negotiations and trade-offs must consequently be made
to find the most suitable solutions from all design perspectives. Optimiza-
tion is therefore a powerful tool that can facilitate the design work and aid in
decision-making. MOOs and MDOs typically result in different Pareto fronts
of optimum solutions [108]. Each design on a Pareto front is an optimum so-
lution with regards to all objectives. As a result, a Pareto front illustrates the
available trade space on the set of most suitable design variable combinations.

As an engineering field, MDO additionally deals with sensitivity analyses,
information processing and management strategies, to name a few [110]. Addi-
tionally, it can be viewed as a methodology where the interactions between
involved disciplines and systems are in focus. However, these interactions
between different disciplines do introduce additional challenges compared to
optimizations on a single discipline. The two main challenges that an MDO
approach brings may relate to computational cost and organizational complex-
ity [111]. Expense in terms of computational cost and time can be a problem
in all types of optimizations. One remedy for this is to create surrogate or
meta models. Individual discipline models in an MDO can here be exchanged
for surrogates that approximate the models’ outputs and thereby reduces the
computational expense. However, certain simulations must be performed in or-
der to create representative surrogate models. One method is to use a Design
Of Experiments (DOE) for this purpose and to determine the simulations that
should be performed [112]. There are several different kinds of DOE methods
that can be used to suggest the simulations to be performed for the creation
of a meta model. One of the most common types is, for instance, Latin hyper-
cube sampling. Surrogate models can thereafter be created with a variety of
methods, including Singular Value Decomposition (SVD) [99]. Naturally, a sur-
rogate model is an approximation of the model it was created from. Prominent
solutions found through optimizations with surrogate models may therefore be
subjects for further analysis to reduce uncertainty.
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Optimizations and MDO have been utilized in a number of SoS studies. One
such study presented in [113] illustrates how design optimization of Unmanned
Aerial Vehicle (UAV)s can be performed in an SoS context. Another example
is provided in [114], where optimization is used to streamline operations of an
SoS and to mitigate prediction errors on emergent behaviours. A methodology
for optimizing and evaluating candidate SoS architectures through simulations
and different performance metrics is presented in [115]. Finally, [23] illustrates
how an optimization framework can be used to architect resilient SoS solutions.

2.5 Visual Analytics
Visual Analytics (VA) can be described as a field that focuses on the trans-
lation of data into interactive visual representations that both improve data
exploration capabilities and facilitates decision support [116]. The aim of VA
is to provide enhanced insight and an ability to obtain useful information from
large amounts of data in a human readable way [117]. Analyses and analytical
reasoning over large and complex data sets with VA are consequently performed
with the “human-in-the-loop”. This allows decision-makers to quickly gain in-
sight from the data and possibly discover hidden relationships within it. Both
[116] and [117] provide thorough overviews of VA and its applications in differ-
ent engineering fields. Additionally, [117] explains that a VA process typically
follows six steps:

1. Pre-processing of data.

2. Application of algorithmic analysis methods.

3. Visualization of the processed data.

4. Generation of insightful knowledge from user interaction.

5. Interactive knowledge integration with the analysis and visualization.

6. Updated visualization based on user decisions and interactions.

The first three steps listed above involve little focus on user interactions and
should be performed in a succeeding order. Steps four to six, on the other hand,
are typically done in an iterative manner. These final steps are then repeated
until a desired level of insight has been achieved. The visuals can thereafter be
used for various purposes, such as enhancing decision-making capabilities. The
“human-in-the-loop” idea is heavily focused on and involved throughout steps
four to six.

The concepts of design and trade space explorations were described earlier
in this chapter. VA is connected to these in several ways and can be used
in conjunction with them to enable interactive design and trade space explo-
rations. The influence of different design choices and how their expected de-
livered values change can, for example, be determined interactively using such
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an approach. This allows decision-makers to explore the available design and
trade space in a “what-if” manner until the most appropriate solutions have
been identified. There are many examples of studies where both VA and Trade
Space Explorations (TSE) have been used to approach engineering problems
in relation to complex systems and SoSs. One such example is presented in
[89], where investigations into the design and trade space for space tug satellite
systems are performed in order to assess the delivered value for different sys-
tem architectures. Another study investigates the design and trade space for
supersonic business jet concepts with VA [118]. The VA approach is used here
to assist the designer in both navigation and understanding of an extensive
number of design alternatives, thus facilitating decision support while reducing
the designer’s cognitive burden. In this particular case, an Interactive Recon-
figurable Matrix of Alternatives (IRMA) is used to provide a concise overview
of the available design alternatives. The IRMA consequently allows interactive
explorations of the design space for possible concepts. It also allows designers
to directly see the impact of different design decisions from perspectives such as
dependency and incompatibility. An example of TSE and VA from an SoS per-
spective is presented in [119], which describes a methodology for experimental
design model-based systems engineering. The methodology is illustrated via
the conceptual design of a defence system. Additionally, [119] also illustrates
how a dynamic dashboard can contribute to an interactive exploration of the
design space. Finally, uncertainty in trade space analyses is also an important
metric to consider, and it must be both managed and quantified for a design
at an early stage to enable elaborate decision-making [120]. VA techniques can
be used to provide visualizations of the uncertainty associated with different
parts of a design or trade space under exploration. Guidance in, for example,
risk mitigation can thereby be facilitated. However, this typically comes at the
cost of more dimensions and overall complexity of the visualizations [116].
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3
A Holistic Approach

for Early Product
Development

Based on the five levels introduced in [1], this chapter illustrates a method
that has been formed from the theoretical background and literature study
presented in chapter 2. The suggested method illustrates how four approaches
can be used to realize different parts of the holistic System-of-Systems (SoS)
design model from Figure 1.2, and to provide a collective analysis that spans
all levels. Figure 3.1 shows an overview of the different approaches that have
been used to cover the five levels and to form the foundation of the method
presented in this dissertation.

Figure 3.1 The corresponding levels of interests from [1] for which this dis-
sertation contributes realizations. The figure also illustrates the levels to which
the different approaches belong, and in what section of the dissertation they are
described.
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Additionally, this chapter shows how the method can be used in early product
development and to provide decision support, as well as to illustrate design
trade-offs from an SoS perspective. The original versions of the four approaches
from Figure 3.1 are described in detail in the appended papers. However, these
approaches have been slightly updated in this work to better illustrate their
use and to facilitate their interoperability in the presented method.

3.1 Method
The method presented in this section shows the proposed way of traversing
the different levels of the holistic SoS design model from [1]. This is shown in
Figure 3.2 from a top-down perspective, starting with the SoS needs.

In Figure 3.2, the architecture framework approach (A) is used to break down
overarching needs into corresponding capabilities and functions. This particu-
lar procedure originates from paper [III]. The outcome from the breakdown is
then represented using the ontology approach (B) that incorporates reasoning.
The ontology generates a reduced design space of alternatives or functions to
be performed. However, the design space can also include existing system solu-
tions here as well. Ontology and reasoning are considered a major part of this
dissertation and the presented method. The approach has mainly been based
around the work performed in papers [I], [II], [III], [IV] and [VI]. Suggested ex-
isting system solutions from the ontology approach can now be used as inputs
for simulations of different SoS architectures or compositions. This was first
investigated in paper [II] and later used to form the visual analytics approach
(D) introduced in paper [V]. The simulations generate performance measures
that can be used to identify the most prominent SoSs. However, these simula-
tions can also be used to identify capability gaps and thereby give overarching
requirements for new solutions to be developed. The reduced design space of
alternatives or functions from the ontology approach can from this point act
as inputs for a continued design process with the obtained requirements. The
concept exploration approach (C) illustrates how different Constituent Sys-
tem (CS) concepts are explored based on the various design alternatives and
requirements. The characteristics of feasible concepts are thereafter approxi-
mated using different estimation techniques based on, for example, statistics
and optimizations. This way of exploring concepts and their properties was first
examined in papers [VI] and [VII]. The simulation process can subsequently
be revisited, with the obtained CS estimates added to the set of possible SoS
architectures in terms composition. Prominent SoS architectures with reduced
design spaces can thereafter be further investigated with more detailed analyses
in an iterative way.

Finally, the visual analytics approach (D) can be used to span the workflow
performed so far and to give an interactive design platform on which differ-
ent parameters can be varied to illustrate design trade-offs and the influence
of various boundary conditions. This consequently enables interactive trade
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Figure 3.2 The overall method that has been synthesized from the different
approaches to realize a holistic SoS design model.
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and design space exploration capabilities that can be used to provide decision
support through “what-if” investigations.

As mentioned in section 1.1.1, the holistic SoS design model from Figure
1.2 has no specific starting point and an analysis can start at any level. The
method described in this section shows only one way of combining the different
approaches to cover the different levels. The remainder of this chapter will
therefore describe the individual parts of the presented method in more detail,
and elaborate on how the different approaches can be used outside the method
for other aspects of holistic SoS analyses.

3.1.1 Design and Trade Space Definitions
The concepts of design and trade spaces have been mentioned on several occa-
sions so far. The definitions for these throughout this dissertation build upon
the content of section 2.4.1. A design space is built upon design variables/pa-
rameters which can be of both a discrete and a continuous nature. A specific
operational activity may be a discrete design variable from an SoS perspective;
the wingspan of an aircraft is an example of a continuous design variable at CS
level. In general, design variables are the entities that a designer can change. In
contrast, uncertainty parameters represent things that are not precisely known.
Uncertainty parameters can be divided into two types, namely aleatoric and
epistemic uncertainties [121]. Aleatoric uncertainty represents randomness,
such as stochastic variations in an operational environment. Epistemic un-
certainty represents uncertainty from limit knowledge, such as the accuracy
of low-fidelity models. Unlike aleatoric, epistemic uncertainty can be reduced
by, for example, using more accurate models. Together, design variables and
uncertainty parameters generate system characteristics, sometimes also called
functional characteristics. This can, for example, be the performance of a par-
ticular SoS or the resulting range of an airborne CS. As mentioned in section
2.4.1, a design space contains the possible solutions to a given design problem.
These solutions are thereby described by their system characteristics obtained
from the design variables and uncertainty parameters. Requirements and de-
sign constraints act as limiters on design variables and system characteristics.

A trade space, on the other hand, is a result of design spaces spanned by sys-
tem characteristics. As the name implies, a trade space illustrates the trade-off
between system requirements or characteristics. Each point, or design option,
in a trade space represents a specific set of system characteristics and thereby
specific values for the involved design variables. Ideally, each point represents
an optimized design based on a limited number of requirement values. Thus,
the number of dimensions for a trade space representation is largely reduced
compared to those of a design space. System characteristics may be of differ-
ent importance in an analysis and can thus be weighted using, for example,
a Quality Function Deployment (QFD) approach. Additionally, system char-
acteristics can be put together into value functions, which can further reduce
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some of the dimensionality of a trade space [89]. Finally, design and trade space
exploration can be performed to increase the overall knowledge of a design at
an early stage. Such explorations follow the definitions already listed in section
2.4.1.

3.2 Search and Rescue as a Case Study
Throughout this work, Search and Rescue (SAR) operations have been used as
case studies to test the proposed approaches. SAR operations can be considered
as typical examples of directed SoSs with a high degree of centralized control
over the CSs involved. Furthermore, SAR often includes several types of sys-
tems that may be influenced by the operational environment to a large extent.
In this sense, the operational environment includes factors such as weather and
environmental conditions that may introduce changes in required capabilities
and functions to be performed to meet stakeholder needs in a satisfactory way.

The SAR case studies used have mainly been based on available information
about SAR systems and SAR operations from the International Aeronauti-
cal and Maritime Search and Rescue (IAMSAR) manuals [122]–[124] and the
Swedish Maritime Administration (SMA) [125], [126]. Moreover, the focus has
mainly been on airborne SAR solutions. Figure 3.3 shows an example of a SAR
scenario with different types of SAR assets.

Figure 3.3 An example of a Search and Rescue (SAR) scenario off the coast
of Sweden.
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3.3 Architecture Framework Approach
The architecture framework approach was introduced in paper [III]. This ap-
proach shows how an architecture framework can be used to provide a standard-
ized and consistent way of performing a breakdown of SoS needs into required
capabilities and subsequent functions to be realized in a continued design pro-
cess. SoS needs typically correspond to those of the involved stakeholders. In
paper [III], four basic needs that any SAR system should meet were identified
based on the IAMSAR manuals. These were listed as needs to:

1. Manage information

2. Coordinate search response

3. Coordinate rescue response

4. Provide assistance

These four basic needs were used as a starting point for the breakdown using
the architecture framework.

3.3.1 Breakdown of System of Systems Needs Using the Uni-
fied Architecture Framework

As mentioned in section 2.2.2, architecture frameworks consist of different view-
points that are designed to describe the architecture of complex systems and
SoSs. They can consequently be used to describe models for areas of inter-
est, such as capabilities and how they are related to operational activities.
The Unified Architecture Framework (UAF) was chosen and used in the case
study in paper [III], since it builds upon a combination of previous architecture
frameworks. The intention of the approach has been to use the taxonomy and
description of the UAF to provide a consistent and general way of understand-
ing the hierarchical structure and relationships that lead down from an SoS
need to a function to be performed by a CS.

Based on this, different UAF viewpoints were used to create a general proce-
dure for understanding the governing relationships of an SoS needs breakdown.
A UAF sample problem, [39], was used as both a guideline and a source of
inspiration for utilizing the UAF in the case study in paper [III]. The different
UAF viewpoints that were used were as follows:

• Strategic Taxonomy (St-Tx)
Used to describe a taxonomy of available capabilities and their composi-
tion.

• Strategic Structure (St-Sr)
Can be used to describe the relationships between different capabilities
listed in the St-Tx view.
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• Strategic Traceability (St-Tr)
Can show how operational activities support represented capabilities.

• Operational Taxonomy (Op-Tx)
Used to list and describe a taxonomy of all operational activities. Similar
to the St-Tx view, but used for operational activities instead of capabili-
ties.

• Operational Processes (Op-Pr)
This view can be used to describe the relationships between operational
activities and their corresponding sub-activities.

• Operational Traceability (Op-Tr)
Similarly to the St-Tr view, can be used to describe the mapping between
operational activities and capabilities.

• Resource Taxonomy (Rs-Tx)
Can be used to describe a taxonomy of functions and their composition,
for example.

• Resource Processes (Rs-Pr)
This view shows the relationships between functions, and can also be used
to describe their inputs and outputs.

• Resource Traceability (Rs-Tr)
Describes how the functions implement and map onto the different oper-
ational activities.

• Parameters Environment (Pm-En)
This view can be used to describe the environment and relevant environ-
mental conditions of the domain in question.

The different views described above were then synthesized into a diagram
describing how needs could be broken down in consecutive steps into capabili-
ties, activities and functions to be performed. This resulting diagram, referred
to as the architecture framework approach, can be seen in a UML format in
Figure 3.4.

Needs may come from stakeholders or customers, and typically correspond to
requests for solutions to problems that can be provided by a service in a defined
environment. A stakeholder might be an individual or an organization with an
interest in at least one phase of a complex system or an SoS described in the
architecture framework. The system must be capable of satisfying the needs
and thereby delivering the service. Consequently, the system must possess the
capabilities to do so. In this sense, needs must always be associated with ca-
pabilities to be fulfilled, and a capability is thus dependent on a corresponding
need. A capability is defined as the ability to implement activities through a
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Figure 3.4 A UML diagram of the architecture framework approach, illus-
trating the breakdown process and the relationships between needs, capabilities,
activities, functions, means and the environment.

combination of different ways and means. Therefore, activities are implemen-
tations, or realizations, of capabilities. As Figure 3.4 shows, a capability can be
implemented by at least one activity, and one or more activities can implement
at least one capability in the inverse direction. An activity is implemented by
one or more functions. The functions are in turn implemented by means or
elements that, for example, correspond to CSs and sub-systems. The relation-
ships between functions and means can from this point be further utilized with
an F/M tree approach which allows for a continued and more detailed func-
tional breakdown if desired. Finally, the environment has an influence on the
required functions and capabilities. An activity might consequently require
different functions to successfully realize the intended capability, depending
on the surrounding conditions. The definitions listed above are based on the
information found in the UAF sample problem and documentation [39], [127].
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3.3.2 Outcome and Design Space
The architecture framework approach outlined in section 3.3.1 results in a num-
ber of functions that are to be performed to realize the overarching capabilities
required to satisfy the customer and stakeholder needs. Consequently, it cre-
ates a design space of functions to be performed that can be either realized
using existing means or used as inputs for a continued design process. Fur-
ther details and discussions on how the outcome can be used for this purpose
are presented in section 3.5 and chapter 4. Additionally, the outcome and de-
sign space of functions from the architecture framework approach can also be
further processed by being represented in an ontology, as seen in Figure 3.2.

3.4 Ontology and Reasoning Approach
Ontology and reasoning have been a common topic for almost all the appended
papers in this dissertation. Ontology has here been used to represent entities
and their relationships, similarly to the way that UML and SysML models
are used. In this way, the ontology can correspond to a representation of an
available design space for systems and SoSs. Description logic reasoning sub-
sequently allows the design space to be processed, as this section will describe
in more detail.

3.4.1 Building an Ontology for an SoS Design Space
The ontology approach referred to in this dissertation was first introduced in
paper [I], and has been further refined and utilized in papers [II]–[VI]. Paper
[I] also proposed a process for building an ontology that represents an available
SoS design space. Figure 3.5 shows a slightly updated version of this process.

The process in Figure 3.5 consists of eight steps, and has been partly based
on the guidelines presented in [56] and [65]. The process is intended to be
used with the Web Ontology Language (OWL) which supports reasoning, as
mentioned in section 2.3. The Protégé ontology editing software, [128], has
been used to implement ontologies with the process from Figure 3.5 in all case
studies in the appended papers.
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Figure 3.5 The ontology development process for generating a representation
of an SoS design space. Updated from the version first introduced in paper [I].

Step 1: What Should Be Modelled?

The process in Figure 3.5 starts with the step of determining the scope of the
scenarios and the intended domains to be modelled. This could be different
SAR operations as shown in the case studies in papers [I] and [II], for exam-
ple. The scope may also correspond to the outcome of a breakdown with the
architecture framework approach as shown in paper [III].

Step (A): Top-Level Ontology Selection

An optional step before step two allows for the incorporation of a top-level on-
tology structure. As explained in [129] and briefly mentioned in section 2.3.1,
top-level ontologies can bring several benefits, such as improved interoperabil-
ity between different domain ontologies. Top-level ontologies, such as the Basic
Formal Ontology (BFO) [65], [129], offer a predefined structure and hierarchy
for representing domain knowledge. The case study in paper [IV] illustrates
how BFO can be used as a structure for merging different domain-specific on-
tologies. An OWL variant of BFO ([130]) was here utilized to give a predefined
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class structure that the other ontologies could conform to. Figure 3.6 shows a
reduced representation of the BFO class hierarchy.

Figure 3.6 A small part of the Basic Formal Ontology (BFO) class hierarchy.

The different classes in the BFO class hierarchy are intended to be domain
neutral so that knowledge from any domain can be represented. Additionally,
the relationships between classes in BFO build on an “is a” structure upwards
in the hierarchy. This is explained in further detail under Step 3 in this
section. The BFO specification and user’s guide ([65]) gives guidance on what
entities may fit under the different classes. Functions such as the ones discussed
in relation to the architecture framework approach, for example, are placed
under the Function class in Figure 3.6. Aerospace systems, such as aeroplanes
and helicopters, are suitably placed as sub-classes and individuals under the
Material Entity class in the BFO hierarchy.

Step 2: Identify Relevant Entities and Relationships

The second step of the process involves identifying the relevant entities and
relationships that are to be represented in the ontology. From a SAR per-
spective, entities may include available assets, weather conditions, capabilities,
regulations and more. However, the scope can also be on the design of new
SAR vehicles from an SoS perspective. Entities to be modelled can in such
a case correspond to overall functions and the means by which to implement
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them, together with their respective design alternatives, as shown in the case
study in paper [IV]. Relevant entities to be represented can also be identified
via holistic analyses of possible scenarios for the intended domain and scope,
for example. Terms and vocabularies in the ontology should be specified in a
coherent way so that ambiguities in definitions are avoided. Top-level ontolo-
gies may include existing terms and vocabularies in their definitions, and the
knowledge to be represented should conform with these to facilitate reusability
if such an ontology structure is included.

Step (B): Include Existing Domain Ontologies?

The option of including existing domain ontologies is introduced before step
3. The reason for this is that ontologies can suffer from a “reinvent-the-wheel”
syndrome, where several ontologies are created for the same purpose [129].
Therefore, it is desirable to consider using existing ontologies in the process to
avoid creating a new and redundant one [56]. If existing ontologies are to be
used, they should be adjusted to fit the intended formalism and structure of
the ontology under development, as explained in Step (C). The case study
in paper [IV] once again provides an example of how this can be done. In
this particular case, an aircraft design ontology from [68] is incorporated to
provide means/design alternatives for some of the required SAR functions.
This ontology was also adjusted to fit the BFO formalism in accordance with
Step (C) before being incorporated to facilitate the merging process.

Step 3: Create Classes

Step 3 of the process involves the creation of ontology classes from the entities
identified in Step 2. Ontology classes are implemented in a hierarchical struc-
ture with classes that can have sub-classes, which in turn have their own sub-
classes and so on. The relationships between classes in the hierarchy structure
are typically of an “is a” nature. This means that a sub-class is a specialization
of its super-class, and that the sub-class consequently inherits the properties
of the super-class. For example, an aeroplane is an airborne vehicle, which in
turn is a vehicle that is a system that is an entity. Saying that all vehicles
have a mass property, for example, implies that all aeroplanes must also have
mass properties. Figure 3.7 shows an illustration of an is a hierarchy.

Different approaches can be used when establishing a class hierarchy, as
described in [56]. Due to the open world and non-unique naming assumption
in OWL, it is also important that classes that are not equal to each other are
defined as disjoint for the subsequent invocation of the reasoner. A helicopter
class should, for example, be disjoint with a weather condition class, since a
helicopter cannot possibly be a type of weather phenomenon.
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Figure 3.7 A class hierarchy illustrating the “is a” relationship.

Step 4: Create Relationships

This step is used to define all relationships that are to be represented in the on-
tology. Ontology relationships describe how classes and individuals are related
to each other, but can also describe structures, properties and data values,
for example. Relationships are described using object and data properties in
OWL. Object properties are used to describe relationships between ontology
classes and instances, while data properties are used to describe how classes
and instances relate to data, such as numbers and strings. Cardinality specifi-
cations can be used to describe the number of relationships that classes have
in a min., max. or exact logic. OWL includes many more options for defining
relationships using object and data properties, and further explanations and
details are found in [56] and [60].

Additionally, ontology classes can be defined as either primitive or defined.
The differences between these two types are what OWL refers to as necessary
and sufficient conditions. A primitive class only contains necessary conditions.
These may, for example, explicitly describe how an entity is built up in terms of
relationships within the ontology. A defined class contains at least one necess-
ary and sufficient condition. In short, defined classes allow for automated
classification and processing of implicit relationships between classes and indi-
viduals in the ontology using a reasoner. More information about this, as well
as examples, can be found in [60] and in the case studies in papers [I], [II], [III],
[IV], and [VI].

49



A System of Systems View in Early Product Development

Step 5: Create Instances

Individuals, also sometimes referred to as instances, are defined as “the most
specific concepts represented in a knowledge base” [56]. Consequently, individ-
uals represent the lowest granularity or level of detail in the modelled domain
of the ontology. Classes can be seen as collections of corresponding individuals.
Relationships between classes thereby describe general relationships between
their individuals. Individuals can also be members of more than one class. In
a SAR context, an individual can be a helicopter of a specific type that is a
member of the helicopter class in Figure 3.7, for example.

As just shown, Steps 3 to 5 are used to create the entities and relationships
in the ontology model. These three steps have no specific starting point, and
can typically be performed in an iterative manner until a desired ontology
representation of the domain is achieved.

Step (C): Adjust Entities and Relationships

This optional step is to be utilized if top-level or existing domain ontologies
are being used. The previously represented entities and relationships from
Steps 3-5 should here be allocated and adjusted into the existing ontology
structure provided by any top-level or domain ontologies. Steps 3-5, (B) and
(C) can then be revisited and iterated if additional information is needed to
model the domain in the intended way and to establish a desired knowledge
representation.

Paper [IV] provides an illustration of this step by adjusting three different
ontologies to the BFO hierarchy. More specifically, the case study shows how
the classes and instances of the SAR ontology from [III] and the aircraft design
ontology described in [68] can be allocated to suitable places within the BFO
hierarchy. An aircraft function ontology is also created directly in the BFO
hierarchy in the case study of paper [IV]. This aircraft function ontology is
implemented using Steps 3-5 and is based on an analysis of core aircraft
functions described in [131]. The three ontologies are thereafter merged and
mapped to each other with Step (C) under the BFO hierarchy. The end result
of this is a large ontology that represents the available design space for a search
aircraft to be developed from an SoS perspective.

Step 6: Invoke the Reasoner

Once a desired knowledge representation has been obtained, and the relevant
entities and their relationships have been modelled, a reasoner can be invoked.
The reasoner will classify and check the implemented ontology for inconsisten-
cies, but it will also build up a new inferred ontology. The unclassified ontology
is referred to as the asserted ontology, and corresponds to the outcomes from
Steps 3-5 that have not been processed by the reasoner. The inferred ontology
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will be built up based on the defined relationships, properties and conditions in
the asserted ontology model. Defined ontology classes will be populated with
classes and instances that fulfil the necessary and sufficient conditions to be
regarded as members of the defined class. The reasoner can consequently draw
conclusions about implicit relationships in the ontology and restructure it ac-
cordingly. Step 8 of the process should be performed if the reasoner classifies
the ontology model as inconsistent.

Step 7: Assess Inferences

Step 7 should be performed to assess and evaluate the inferences made in the
ontology model and its defined classes. The ontology may prove to be consistent
but include unwanted or unreasonable results. The reasoner will make the
inferences based on the modelled domain and its implemented relationships.
Consequently, any modelling errors from Steps 3-5 might result in a consistent
ontology but with erroneous inferences from the modeller’s perspective. If such
inferences are found, or if the ontology is classified as inconsistent, Step 8 must
be performed.

Step 8: Correct Model Errors or Inconsistencies if Needed

Step 8 of the process should only be performed if the ontology is classified as
inconsistent or if unwanted and erroneous inferences have been made according
to the ontology modeller. Corrections can be made by revisiting Steps 3-5
and consequently adjusting the relationships, properties and conditions of the
implemented classes and individuals. Unwanted, erroneous or simply unreason-
able results can be further investigated using description logic querying. The
inferred ontology is here used to answer “questions” about the modelled domain
and its classes and instances [79]. Consequently, description logic querying can
give the modeller an indication and an explanation of why such inferences have
been made by the reasoner. Inconsistencies can be hard to identify, and differ-
ent ontology debuggers for OWL may be useful for finding the source of any
inconsistencies in the ontology [132].

Ontology Process Outcome

The outcome from the ontology process in Figure 3.5 is a knowledge represen-
tation and a model of the entities and relationships that exist in the chosen
domain. This knowledge representation can correspond to an initial design
space representation for an SoS with, for example, available SAR assets to per-
form a mission, as the case studies in papers [I] and [II] show. However, it can
also correspond to a design space of functions to be performed to meet over-
arching capabilities and needs with available means and design alternatives, as
described in papers [III] and [IV]. Additionally, the case studies in papers [II]
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and [IV] have shown how the proposed process can be used to extend and incor-
porate an existing ontology structure. These case studies have also illustrated
how the process can be reiterated to include more information than initially
specified.

A design space representation generated via the process can from here be
further processed using the reasoner, as the next section will explain in more
detail.

3.4.2 Reasoning and Design Space Processing
Reasoning has thus far mainly been used to classify and check the ontology
representation for inconsistencies in the process from Figure 3.5. Another im-
portant capability that a reasoner provides is that it can infer implicit rela-
tionships in the ontology model, as briefly mentioned above. Consequently,
reasoning can be used to further process the design space generated using the
ontology development process. Reasoning has been used for this purpose in
most of the papers appended to this dissertation.

Design Space Reduction

The general approach for processing the design space has been established
by modelling defined classes with necessary and sufficient conditions in the
ontology asking for user-defined needs, requirements and desired performances,
for example. Reasoning has then been used to automatically populate the
defined classes with the classes and instances that are able to fulfil the necessary
and sufficient conditions described in them. This approach thereby filters the
available design space and results in a reduced design space representation. The
conditions in the defined classes can here ask for entities with relationships to
certain capabilities or entities with certain data properties, for example, such
as a rescue capacity above a specified number as shown in paper [I]. The
reasoner can consequently filter out irrelevant solutions and thereby parts of
the design space representation in the defined classes. However, this does not
remove information from the overall design space, and the conditions in the
defined classes can always be adjusted to open up or narrow down the size of
the design space reduction. Figure 3.8 shows an illustration of a design space
reduction using defined ontology classes.

The defined classes marked with grey backgrounds in Figure 3.8 create an
intersection which represents the area where included instances and classes
are able to fulfil the conditions of the two defined classes. Consequently, the
available reduced design space is represented by the inferred sub-classes and
individuals of the defined classes that have been used to query the ontology.
More information and illustrative examples of how defined ontology classes and
their necessary and sufficient conditions are created to perform design space
reductions can be found in the case studies in papers [I], [II], [III], [IV] and
[VI]. Additionally, paper [III] elaborates on the possibility of not finding any
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Figure 3.8 An illustration of an ontology represented design space with de-
fined classes marked with grey backgrounds. Classes are represented by circles
and individuals by diamonds.

solutions for the conditions in the defined classes, and how these conditions
can consequently be used as inputs for a continued design process. This is also
further discussed in section 3.4.3.

Design Space Expansion

The reasoner can also be used to expand the available design space using im-
plicit relationships in the ontology representation. Examples of this have been
both shown and discussed in the case studies of appended papers [I], [II], [III],
[IV] and [VI]. For example, a new entity can be added to the ontology with only
one property stating that it has the capability to fly. The reasoner can then in-
fer that this new entity must be some sort of airborne vehicle, since these have
the capability to fly. The new entity can consequently be regarded as belonging
to the airborne vehicle class and will thereby inherit the airborne vehicle class
properties. These may be properties stating that all airborne vehicles have a
weight, cruise speed, average fuel consumption, fulfilment of certain functions,
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and more. The reasoner can thereby infer and add more information to the
newly added entity automatically. Consequently, the newly added entity can
also be regarded as a solution to the conditions of defined classes in a design
space reduction context. However, using the reasoner to expand the ontology
and infer implicit relationships adds to the cost in terms of computational time,
as described in section 2.3.

The case study in paper [III] also shows how an initial ontology representa-
tion created from the architecture framework approach can be expanded with
additional information before a design space reduction is performed. Implicit
relationships are also used here to sort ontology classes into the modelled class
hierarchy. Finally, paper [VI] describes and illustrates how defined ontology
classes can be used to represent aircraft concepts as selections of different de-
sign alternatives to required functions within the ontology. Reasoning has
thereafter been used to automatically identify suitable datasets of similar ex-
isting solutions based on the specific concept selection. These available datasets
have here been represented as ontology individuals that the reasoner has sub-
sequently related to suitable concept individuals during reasoning. This has
resulted in additional information, and a suggestion for a continued estimation
procedure, about the aircraft concept in question. More specific details about
this are found in the case study of paper [VI]. Additionally, section 3.5.1 fur-
ther explains how this information can be used to expand and initially estimate
aircraft concept characteristics outside the ontology representation.

3.4.3 Summary and Ontology Approach Outcome
Overall, the ontology and reasoning approach presented in this section results
in a reduced design space of alternatives and functions to be performed in order
to meet overarching needs and capabilities. The approach has been used to give
suggestions for both suitable systems and SoSs. The case studies in papers [II]
and [V] have shown this by integrating the ontology approach with Agent-Based
Simulations (ABS) to generate, reduce and evaluate an SoS design space. In
paper [II], different combinations of existing SAR assets were generated from
the ontology and then simulated to give the different SoS performances in terms
of overall mission time and cost to find a rescue subject. Visual Analytics (VA)
was thereafter used in paper [V] to create an interactive dashboard from the
previous results which were used to explore various aspects of the simulated
SoSs and environmental conditions. Figure 3.9 shows an overview of the process
used in papers [II] and [V]. More details about this process are found in the
methods and case studies of the corresponding papers.
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Figure 3.9 The process used to connect ontology with Agent-Based Simula-
tions (ABS) in paper [II]. The interactive data visualizations step was added in
paper [V] to also include Visual Analytics (VA) in the process.

Finally, Paper [III] shows how the ontology approach is used to give a reduced
design space of functions to be performed by new systems to be developed. The
suggested functions from the ontology approach are here inputs for a continued
design process that is used to create new systems from an SoS perspective. This
has been the main focus for papers [IV], [VI] and [VII] that also have been the
foundation of the concept exploration and estimation approach described in
the next section.

3.5 Concept Exploration Approach
There are several ways of continuing the design process and exploring system
concepts from the functions and alternatives suggested by the ontology and
reasoning approach from the previous section. Qualitative system represen-
tations may, for example, be chosen and created directly in the ontology as
individuals by selecting design alternatives for each required function in their
definition. However, this becomes more difficult when the number of func-
tions, alternatives and interdependencies starts to grow. Ontologies are also
limited in terms of numerical calculation capabilities, as mentioned in section
2.3.2. The estimations that can be performed on the characteristics of new
Constituent Systems (CS) properties are therefore also limited. A temporary
transition outside the ontology representation is consequently necessary in or-
der to enable further analyses for new CS, such as ABS. Knowledge extraction
from ontology representations has been investigated in several of the appended
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papers. As mentioned before, paper [II] has shown how the knowledge in an
ontology can be used to define agents for ABS based on existing solutions. Pa-
pers [IV] and [VI] have, on the other hand, illustrated how new CS solutions
can be explored, and how their characteristics can subsequently be estimated.
Figure 3.10 shows an updated version of the concept exploration and estima-
tion approach first introduced in paper [VI]. Figure 3.10 thereby also shows a
more detailed view on the concept exploration and selection and estimation of
characteristics steps from the overall method in Figure 3.2.

Figure 3.10 An approach to explore concepts from an ontology represented
knowledge base. The figure also shows how different selection and estimation
techniques have been used in the appended papers.

As Figure 3.10 illustrates, the approach starts with an ontology that is used
as an overarching knowledge base of represented entities and relationships.
These are, for example, the functions to be fulfilled and the different design
alternatives to do so. However, the ontology can also include information about
relevant requirements and additional considerations, such as environmental as-
pects or details about suitable continued design processes. Reasoning can from
this point be performed to narrow down the design space as shown in the previ-
ous section. The resulting design space for concept selection can be visualized
in different ways. Paper [VI] utilized an Interactive Reconfigurable Matrix
of Alternatives (IRMA) for this step while paper [IV] showed a more tradi-
tional approach using an F/M tree and a conventional matrix of alternatives.
Selected concepts are thereafter reintroduced and defined in the ontology as
compositions of design alternatives for each function. A temporary transition
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outside the ontology must subsequently be performed to estimate quantitative
characteristics of the selected concepts. Knowledge, in terms of concept com-
positions, requirements and suggested estimation techniques, is extracted and
used for further analysis. The quantitative estimations of concept character-
istics have been based on statistics of existing solutions in this dissertation.
Papers [VI] and [VII] have illustrated this using different techniques as seen in
Figure 3.10.

Ultimately, the concept exploration and estimation approach ends in initial
approximations of constituent system solutions that have been calculated out-
side the ontology representation. The approximations can thereby be seen as
starting values for more detailed continued concept analyses, such as an initial
sizing. These first approximations can from this point also be reintroduced to
the ontology representation again, thereby expanding the original knowledge
base with additional details. Further investigations, such as additional ABS,
can thereafter be performed with the newly estimated concepts in an SoS con-
text. This could, for example, be done with a reiteration of the process in
Figure 3.9. The remainder of this section will elaborate more on the approach
in Figure 3.10 and how the parts for concept selection and estimation of concept
characteristics are used.

3.5.1 Concept Selection
A variety of methods can be used in concept selection for new system solu-
tions. At this stage, a selected concept would correspond to a composition
of design alternatives without any quantitative characteristics, such as perfor-
mance metrics. There are different ways of representing the design space for
concept selection in terms of design alternatives for required functions.

Function/Means Tree and Matrix of Alternatives

A traditional approach in early product development is to visualize the dif-
ferent functions to be fulfilled with the available alternatives in an F/M tree.
This creates a hierarchical structure of functions and alternatives that can sub-
sequently be used for concept selection in a morphological matrix, or matrix
of alternatives. The case study in paper [IV] illustrates how functions and
alternatives from an ontology can be visualized in an F/M tree for facilitated
decision support. The F/M tree has also been used for a continued functional
breakdown in the case of paper [IV]. Reasoning was here used to suggest suit-
able vehicle system types for implementing a search function. Airborne vehicles
were inferred as one means for implementing the search function, which con-
sequently implied that such vehicles had to fulfil the main functions described
in [131] for airborne vehicles. Each function in the large ontology from paper
[IV] was mapped against suitable alternatives from the included aircraft design
ontology and the SAR ontology that it was originally based on. This mapping
was done based on information found in the International Aeronautical and
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Maritime Search and Rescue (IAMSAR) manuals, [122]–[124], and Daniel P
Raymer’s book “Aircraft Design – A Conceptual Approach”, [106]. The map-
ping was then continued until the lowest level aircraft functions were assigned
corresponding means. Consequently, both constituent system and sub-system
level means were included. Each means can have one or more design alterna-
tives. This was, for example, illustrated in paper [IV] with a provide power
function that could be fulfilled by several different power plant configurations.
Alternatives for the mounting location of the power plant configurations were
also included based on the guidelines in [106]. The functional breakdown and
F/M tree represented design space were finally used to create a matrix of al-
ternatives. The matrix represented a small part of the overall design space and
illustrated how different functions, means and their design alternatives could
be visualized for facilitated concept selection. More details and visualization
on the F/M tree and matrix of alternatives are found in the case study of paper
[IV].

The concept selection methods discussed so far have solely been visualiza-
tions of the knowledge represented from an ontology model in order to give
a better overview of the available design space. However, these more tradi-
tional product development methods provide little information on, for exam-
ple, compatibilities and fulfilment of requirements. More advanced methods
are therefore favourable in the vast design spaces that SoSs span.

Interactive Reconfigurable Matrix of Alternatives

A more elaborate method in concept selection is to use an Interactive Reconfig-
urable Matrix of Alternatives (IRMA). As described in section 2.4.2, an IRMA
builds upon a matrix of alternatives but includes additional aspects such as
compatibilities between design alternatives and requirements. An IRMA is
also interactive, which allows designers to investigate and visualize how dif-
ferent combinations of design alternatives reconfigure and prune the available
design space. Concept selection using an IRMA was carried out in the case
study of paper [VI]. The IRMA was, in this case, generated from knowledge in
an ontology model which described both functions, means and design alterna-
tives with corresponding compatibilities for airborne vehicles. The matrix itself
was generated based on the implementation work described in [133]. Concept
selections could thereafter be performed in the IRMA by interactively selecting
means or alternatives for each represented function. Incompatibilities between
alternatives were actively highlighted depending on the designer’s decisions.
An additional possibility with an IRMA is to show, for example, relationships
between design alternatives and requirements. Studies such as [97] illustrate
how certain engine types for an aircraft concept, for example, are incompatible
with cruise speeds above certain Mach numbers. However, such requirements
were not included in the case study and IRMA of paper [VI]. Instead, the
matrix only acted as a way of facilitating concept selection with the functions
and alternatives. Based on the interactive visualization of the design space
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in the IRMA, different concept selections could be performed. The selected
concepts could then be represented as individuals within the ontology. Conse-
quently, these individuals included relationships to all required functions and
their selected design alternatives from the IRMA. Moreover, some relationships
to overarching requirements were also specified in the definition of the individ-
uals, which in the particular case of paper [VI] were requirements on range and
the number of passengers to be carried by airborne vehicles. From this point,
the process in Figure 3.10 may be continued with quantitative approximations
of the various concept individuals generated.

3.5.2 Estimation of Concept Characteristics
The concept individuals created with the process in Figure 3.10 so far only con-
sist of a set of design alternatives and basic information, such as requirements,
represented in the ontology model. However, further estimations must be per-
formed to enable evaluations of these concept individuals in an SoS context. As
mentioned earlier, the description of concept individuals needs to be extracted
from the ontology for quantitative estimations and numerical calculations. Se-
lected concepts with estimated characteristics can thereafter first be used in,
for example, ABS to obtain a measure of their performances in an SoS context.
Extraction of information from an ontology can be done in several ways. OWL
ontologies can, for example, be navigated as files in an Extensible Markup
Language (XML) format. Relevant instances representing existing systems or
concepts can be associated with a dedicated class so that XML navigation is
facilitated. Papers [II], [V] and [XVI] have all shown how information from an
ontology can be extracted using different tools and methods.

Estimations of concept characteristics or properties can be made in several
ways. However, the techniques shown in this dissertation have solely built upon
statistical data of existing solutions. This has been done to achieve “ballpark”
estimates, which are usually sufficient at the very beginning of a design process
and in the evaluation of possible initial concepts in an SoS context. From an
analysis perspective, such low-fidelity models provide cheap estimations from a
computational point of view but at the cost of reduced accuracy, as mentioned
in section 2.2.3.

Singular Value Decomposition

The case study in paper [VI] illustrated how a Singular Value Decomposition
(SVD) analysis could be performed on a dataset of existing passenger aircraft
to estimate characteristics. Ontology and reasoning were again leveraged to
automatically sort generated concept individuals into different statistical cate-
gories within the ontology. This was done using defined classes that implicitly
described the needed design alternatives for a specific category. For exam-
ple, the dataset of existing passenger aircraft was represented as an ontology
individual that could be inferred as a suitable dataset for continued analysis
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if certain design conditions were fulfilled by a concept individual. The case
study in paper [VI] showed this by automatically classifying an aircraft con-
cept individual with a relationship to the passenger aircraft dataset. A similar
classification was also done for a helicopter dataset introduced in paper [VII],
which implied that individuals corresponding to a rotorcraft would be inferred
with this as a suggested dataset for additional investigations. The SVD analy-
sis in paper [VI] was performed in an Excel-implemented macro that made the
matrix factorizations and ultimately gave an SVD model with determined SVD
variables. As described in section 2.4.3, the number of SVD variables can be
reduced from here so that only the most influential ones remain with respect
to a desired uncertainty, against a reference from the statistical dataset used.
This allows the model to estimate all parameters within a dataset based on
only a few inputs. The number of SVD variables in the case study of paper
[VI] was reduced so that the previously mentioned requirements on range and
passengers could be used in combination with a minimization of the Maximum
Take-off Weight (MTOW). These three inputs could therefore be used to esti-
mate all other characteristics represented in the dataset for the aircraft concept
individual, such as wing area, thrust and take-off distance. As discussed in pa-
per [VI], the results from the SVD analysis can act as inputs for more detailed
sizing procedures, for example the ones suggested in [106] or [134]. However,
the results can also be used to generate a first geometry of the aircraft concept,
as also shown in the case study of paper [VI]. Overall, the SVD analysis results
in expanded information about a selected concept individual’s properties. From
here, the resulting estimations can be used for further analysis or be reintro-
duced to add more information to the original ontology model and knowledge
base, as illustrated in Figure 3.10. Naturally, more details and illustrations of
the SVD analysis and its connected parts are found in paper [VI].

Regression Analyses

A different, and perhaps more detailed, analysis for concept characteristic es-
timations was investigated in paper [VII]. This particular paper focused on
early design estimates of helicopters based on a statistical dataset. Ontologies
were not included in the work, but the concept selection and dataset sugges-
tion techniques shown previously still apply in this case as well. The case
study also included the same requirement types of range and passengers as in
paper [VI]. The purpose of the case study in paper [VII] was to illustrate how
relatively little detail about a design and domain could be used to create op-
timization frameworks for initial concept estimations based on models derived
from statistics. The study showed how different methods, such as linear and
exponential regressions, could be used to obtain an estimation model for de-
termining required parameters. Symbolic regressions with genetic algorithms
were also investigated in paper [VII]. This was used as a means of perform-
ing regression analyses between variables that did not have a clear correlation.
The regression analyses finally resulted in a number of estimation models for
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different helicopter design disciplines, such as aerodynamics and propulsion.
The obtained discipline models could thereafter be interconnected in an opti-
mization framework to enable design space explorations and trade-off analyses
between, for example, requirements.

Optimization

Optimization was used in the case studies of both papers [VI] and [VII]. In
paper [VI], optimization was used to adjust the SVD variables so that the de-
sired characteristics, or requirements, for the aircraft concept individual were
met. This optimization was performed using a Generalized Reduced Gradient
(GRG) method, where the objective was to minimize MTOW while keeping
the range and passenger capacity at the values given by the requirements. The
design parameters were consequently the used SVD variables. Paper [VII] uti-
lized optimization in the case study at two different points. First, optimization
was used in the symbolic regression analysis to obtain expressions for the rela-
tionships between different helicopter variables. As described in section 2.4.3,
a genetic algorithm is a suitable optimization method for symbolic regression.
It was consequently also used to perform all symbolic regressions in the case
study of paper [VII]. Finally, optimizations were used to obtain a design space
of different helicopter designs calculated from the various discipline models.
This was done through the optimization framework mentioned before which
was created based on a process outlined in paper [VII]. Figure 3.11 illustrates
an updated version of this process for creating optimization frameworks for
early design studies.

Figure 3.11 The process and workflow for creating optimization frameworks
which was introduced and followed in the case study of paper [VII].

The process in Figure 3.11 essentially starts with determining the goal of the
analysis and deciding on the desired objectives for the subsequent optimization.
Once initial goals and objectives are determined, underlying relationships of the
domain in question need to be established. This can be done using statistical
data from existing solutions or with other methods such as well-established an-
alytical formulas for the specific design field in question. The overall purpose of
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the step is to define the relationships between the optimization objectives, sys-
tem characteristics, and the possible design variables to be used. The obtained
relationships can thereafter be connected to each other in different calculation
models. One possibility is to divide the generated models based on different dis-
ciplines within the field of study. This is illustrated with a “multi-disciplinary”
option in Figure 3.11. A benefit of dividing models into different disciplines can
be that some can be exchanged for higher fidelity ones in future calculations if
needed or desired. Each generated model will have required inputs and outputs.
The connections between model inputs and outputs must be determined in a
Multi-disciplinary Design Optimizations (MDO) case. Structuring techniques,
such as a Design Structure Matrix (DSM), can help in this specific task by pro-
viding an overview of the different models’ inputs and outputs. However, this
can also be done using other methods, as shown in Figure 3.11. The case study
in paper [VII] illustrates how both an input/output matrix and a DSM can be
used to illustrate the required connections between involved models. Once a
model structure is in place, design variables and constraints can be determined
based on the previously established objectives and goals. The optimization
itself can thereafter be set up and performed with desired optimization and de-
sign of experiment, or design space sampling, methods. Additionally, the steps
of the process just described are not necessarily intended to be followed in a
strict order. Certain steps might need to be revisited throughout the process
as more knowledge about a design is gained. Already determined design pa-
rameters and constraints can also, for example, be added at the very beginning
of the process. It is consequently also possible to define additional objective
functions from the system characteristics throughout the process.

The workflow outlined in Figure 3.11 was used to create an optimization
framework for early helicopter design in the case study of paper [VII]. It
thereby illustrates how optimizations and relatively few details can be used to
make early estimates of characteristics for investigated concepts. Finally, the
case study also shows and elaborates on how different visualization techniques
can be used to illustrate the obtained Pareto fronts between optimization objec-
tives and thereby also the available design space and existing design trade-offs.
For example, a sensitivity matrix between design parameters and objective
functions was used to illustrate the relationships within the obtained design
space. Similarly, a symmetric system characteristics correlation matrix was
used to display the dependencies and available trade space for the different op-
timization objectives. These, and more design space visualizations, are found
in the case study of appended paper [VII].

3.5.3 Outcome and Summary
Overall, the approach in Figure 3.10 results in estimated concepts with calcu-
lated characteristics or properties. These can form here be used as starting
values for continued concept analyses. The outcome may also be reintroduced
to the underlying ontology model for further processing with, for example, rea-
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soning as described earlier. Investigations similar to those conducted in papers
[I] and [II] can thereafter be performed to give suggestions on suitable SoS
architectures that include the newly estimated CS concepts. This is also illus-
trated in the overall method from Figure 3.2. Consequently, ABS can be used
to evaluate the performance of each such suggested SoS architecture. The most
prominent SoS will thereafter be used for further analyses, such as a continued
and more detailed sizing of the involved CS concepts.

The concept exploration and estimation approach described in this section
illustrates how different aspects of the design and trade spaces for the con-
stituent system and sub-system levels in Figure 3.1 can be explored. However,
the complexity of these explorations increases once they are considered together
with the remaining levels from Figure 3.1. The next part of this section will
describe how such aspects can be visualized to facilitate decision support and
understanding in holistic design and trade space explorations over the different
levels in Figure 3.1.

3.6 Visual Analytics Approach
The final part of the overall method in Figure 3.2 illustrates how Visual An-
alytics (VA) and interactive decision support can be used as an overarching
scope on all involved steps. This can consequently also allow for interactive de-
sign and trade space explorations over several aspects of the holistic SoS design
model from Figure 1.2. VA was first introduced in paper [V] as a means for
exploring the results of different Agent-Based Simulations (ABS) interactively.
The case study was based on the SAR investigations from paper [II], and al-
lowed the influence of factors such as environmental conditions and different
search tactics to be interactively explored. Additionally, the level of fidelity for
an involved sensor model could be altered in order to interactively explore the
influence of the chosen sensor model fidelity level. Paper [V] also introduced a
suggested workflow for creating interactive visual representations for enhanced
decision support in data explorations. This process is reproduced in its original
form in Figure 3.12.

Figure 3.12 The overall Visual Analytics (VA) approach and workflow for
creating interactive visualizations for enhanced decision support. First intro-
duced in paper [V].
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The workflow in Figure 3.12 is based around the guidelines and methodolo-
gies for VA described in [116], [117] and [118]. Overall, the workflow starts
with the definition of visualization goals and what questions the visualizations
are intended to answer. A data pre-processing step is thereafter performed in
order to prepare the underlying data to be visualized. As illustrated in Figure
3.12, the data to be visualized can come from different simulation parameters
and results. However, this can just as well come from other data sources, such
as knowledge from an ontology or an architecture framework. Regardless of
the data source, certain pre-processing procedures might be required. These
may include cleaning, merging/integration and transforming procedures. Once
the data to be visualized has been prepared, the initial data analysis and vi-
sualization can be performed. Naturally, this is closely related to the initially
determined visualization goals. Different visualization techniques might be of
interest depending on the specified goal. This in turn implies that different
types of data analyses are required to achieve the intended visualization. As
a general aim with VA is to facilitate human reasoning and decision support,
a data filtering and transformation step is hereafter performed. This allows
the underlying data to be interactively filtered and reduced to a comprehensive
level which, for example, fits the current exploration and analysis objectives.
However, such filtering should never alter the underlying pre-processed data.
It must therefore always be possible to revert back to the original data repre-
sentation and visualization if desired. As seen in Figure 3.12, the interactive
elements of the approach result in a User-Decision Feedback-Loop which essen-
tially means that the resulting visualizations are updated based on, for exam-
ple, different filtering decisions. The end results of the workflow outlined in
Figure 3.12 are enhanced knowledge and decision support capabilities, through
the interactive data explorations that have been used to meet the goals of the
intended visualizations. More details of the approach in Figure 3.12 can be
found in paper [V].

3.6.1 Design Space Visualizations and Interactive Dashboards
So far in this dissertation, an Interactive Reconfigurable Matrix of Alternatives
(IRMA) has been mentioned as one interactive visualization technique for il-
lustrating an available design space in paper [VI]. The interactive elements of
the matrix allow designers to explore different alternatives for implementing
required functions. In this particular case, an ontology has acted as the under-
lying data source from which relevant information has been extracted for the
visualization. Individual interactive visualizations can facilitate decision sup-
port and exploration of data. However, such visualizations can also be bundled
and represented in a collective manner through an interactive dashboard. The
case study in paper [V] illustrates how such a dashboard, with many interactive
elements, can be created using the process from Figure 3.12. Several visualiza-
tion goals were specified here and later realized by merging data from numerous
ABS runs on different SoSs under various environmental conditions and oper-
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ational scenarios. The dashboard included result graphs, charts and filters, all
of which could be used in an interactive manner. As mentioned previously,
the dashboard was, among many other things, used to explore the influence
of a sensor model fidelity. An interactive dashboard can consequently act as a
result exploration platform that can facilitate decision-making and the under-
standing of a specific topic, such as an available design space. Filters may be
included and used to temporarily focus an analysis on specific parts. However,
the underlying data remains unchanged and new analyses can be performed at
any time.

3.6.2 Interactive Design and Trade Space Explorations
VA with, for example, interactive dashboards is an enabler of facilitated design
and trade space explorations on the various levels of an SoS design model. A
VA-based approach is consequently an overarching and common denominator,
as seen in Figure 3.1. Analyses such as “what-if” investigations can give de-
signers and decision makers an overview of various aspects that influence and
traverse the different levels. Paper [V] has so far illustrated how an interactive
dashboard can aid in an analysis and exploration at an SoS design space level
from ABS results. However, aspects from all levels can be represented in a
dashboard to allow for more holistic analyses. This also applies for all other
parts of the method in Figure 3.2. Figure 3.13 illustrates an example of a
dashboard based on an underlying ontology representation of SoS architecture
components, such as different SAR assets.

The dashboard in Figure 3.13 builds upon an updated version of the ontology
from paper [II] where the corresponding ABS results have been added to the
knowledge base. The Microsoft Power Business Intelligence, or Power BI [135],
software was used to perform the different steps of the VA process from Figure
3.12 and to create the dashboard in this case. The dashboard itself can be
used for a variety of analyses. Capabilities can, for example, be filtered so that
only solutions that meet them are displayed. Peaks in performance graphs can
also be interacted with and used as filters to quickly identify the corresponding
solutions. This can thereby also highlight suitable SoSs with their involved
Constituent Systems (CS). An average water temperature slider can be inter-
acted with and used to filter out solutions that are unable to detect a rescue
subject within the expected survival time. Finally, the leftmost network graphs
allow decision makers to trace the relationships between ontology classes and
individuals in an interactive manner. This can, for example, be used to illus-
trate what CS a specific SoS is composed of, and in turn what sub-systems
each CS have. Dashboards like the one in Figure 3.13 can also include aspects
from architecture frameworks and optimizations at CS and sub-system levels.
An available design and trade space spanned by an optimization, similar to
the one in paper [VII], could be represented in an interactive dashboard, for
example. More discussions on how VA could be used to explore additional SoS
aspects are found in chapter 4.
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Figure 3.13 An interactive dashboard based on an underlying ontology and
knowledge base.
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4
Discussion

Ontologies have been a central part of the performed work. The case studies of
the appended papers have shown that ontologies with description logic reason-
ing capabilities are suitable options for generating and processing the design
spaces at different levels of a holistic SoS analysis. The ontology and reasoning
approach is consequently applicable at all levels of the holistic design model in
Figure 1.2. Ontologies act as overarching knowledge representations and can
thereby be used to represent any aspects of an SoS. These may be different op-
erational details, environmental conditions and time aspects as shown in paper
[I]. However, the ontology can also be used to represent functions and design
alternatives for both SoSs, Constituent Systems (CS) and sub-systems, as il-
lustrated by the case studies in most of the appended papers. Reasoning can
be leveraged to process an available design space in terms of both reductions
and expansions. This dissertation and the appended papers have also shown
many additional examples of how reasoning can be used to, for instance, give
suggestions for suitable SoS solutions, and data sets to be used for continued
approximations of selected CS concepts characteristics. However, these investi-
gations have only scratched the surface of the many possibilities that reasoning
can bring in a design process.

Initial design space explorations can be performed using reasoning and the
ontology approach as well. This is not explicitly shown in the case studies in
the appended papers. However, paper [I] both shows and provides discussions
on how several defined ontology classes, describing different conditions and
user-defined needs, can be created for the purpose of finding persistent sys-
tem solutions. The different defined classes will consequently result in various
reduced design space representations where, for example, instances with the
highest reoccurrence can be identified. It is thereby possible to dynamically
investigate how changes in the defined ontology classes, such as varying require-
ments or environmental conditions, will affect the solution space provided by
the reasoner. The same idea can be applied to CS represented in the ontology
model. Additional functions can be added to different CS that subsequently
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might be inferred as new viable solutions to queries in defined classes that
they could not fulfil earlier. This can therefore be used to explore the design
space represented in the ontology and also give a view of the sensitivity and
connectivity between modelled entities and relationships.

Parallels can also be drawn between set-based design and the ontology and
reasoning approach. Defined ontology classes can represent a set of possible
solutions in a reduced design space that can always be adjusted if desired
or needed. Consequently, ontologies allow for a flexible representation of a
design space, and more knowledge about design solutions and options can be
added at any time due to the underlying open world and non-unique naming
assumptions. As mentioned in section 2.4.1, design space explorations are
performed to find the best solution to a given design problem. Consequently,
the design space explorations that can be performed with the ontology approach
are labelled as initial, since more considerations, such as numerics, must be
included. Currently, the approach only gives suggestions for suitable solutions
that fulfil described conditions, and not specifically for single optimal solutions.
A continued evaluation process using simulation techniques like Agent-Based
Simulations (ABS) is one possible option for indicating the effectiveness of
different SoS solutions, as shown in papers [II] and [V].

Moreover, paper [I] explains how the ontology approach can be used on
three different SoS types from a time perspective. The first is a near-term
SoS perspective, where only existing solutions and how best to use them are
investigated. Investigations of existing solutions have been the main focus of
papers [I] and [II]. A mixed SoS perspective includes both existing and new
solutions to be developed. Paper [III] shows how the approach is used to give
a reduced design space of functions to be performed. Paper [III] also mentions
how existing solutions can be modified to meet certain functions and then col-
laborate with other existing solutions to create a valid SoS. In this sense, a new
system does not have to be created. A long-term SoS perspective corresponds
to one where the solutions are yet to be developed. Here, the functions to
be performed must be populated with different design alternatives as shown in
papers [IV] and [VI]. Possible concepts can thereafter be selected to give a qual-
itative representation. However, estimations of quantitative concept properties
are performed on extracted knowledge in the presented work due to the limited
numerical calculation capabilities of ontology representations, as established
in section 2.3.2. It is possible that some initial calculations can be performed
directly in an ontology through rule languages such as the Semantic Web Rule
Language (SWRL) and the Semantic Query-Enhanced Web Rule Language
(SQWRL). This could allow the overall cost of an SoS with existing solutions
to be calculated at an early stage, which could be used to rule out overly ex-
pensive solutions through reasoning. Surrogate models could possibly also be
represented with rules which would allow for early explorations of performances
for different system solutions. Meta-ontology structures were mentioned in sec-
tion 2.3.1, together with top-level ontologies. A meta-ontology structure, where
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relevant ontologies can be dynamically activated, would be beneficial from a
scalability perspective for the design space processing using the reasoner. The
design space could consequently be kept at a manageable level, where irrelevant
information does not have to be processed by the reasoner. This could reduce
the computational effort in large ontology models. Additionally, the theory
of information entropy might be a convenient way of quantifying the size of a
design space [87]. This could be used in design space processing with a rea-
soner to give numbers on the performed reduction and expansion operations.
Information entropy is also seen as a possible complement in quantification of
knowledge in ontology models, whose sizes typically are measured through the
number of axioms present.

The ontology process in Figure 3.5 and section 3.4.1 has only been used with
the Protégé ontology editing software ([128]) in the case studies of the appended
papers. However, the ontology process and approach should be applicable in
any tool that supports OWL and description logic reasoning, as discussed in
paper [I]. There are also more methods for building ontologies that would
result in similar knowledge representations to those generated by the approach
in this dissertation. It is possible that the outcome of the ontology process in
Figure 3.5 can be obtained with UML or SysML models. However, the benefit
of having the knowledge represented in an ontology is, for example, that a
reasoner can be used to automatically handle the complex relationships that
may exist in even relatively small and low-fidelity representations, as discussed
in paper [III].

The architecture framework approach was used to break down a set of SoS
needs into subsequent functions to be performed. It has thereby been used
to traverse the two leftmost levels of the holistic design model in Figure 3.1.
However, the approach has only incorporated a selection of viewpoints from
the Unified Architecture Framework (UAF). It is possible that more levels
can be covered with the approach if additional viewpoints are included. The
UAF, and other architecture frameworks, include many more considerations
and viewpoints than those described in section 3.3.1 and more widely in this
dissertation, such as the use of existing resources and how best to use them
from a Concept of Operations (CONOPS) perspective. However, the goal of
the architecture framework approach has, as previously mentioned, been to
provide a consistent and standardized way of breaking down the needs into
required capabilities and functions. Consequently, the viewpoints used have
been deemed sufficient for this purpose. It is also possible to represent an
architecture framework through an ontology. This would thereby allow it to be
processed by a reasoner which could facilitate navigation in the large network
spanned by the different viewpoints. A knowledge representation like that
could also be used to create interactive visual elements similar to the Interactive
Reconfigurable Matrix of Alternatives (IRMA) in paper [VI]. Such a matrix
could, for example, interactively show the dependencies between the various
viewpoints of an architecture framework.
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As mentioned in section 3.3.2, the outcome of the architecture framework
approach results in a design space of functions to be performed that can be
used as inputs for a continued design process. The overall structure of the
approach in Figure 3.4 is similar to the one used in a Function/Means tree
(F/M tree). A continued functional breakdown like the one presented in paper
[IV] is therefore a suitable continued step. Additionally, capabilities can be
seen as special cases of functions, and can therefore be treated as the top-level,
or main, functions in an F/M tree. In this case, the activities are the means
by which to implement the capabilities. Another important aspect in a break-
down using the architecture framework approach is the different scenarios in
which a complex system or SoS is expected to be involved. Different scenarios
can have new or different stakeholders and corresponding needs, which in turn
might require additional capabilities and functions to be fulfilled. The design
space of functions to be performed could be explored by investigating different
possible scenarios using the approach. Reoccurring capabilities and functions
can thereby be identified and considered as the most important ones to ful-
fil in order to cover a range of different possible scenarios. Investigations of
CONOPS were beyond the scope of this dissertation. However, another inter-
esting topic would be to investigate capabilities and corresponding operational
activities through an F/M tree. This could illustrate a design space of different
CONOPS architectures, which could be used to fulfil the required capabilities
by combining operational activities in different ways. This can be regarded as
a future project, on which chapter 6 will elaborate.

The case studies of papers [IV], [VI] and [VII] have shown various ways of
selecting new system concepts to be developed and how their characteristics
can later be estimated. However, these estimations have only been performed
based on statistical analyses of existing solutions. More novel solutions with
little or no available data might therefore be harder to approximate. The sta-
tistical analyses performed have also only resulted in starting values for con-
tinued evaluations. One possible option from here would be to continue with
more sophisticated estimation techniques and simulations for an individual sys-
tem, such as Computational Fluid Dynamics (CFD), to estimate more details
and parameters. An MDO framework could, for instance, thereafter be used
to connect different discipline models and ultimately span an updated design
space of solutions for a new concept using optimization. Visual Analytics (VA)
techniques, such as the dashboards presented in this dissertation and paper
[V], could then be used to provide decision support on the optimization results
through interactive design and trade space exploration capabilities. Addition-
ally, the estimation models in an optimization or Multi-disciplinary Design
Optimizations (MDO) framework can also be exchanged for models with other
fidelity levels if needed. This could, for example, be done using standards
such as the Functional Mock-up Interface (FMI) and System Structure and
Parameterization (SSP). Such substitutions possibly also apply to ABS, where
individual agents could be represented by a corresponding co-simulation model.
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This could consequently allow for ABS with mix-fidelity models of the involved
CS or scenario entities. This would however increase the computational cost
in terms of time, especially when considering the high dimensionality of SoS
problems. As illustrated by papers [VI] and [VII], data-fit models of low-fidelity
can be obtained through estimation such as SVD or symbolic regression. Con-
sequently, surrogates of high-fidelity models can also be obtained through the
techniques just listed, for example to reduce the computation effort. Neural
networks and machine learning algorithms could also be used for this purpose.
However, these have been outside the scope of this dissertation and are gen-
erally less transparent than the aforementioned techniques.

The visual analytics approach has illustrated how interactive investigations
can be performed on various aspects of the holistic SoS design model. VA is in
general considered as an overarching scope for all aspects, but this has not been
shown in this dissertation or the appended papers. As discussed earlier, the VA
approach and interactive visualizations, such as an IRMA, could be used on
architecture frameworks to facilitate understanding of the various viewpoints.
Interactive dashboards that include elements from all parts of the method in
Figure 3.2 would enable the full holistic analyses envisioned in [1].

To conclude, the overall method in Figure 3.2 shows one way of approaching
the holistic design model from Figure 1.2. However, this model has no specific
starting point and the analysis order does not necessarily have to follow the one
illustrated in this dissertation. An analysis could, for example, start with the
inclusion of a new available sub-system. This could in turn be used to estimate
the performance of a CS that incorporates the new sub-system. The CS can
subsequently be evaluated through ABS to investigate whether, for example,
additional capabilities can be obtained and so on. The case studies of the ap-
pended papers have also only been based around Search and Rescue (SAR) and
this has been a delimitation of the dissertation, as described in section 1.3. The
approaches presented are, however, applicable to any SoS and have also been
kept general for this purpose. Another SoS case study would generate a dissim-
ilar set of needs than those listed in section 3.3. The architecture framework
approach would, however, be the same, as the identified relationships between
needs, capabilities and more are not case-study-specific. There are also more
approaches and initiatives for analysing SoSs that may be used to approach the
aim and research questions of this dissertation that have not been investigated
so far. The presented method does, however, provide some insight into how
early product development can be approached from an SoS perspective, and
how the corresponding research questions can be answered.
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5
Conclusions

This dissertation has shown how early product development for individual sys-
tem solutions can be approached from a System-of-Systems (SoS) perspective.
The theoretical background studies have been used to gather and synthesise
knowledge from literature and similar research initiatives. This has subse-
quently been used to propose a method with corresponding parts that have
been tested in the Search and Rescue (SAR) related case studies of the ap-
pended papers. Overall, the method has been based on architecture frame-
works, ontologies, visual analytics and various concept exploration and esti-
mation techniques. Ontology with description logic reasoning has, however,
been the main approach and common denominator with which the problem,
aim and research questions outlined in the introduction chapter have been ad-
dressed. The results from the performed case studies in the appended papers
have shown that the holistic SoS design model from [1] can be covered using
the method and corresponding parts as illustrated in Figure 3.1. Consequently,
this dissertation contributes to the realization of the holistic SoS design model.

Based on the results from the appended papers and the highlighted ap-
proaches in this dissertation, the research questions can be answered as follows:

• RQ1: How can needs from a system-of-systems be broken down
into required capabilities and subsequently functions to be per-
formed by constituent systems in a standardized and consistent
way?
This dissertation and the case study in paper [III] have shown that
an architecture framework, namely the Unified Architecture Framework
(UAF), can be used to provide a structured, standardized and consistent
way of understanding the relationships that connect SoS needs to capa-
bilities, activities, functions and means. Consequently, these governing
relationships can be used to perform a breakdown of identified SoS needs.
The functions and outcome of the architecture framework approach can
subsequently be further processed, allocated to suitable means or Con-
stituent Systems (CS), or used as inputs for a continued design process.
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• RQ2: How can a design space for system-of-systems be repre-
sented in a flexible manner that also allows for traceable pro-
cessing?
Ontologies with description logic reasoning capabilities can be used to
represent an SoS design space. An ontology representation allows for
the incorporation of more knowledge at any time from different stake-
holder perspectives, which results in a flexible, interoperable and scalable
knowledge representation. This dissertation and the case studies of pa-
pers [I], [II], [III], [IV] and [VI] have, for example, shown that an ontology
with reasoning capabilities can create an SoS design space through the
suggested ontology approach and related process. SoS scenarios with in-
volved entities and their relationships are used to model the ontology
and design space representation. Design space processing in terms of re-
ductions and expansions can thereafter be performed using the reasoning
capabilities of the ontology. The original design space representation is,
however, always retained, which results in facilitated traceability through-
out such processing.

• RQ3: In what way can an overarching system-of-systems per-
spective generate requirements and be used in the exploration
of new constituent system designs?
Both papers [II] and [V] have illustrated how Agent-Based Simulations
(ABS) can be used to evaluate the performance of different SoS solutions.
This can consequently generate overall requirements for more detailed
analyses of the most prominent SoS solutions found. However, ABS can
also be used to identify, for example, capability gaps in current available
solutions. This, in combination with obtained functional requirements
from the architecture framework approach in [III], can act as a basis for
the estimation of new system solutions to be used in an SoS context to
fill such gaps. The case studies of papers [IV] and [VI] have shown how
such required functions and requirements can be populated with different
design alternatives through ontologies and reasoning. CS concepts can
thereafter be explored and estimated using techniques such as Singular
Value Decomposition (SVD), symbolic regressions and optimizations, as
illustrated in papers [VI] and [VII]. Estimated new CS concepts can fi-
nally be evaluated in an SoS context through ABS, as illustrated by the
proposed method of this dissertation.
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• RQ4: How can decision support be facilitated in the context of
system-of-systems in early product development?
Decision support can be facilitated through many means, however, Visual
Analytics (VA) with interactive visualizations and dashboards has been
suggested as an appropriate way of visualizing different aspects of early
product development in the context of SoS in this dissertation. Paper [VI]
has illustrated how an Interactive Reconfigurable Matrix of Alternatives
(IRMA) can facilitate decision support in a design space of functions
and their alternatives by interactively highlighting incompatibilities in a
concept selection process. Furthermore, Figure 3.13 and the case study
in paper [V] shows how interactive dashboards can be used to perform
explorations of various aspects of an SoS and its operational environment
from both ABS and ontology results. In general, VA is considered as an
enabler of interactive explorations and enhanced decision support on all
aspects of the method and related parts presented in this dissertation.
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6
Outlook

Chapter 4 touched upon some important topics that have not been considered
in the performed work. Consequently, this short outlook chapter highlights
some prominent topics and areas for future endeavours.

One important future consideration is Concept of Operations (CONOPS) for
System-of-Systems (SoS) and how this can be used to, for example, assign roles
within an SoS architecture to be simulated. Naturally, this implies that more
focus needs to be put on SoS simulations, such as Agent-Based Simulations
(ABS), and behaviour modelling in the future. A Function/Means tree (F/M
tree) approach applied to capabilities and activities could lead to a selection of
different operational elements that together span a design space for CONOPS.
Each concept is then a specific selection of activities that form a process to be
performed by the Constituent Systems (CS) of an SoS to meet scenario goals.
The different parts of the overall method in Figure 3.2 can possibly be used
here as well. For example, the ontology and reasoning approach can still act as
an overarching knowledge base, while additionally giving suggestions for suit-
able operational alternatives through reasoning. The represented knowledge
can subsequently be extracted and visualized in an Interactive Reconfigurable
Matrix of Alternatives (IRMA), where the available design space consists of dif-
ferent activities to meet the required capabilities. ABS can thereafter be used
to give the Measures of Effectiveness (MOE) for different SoS solutions that also
have different CONOPS included in their evaluation. Finally, the ABS results
could be used to create surrogate models with, for example, Singular Value
Decomposition (SVD) to be used as quick estimators for SoS performances.

The addition of an optional rule language step to the ontology and reasoning
approach is a salient possibility and future topic to be investigated as well.
This would possibly allow for quantitative estimations directly in an ontology
representation through reasoning. Design and trade space explorations could
thereby be facilitated through “what-if” questioning using a reasoner.

Another topic for future investigation is the inclusion of Visual Analytics
(VA) in all aspects of the holistic SoS design model from Figure 1.2 simulta-
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neously. This could thereby lead to a comprehensive design and trade space
exploration platform which would facilitate decision support throughout all
levels. Visualization of uncertainties is also an important consideration that
has not been included in the VA case studies shown throughout this work.
Dedicated visual elements in interactive dashboards that can illustrate both
aleatoric and epistemic uncertainty are thereby desired additions. Such visual-
izations combined with interactive surrogate models would be powerful features
in a dashboard for early holistic design studies. The possibility of starting new
simulations directly from such a dashboard is also an intriguing thought.

Finally, Artificial Intelligence (AI) will most likely have a significant im-
pact on many topics addressed throughout this dissertation in the future. One
example is natural language processing with Large Language Models (LLM)
and deep learning algorithms that allow computers to interpret and understand
human languages. Such algorithms can already now build up conceptual knowl-
edge graphs from written text. It is, for instance, probably just a matter of
time until written requirements, architecture framework documentations and
other SoS considerations can be processed to accurate representations within
an ontology automatically. A paradigm shift is perhaps around the corner.
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7
Review of Papers

Paper I
An Ontological Approach to System-of-Systems Engineering in
Product Development
This paper shows how an ontology with description logic reasoning capabilities
can be used to generate and reduce a design space representation for System-
of-Systems (SoS). The paper also introduces a first version of the ontology
development process seen in this dissertation and illustrates how it can be used
to create an ontology based on SoS scenarios. The proposed approach and
process are then tested in a case study based on the Search and Rescue (SAR)
operations of the Swedish Maritime Administration (SMA). The results from
the case study show how a reasoner can assist in design space processing for
SoSs and give suggestions on suitable solutions based on user defined queries.
The work performed in this paper has acted as a foundation for papers [II],
[III], [IV] and [VI].

Paper II
A System of Systems Approach for Search and Rescue Missions
Based on the work presented in paper [I], this paper shows how the results
from the ontology approach can be extracted and used to perform Agent-Based
Simulations (ABS) to investigate different SoS constellations of SAR assets.
Consequently, this paper shows how an approach including ontology and ABS
can be used to generate, reduce and evaluate an SoS design space. Additionally,
the performed case study shows how the ontology from paper [I] can be used
as an existing domain ontology and how it can subsequently be expanded with
more information using the ontology development process.
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Paper III

A Breakdown of System of Systems Needs Using Architecture
Frameworks, Ontologies and Description Logic Reasoning

This paper presents an approach for breaking down SoS needs to required ca-
pabilities and their corresponding functions. The breakdown approach, also
referred to as the architecture framework approach in this dissertation, has
been derived from the Unified Architecture Framework (UAF). Different UAF
viewpoints have been used to provide a standardized and consistent way of un-
derstanding the relationships that exist between needs, capabilities, activities,
functions, means and the environment. In this paper, a SAR case study is used
to perform a breakdown of four basic needs with the proposed approach. The
breakdown results in an initial design space of functions to be performed to fulfil
the overarching capabilities and needs. Additionally, this paper shows how the
outcome of the breakdown can be used as inputs for the ontology development
process from paper [I] to allow for additional expressiveness. The outcome
consequently corresponds to the domain of the ontology to be modelled. In a
similar way to the case study in paper [II], the ontology model representing
the breakdown is subsequently expanded with additional information, such as
available SAR assets. Design space reductions are then performed using user
defined queries and the reasoner, as done in papers [I] and [II]. This finally
results in a reduced design space of alternatives or functions to be performed
to meet the overarching needs of an SoS.

Paper IV

Ontology-Represented Design Space Processing

The work presented in papers [I] and [III] is leveraged and further built on
in this article. Overall, the paper illustrates how different ontologies can be
merged under a top-level ontology using the ontology development and inte-
gration process first introduced in paper [I]. The resulting ontology from paper
[III] is used as a starting point and later merged with other ontologies to ul-
timately span an available design space for a new search aircraft intended for
SAR operations. The design space is in this case represented as various func-
tions with alternative means by which to implement them. Additionally, this
paper illustrates how description logic reasoning can facilitate navigation and
overall awareness in a relatively large ontology. The paper also shows and
discusses how ontology represented knowledge can be visualized to facilitate
concept selection using, for example, a Function/Means tree (F/M tree) or a
morphological matrix.

80



Review of Papers

Paper V

Exploring the Impact of Model Fidelity Through Interactive
Visualizations for System of Systems

Paper [V] is a continuation of the work presented in paper [II]. As the ti-
tle implies, the paper investigates how scenario parameters and model fidelity
influence the Measures of Effectiveness (MOE) for different SoSs with Agent-
Based Simulations (ABS). A Visual Analytics (VA) approach is introduced as
a means to create an interactive dashboard, where the results from the various
simulations can be explored to find overall trends or simply answer “what-if”
questioning. The method in this paper thereby first illustrates a whole chain
from an ontology representation of an SoS design space, to an evaluation in
ABS, that in turn leads to interactive data visualizations facilitating results
exploration as well as decision-making.

Paper VI

Ontology-Assisted Aircraft Concept Generation

The purpose of this paper is to illustrate how knowledge from an ontology
can be extracted, expanded and used to generate a geometry for an aircraft
concept. The paper can mainly be seen as a continuation of paper [IV], since
it describes how ontology represented functions and means can be used to
generate suggestions for a concept. An Interactive Reconfigurable Matrix of
Alternatives (IRMA) is created from the ontology model in this paper, and is
used to give guidance in concept selection and to illustrate incompatibilities
between available design alternatives. Specified requirements from the ontol-
ogy are then used in conjunction with concepts selected from the IRMA and
description logic reasoning. This consequently categorizes chosen concepts into
classes describing suitable statistical datasets to be used for subsequent esti-
mations of design characteristics. The indicated statistical dataset for a chosen
concept is thereafter used with described requirements from the ontology in
a Singular Value Decomposition (SVD) analysis. This allows the ontology in-
formation about the concept to be expanded with estimates for the concept’s
main characteristics. This is then used for a continued geometrical sizing pro-
cedure, where more parameters are calculated and eventually used to generate
a first sized version of the chosen concept. The obtained information from the
sized concept is finally reintroduced into the ontology in order to expand the
original knowledge base and to allow for further processing capabilities with,
for example, description logic reasoning.
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Paper VII
Optimization Framework for Early Conceptual Design of Heli-
copters
While not directly addressing SoSs, this paper contributes a method for creat-
ing optimization frameworks for early system design studies. As with the work
in previous papers, SAR is used as a case study. The scope is, however, limited
to the early design of helicopters only. The paper can consequently be seen as
an alternate continuation of paper [VI], where it illustrates how characteristics
of systems other than fixed-wing aeroplanes can be approximated. In general,
the paper illustrates how statistics of existing solutions can be used to create
basic models for different disciplines within the intended design domain. Sta-
tistical estimation methods, such as regressions, are mainly used to derive the
models. Symbolic regressions with genetic algorithms are also introduced as an
additional approach for creating estimation models. The obtained models are
thereafter connected in an optimization framework, where objective functions,
design parameters and constraints can be defined based on intended system
requirements. Ultimately, this spans an available design and trade space of
different optimal system solutions that can be explored.
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