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A systematic method of approximation for the electronic state of a randomly doped 

lattice or a vibration spectrum of a disordered lattice is given in the present series of work 

by means of an investigation of the one-electron Green's function. In the present article, an 

exact form of the first-order self-energy is, with the help of a diagrammatic consideration, 

eval uated on rigorously including the." excl usion effect". The resulting "exact" first-order 

self-energy agrees with the lowest-order approximant of the "total first-order self-energy 

which has been previously obtained by the author and Matsubara, and satisfies the same 

equation derived by Taylor for the case of lattice vibrations. It is also identical with the 

approximation developed by Onodera and Toyozawa. Thus, one of the objects of the analysis 

given in the present work is to offer a mathematically correct interpretation of these methods. 

A systematic way to proceed to higher-order approximations is discussed. 

§ 1. Introduction 

The problem of evaluating the electronic structure of random alloys or 

liquid metals, or of calculating the frequency spectra of disordered lattices has 

long attracted a considerable amount of interest; and yet no systematic techniques 

to treat this problem have been established by now. Most of the attempts de­

veloped so far 1
) are dependent on mathematical procedures characteristic of one 

dimension,' and it is often very difficult to extend these one-dimensional models 

to more realistic three dimensional cases. 

New approaches to the problem by means of the Green's function method2
) 

or the multiple-scattering theory have recently been developed by several authors. 

The method is advantageous in that the formulations are applicable to models 

of any dimension. Another merit of the Green's function method is that it offers 

insight into the actual· dynamics of electrons or of the lattice. 

In spite of the fact that the Green's function method excels in these points, 

techniques based upon the method are not regarded to be well-established because 

of some difficulties contained in the obtained results. For instance, attempted 

approaches fail to explain the fine structure of the spectrum which has been 

*) A preliminary report of this work has been published in Prog. Theor. Phys. 39 (1968). 1076. 
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A Systematic Approach to the Problems of Random Lattices. I 735 

proved to appear by the machine calculation of Dean and his co-workers 3
) for 

. one and two dimensions and, more recently, by Payton and Visscher4) for one, 

two and three dimensions. Alternatively, the formulation along this line has not 

been successful in telling something' about the special frequencies which have 

been analytically investigated by Matsuda, Hori, etc. 5
) 

Another catastrophe of the Green's function methed takes place when the 

"excluded volume" corrections are treated carelessly. On one hand, complete 

neglect of the exclusion effect leads to the breakdown of the host-defect dual sym­

metry (or host-impurity dual symmetry). On the other hand, the exclusion effect 

when incorrectly taken into account, even though it may fulfill the required sym­

metry, introduces spurious poles into the self-energy, and the convergence of the 

self-energy is not ensured. 

These two difficulties are actually related; both originate in the wrong guid­

ing principle in approximating the iterative type of -solution. 

An object of the present work is to provide a systematic way to overcome 

these difficulties of the Green's function method. In § 2, an explanation is given 

for the term "the exclusion effect". When carrying out the average over all 

the random configurations of impurity atoms, it is necessary to take care that 

no more than one impurity atom can be on a given lattice site. This means 

that all impurity-site summation must be partitioned or decoupled in such a 

manner that none of the summation indices can be the same. This partitioning 

procedure gives rise to the restriction over the summation indices. When the 

distribution of impurity atoms are completely random, averaging is effected by 

the replacement of the summation over all impurity-sites by the product of the 

impurity concentration c and the summation over all the lattice sites. The re­

strictions over the summation indices are preserved throughout this averaging 

procedure and, after averaging, must be removed by some way. In § 3, a basic 

procedure for taking account of the exclusion effect is presented for later use. 

It is emphasized in § 4 that the removement of the restrictions over the summa­

tion indices must be performed such that the self-containedness is ensured in the 

limits of the given stage of approximation. Diagrammatic consideration facilitates 

the self-contained treatment of the exclusion effect. The solution attained in 

this manner is verified to be free' from the above mentioned difficulties of the 

Green's function method. 

The general principle for the proceeding approximation is described in § 5. 

In the last section, some comment is made on an appropriate approximation for 

a given concentration c. The fine structure present in the energy spectra may 

be obtained if a valid approximation for a given c is used. 

For simplicity of explanation, the formulation is carried out, throughout 

this paper, for electrons moving in the aperiodic potential field due to the ran­

domly-distributed impurity atoms. Potential of the individual impurity atom is 

additive and comprises no internal freedom. A one-electron model is employed. 
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736 F. Yonezawa 

Although the discussion is limited to the restricted model described III the above, 

the method developed herein is widely applicable to general models. 

r§ 2. The exclusion effect 

Let us consider a crystal with many substitutional impurity atoms where the 

concentration of the impurity atoms is c. Possibilities of multipl~ occupancy 

of a lattice point or occurence of unoccupied lattice site are avoided as a proviso. 

One of the cruces in the problem of random systems is the way how the 

effect of "random" configurations should be treated. The situation becomes 

difficult, especially when the correlation between impurity atoms is important. 

If it is permitted to neglect the impurity-impurity correlation, so that the impurity 

atoms are regarded to be distributed over the lattice sites in a completely random 

manner, every possible configuration occurs with an equal weight. In this case, 

the averaging procedure over all possible configurations is effected by an easier 

operation as 

(2·1) 

where F(R~l' R Z2,"', R lj) is an arbitI'ary function of j impurity atoms at R Z1, 

R J2 , " '.' Rlj respectively; the brackets < > indicate the configuration average; 

L:~lll2.·.lj} designates th'e summation over all the impurity sites while L:~1,n2, ... ,nj 

means the summatienover all the lattice points. The prime on each summation 

implies that none of the summation indices can be the same. 

The exclusion effect originally comes from this restriction over the summation 

indices. The total Green's function is written in terms of the multiple scattering 

formulation as follows; 

G=Go+ L: GoTaGo+ L: GoTaGoTfJGo+ ~ GoTaGoTfJGoTrGo+ "', (2·2) 
a a~fJ a~fJ~r 

where Ta is a scattering matrix. The restrictions over the summation indices 

appearing in each term of the right-hand member of Eq .. (2·2) is such that 

every pair of succeeding summation indices are different from each other. In 

the fourth term for instance, the restriction indicates that a=f=f3 and f3=f=r while 

r=f=a is not implied. It is necessary to take the average of Eq. (2·2) over all 

the possible configurations, in order to obtain a closed form of the solution of 

the Dyson equation, 

(2· 3) 

in which notation L: designates the sum of all proper self-energy parts. Averag~ 

ing is carried out on the principle stated by Eq. (2 ·1) . For this pl~rpose, terms 

from and after the fourth term of Eq. (2·2) must be so partitioned that all the 

summation indices are different from one another. On taking the fourth term 

as an example, the cases a~r and a = r are to be distinguished. After averaging, 
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A Systematic Approach to the Problems of Rand017l Lattices . . I 737 

the restriction over the summation indices need be removed in some manner to enable 

the Dyson equation to be solved.' This was first pointed by Langer. S
) A general 

technique for complicated removement procedure has previously been given (Yone­

zawa and Matsubara,6) hereafter to be referred to as YMII.) Let us first reformulate 

this procedure from a slightly different point of view with eri1phasis upon the 

"excluded volume" corrections. In the course of formulation, partial repetition 

of the theoretical routine in YMII is intended exclusively for the convenience 

of later development. 

§ 3. A general method of taking account of the exclusion effect 

3 ·1 Formulation and the second-order moment 

The averaged one-electron Green's function in a random system IS written 

III an iterative expression; 

<Gkk,) = Go (k) (] (k - k') + Go (k) Ml (k - k') Vkk,GO (k') 

+ Go (k) ~ M2 (k - kl ; kl - k') V kk1 Vk1k,GO (k1) Go (k') + ... , 
kl 

(3·1) 

where 

.Y 

MS(Ph P2, ""ps) =< II I:; exp(-ipj·Rlj». 
,. j=l Fj} 

(3·2) 

In order that the closed solution may be obtained from Eq. (3 ·1), the moments 

MS(Ph ... , ps) should be written in more compact forms. Before evaluating 

Ms (Ph ... , P8) for an arbitrary s, it is instructive to show how the moments for 

small s are derived in a primitive way. The first-order moment is' easily 

calcula ted; 

Ml (p) ;= <~ exp ( - ip' R l) ) = c ~ exp ( :- ip' Rn) 
{ij n (3· 3) 

= Nc(](p) -C1 (p), 

~n which C1(p) designates the first-order cumulant of p(p)=~{l}exp[-ip.Rl]. 

Next, consider the second-order moment which by definition is written as 

M 2 (Ph P2) =<~ :E exp[ -ipl·Rl1 -ip2·RlJ). 
{ll} {l2} 

(3·4) 

As explained in some detail in the preceding section, two cases II = l2 and II =/=l2 

must be distinguished during the averaging operation and this necessitate the 

partitioning the summation into two terms such as; 

M2 (Pb P2) = <L: exp [ - i (PI + P2) . RlJ) + <2::: ~ exp [ - ipl . Rll 
. {l} . {llhb{l2} 

~ip2·RlJ> =c ~ exp[ -i(pl + P2) ·RnJ + c2 
~ exp[ - i(Pl·Rn1 

, n. ~*~ 

(3.5) 
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738 F. Yonezawa 

where the configuration average has been taken according to Eq. (2 ·1). In 

performing the second sum, the restriction over the summation indices is removed 

by adding and then subtracting the terms in which n l = n 2 , thus 

- ~ exp [ - i (PI + P2) . RnJ } 
n 

(3·6) 

Rearrangement of the terms according to the powers of N and to the patterns 

of delta functions yields 

M2 (Pb P2) = N(c - c
2
) 0 (PI + P2) + Nco (PI) . Nco (P2) 

(3·7) 

-C2 ( PI, P2) + C I (PI) C I (P2) , 

_where C2 (Pb P2) indicates the second-order cumulant of p (p). Thus the exclu­

'sion effect in this case is interpreted to be a correction of order c
2 to the co­

effiyient of 0 (PI + P2), and C2 (Pb P2) is defined by $ubtracting this correction 

from c. 

3·2 A general procedure 

Similar steps are required to get every higher-order moment Ms (Pb "', ps) 

by; 

(1) first partitioning all im purity-site summations in Ms (Pb "', ps) according 

to the multiplicity of overlap among the summation indices R h , "', R ls ' followed 

by the configuration average as shown by Eq. (2 ·1); 

(2) removing the restrictions over the summation indices by addition and then 

subtractiou of appropriate quantities; and 

(3) lastly, reclassifying the resulting terms according to the powers of Nand 

to the pattern of the delta functions. 

3·3 Interpretation by means of diagrams 

Diagrammatic consideration makes it easier to understand the mentioned 

complicated procedures; this is possible because the terms on the right-hand 

members of Eqs. (3·5) through (3·7) and the similar terms of higher-order 

moments are subject to a direct interpretation by means of diagrams. 

The prescriptions for representing moments and cumulants in terms of dia­

grams are summarized as follows; 

With reference to Figs. 1 and 2, a horizontal single line represents the un-:­

perturbed propagator or Green's function Go (k) of an electron while a double 

line' designates the perturbed one-electron Green's function G (k) . Interaction 

or scattering by an impurity atom at Rn is shown by a dotted line connecting 

the propagator and a vertex n; to this interaction line,' V kk , is assigned. A 
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A Systematic Approach to the Problems of Rando17zLattices. I 739 
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N 

Go (k) (a free propagator) 

G (k) (a true propagator ) 

VHf (an interaction line) 

a restricted vertex 
(an empty circle) 

an unrestricted vertex 

(a filled circle) 

a cumulaht· vertex 

(a cross) 

a factor N is assigned to one 

proper diagram. 

Fig: 1. Prescription for counting diagrams. 
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¥. ¥ I 

+ I I 
I I 
L--J 

i (a) 
..l.. 
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,----, 

} I I (d) I I 
I I 
L--J 

i 
, 

+ 
I (e) I 

I I 
L-..-J 

(f) 

Fig. 2. Diagrammatic interpretation of the pro­

cesses of evaluating Ml (p) and M2 (Pi> h). 

vertex n may be an empty or filled circle, or a cross acccording to three differ­

ent types of diagrams. First, a diagram which contains empty circles is called 

a restricted diagram; in this sort of diagram, the summation indices represented 

by the empty circles carry the same restriction as' the topological pattern of the 

diagram shows. In Fig. 2 (b), the first two diagrams with empty circles are the 

restricted ones; these diagrams in this order correspond to the first and second 

terms in Eq. (3·5), respectively. In the next place, a diagram with filled circles . 
is called an unrestricted diagram in the sense that the summation indices corre-

sponding to filled circles are not restricted. As a result, the summation over 

each summation index is carried out independently; a factor c is assigned to 

each filled circle and a factor N to each proper part. Finally, a diagram with 

a cross is called a renormalized diagram or cumulant diagram; an sth-order 

cumulant CS(Pb ''', ps) is assigned to a cross from which s interaction lines 

start. 

A process of obtaining Ml (p) is depicted in Fig. 2 (a). It must be noted 

that, when considering a diagram containing one circle alone, there is no need 

of distinguishing between the three types of diagrams, since in this case sum is 

taken over 'one' summation index alone. Similarly, this is the case when a 

diagram contains more than one circle so connected together by a solid line that 

the connected diagram is topologically equivalent to the former diagram. In 

Figs. 2 (b) through (f), the complicated procedure of evaluating M2 (PI, P2) is 

shown. Figure 2 (b) represents the partitioning and averaging. The removement 

of the restriction over the summation indices is expressed by Fig. 2 (c), where 

a term c
2 exp [- i (Pi + P2) . RnJ is added and then subtracted. A diagram corre­

sponding to c
2 exp [ - i (PI + P2) . RnJ in Figs. 2 (c) and 2 (d) comprises a solid 

line connecting more than one ~ircle ~ this dia~ram is introduced for the purpose 
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740 F. Yonezawa 

of removing the restricted sum. Consequently, the "summation indices represented 

by the the filled circles in Fig. 2 (d) and .figures thereafter become independent 

of one another. The obtained diagrams are rearranged as shown in Fig. 2 (e). 

The definition of C2 (Ph P2) is apparent from Figs. 2 (e) and (f). 

When the exclusion effect is completely neglected, the contribution from the 

second term in Fig. 2 (e) is not taken into account, 'so that only a factor C' is 

'assigned to a crossed vertex instead of a cumulant C2 (Ph P2) . 

In a similar manner, the three steps for Ms (Ph P2, ps) are shown in Figs. 

3 (a), (b) and (c), and M3 (Ph P2, P3) is obtained as shown in Fig. 3 (d) in terms 

of a sum of cumulant diagrams. The forth-order cumulant C4 (Ph P2, P3, P4) is 

determined through the evaluation procedure of M4 (Pb P2, ps, P4) as given by 

Fig. 4. 

,P-, ? 
+ " \ : 
~ 

+ 
? 9 Q 
I I I 
I I I 

LU 

(b ) Removemenf of the restriction; (c) Rearrangement of diagrams; 

? A , ", 
I " \ L..L-J 

T f1 = 
L'.J 
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~ 
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, \ I 
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I I I _ I I I 
I I I I I I 
~ L...l....-J 

(3-1 ) 
+n 
I I I 
I I I 
L-L--l 

(*) 
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I I I 
I I I 
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I I I 
I I I 

L-...l...-..I 

fT1 
I I I 
I I I 
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~ 
+ : I : 
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(d) Obtained results for M j (R ,Pz,P3) and C3 (~,~,~). 
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Fig. 3. Steps of evaluating Ma (Pi> P2, Ps). 
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A Systematic Approach to the Eroblems of RandOln Lattices. I 741 

- //\\ - /;~\ - /t\ t 
L-i-..-.L! ~ ~ 

Fig. 4. Forthcorder cumulant. 

3·4 Cumulant averages of general order 

n7\ 
I I J , -

: : i \ 

/~ - " ~~\ T­
( ! \ : 

*Tn. 
! i ! ! 
L-.1.-i....J 

Let us next consider how the cumulant average of order s is .generally de­

rived. As is easily predicted, an sth-order cumulant is of the form; 

(3·8) 

The coefficients P s (c) for s<4 are obtained by counting diagr~ms in Figs. 2 and 

3 according to the above prescription; 

PI (c) =c, 

P2 (c) = c - PI (c) PI (c) = c - c\ 

(3· 9a) 

(3·9b) 

Ps(c) =c-3PI (c)P2(c) - (PI (C»3=C-3c2+2cs, C3·9c) 

P4(C) =C-4PI(C)PS(c) --'-3P2(C)P2(C) -6PI (c) PI (c) P2 (c) - (PI (C»4 

(3· 9d) 

The consideration for Ps (c) with small s suggests that Ps (c) for an arbitrary s 

IS determined as 

Ps (c) = c (-a contribution from a diagram with a filled circle from which 

s interaction lines start.) - (correction factors coming from those 

diagrams which are topologically equal to the diagram of the 

first term when connected by a solid line.) 

. (3 ·10) 

where ~(l) indicates all partitions of Ph P2, "', Ps into l groups. It is concluded 

from Eq. (3 ·10) that Ps (c) is a polynomial of order n in c. 

It has been shown In YMII that Ps (c) IS systematically obtained from a 

generating function; 

co 

g(x: c) =log(l-c+ceX
) = ~ PsCc)xs/s! (3 ·11) 

s=l 

3·5 First-Order self-energy 
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742 F. Yonezawa 

On summanzmg, an exact self-energy ~ satisfying the Dyson equation (2·3) 

IS derived by: 

(1) first drawing all possible proper cumulant diagrams; and 

(2) counting the contributions from these diagrams by means of the prescriptions 

as shown in Fig. 1. 

Practically, however, summing all possible diagrams is impossible, so that 

the most important diagrains are selected by some criteria. For instance, if the 

repeated scattering with one impurity atom is most important and it is permitted 

to regard only those diagrams shown in Fig. 5 are summed as a first-order self­

energy ~ (1). The result is 

00 

~(1) =NV~ Ps(c) (GV)S-I, (3 ·12) 
s=l 

where ~, G and V designates matrices whose kk'-elements are ~'ck" <Gkk,) and 

V kk" respectively. When the potential is of delta-function type, V k1c ' is independent 

of k and k', and thus can be expressed just by V. In this case, ~kk' also 

becomes independent of k and k' inasmuch as <Gkk,) = G k (E) Ok,., Thus upon 

putting Z = :E,. G,c (E), ~ is written as 

00 

I=NV~ Ps(c) (ZV)S-l. (3 ·12a) 
8=1 

It must be noted hereupon that ~ (1) has been derived through a mathematically 

formal steps. In other words, analytic properties of Eq. (3 ·12) are not evident. 

Actually, as will be shown later, ~ (1) in Eq. (3 ·12) is not a correct first-order 

approximation since self-containedness is not retained, and accordingly ~ (1) in 

Eq. (3 ·12) suffers several unreasonable properties. 

A detailed discussion concerning this point will be gIven in a succeeding 

section. 

(a) L ( I) or L (I, I) 

( b) Lo( I) or Lo( I, I ) 1 
I 

'~"" , . , , . , 
I 1 , 

i===!::=d 

Fig. 5. First-order self-energy. 

§ 4. The self-contained first-order approximation 

4·1 Difficulties of ~ (1) 

The first-order self-energy ~ (1), which is derived by the principle of the 

preceding section and is expressed in terms of Ps (c), has the following two 

deficiencies; 

(1) There appear spurious poles m ~ (1). 
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A Systematic Approach to the Problems of Random Lattices. I 743 

(2) The sum of the series Ps(c) (GV)S-\ or the right-hand members of Eq. 

(3 ·12), is not convergent, so that ~ (1) is not defined in an analytic sense. 

In order to see how the first difficulty arises, let us expand ~ (1) in powers 

of c. For this purpose, an explicit form of Ps (c) for an arbitrary s is evaluated 

in Appendix A ;Ps (c) becomes 

(4 ·1) 

On inserting Eq. (4·1) into Ps(c) in Eq. (3·12), ~(1) is written as 

00 

~(1) =NV~ Ps(c) (GV)S-1 
8=1 

. (4·2) 

= NV ~ [~( _1)k-1 (m -1) (kGV) m-1Jcm. 
m=1 k=l k -1 1- kG V . 

The coefficient of c has a pole. characterized by the relation 1-G V = 0 ; 

this is the equation which determines the energy of the localized mode or resonance 

mode for one impurity problem, and thus this 

2.0 ,...---------,-, 
is a pole with a physical meaning. On the 

other hand, the coefficient of cn for n>2 has 

poles defined by the equation l-kGV=O 

(k = 1, 2, "', n -1, n). Among n poles, one 

with k = 1 is physically allowed as explained 
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I 

-2.0 L-----L_-'--_-'-'--'---'----'----' 

o 0.1 0.2 0.3 0.4 0.5 
c 

Fig. 6. P s (c) VS. c. 

in the above, while the other (n -1) poles are 

spurious and proved to disappear when the 

self-energy diagrams up to nth order are cal­

culated. These poles are interpreted as follows: 

1- kGV = 0 (k>2) is the equation to give the 

localized mode or resonance mode for the system 

with only one impurity of potential kV. This 

situation enables us to consider alternatively 

that the pole given by 1 - kG V = 0 corresponds 

to a localized mode or resonance mode due to k 

impurity atoms existing on the same lattice 

site at once. Now that the probability of the 

multiple occupancy of a lattice site by more 

than one impurity atom'is avoided in the pres­

eIlt formulation, those (n - 1) poles are physi­

cally meaningless. 

The second difficulty that the convergence 

of ~ (1) is not assured is recognized on noting 
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744 F. Yonezawa 

that Ps(c) diverges as s increases. Thisdivergent tendency of Ps(c) is obviously 

seen from Fig. 6 in which Ps(c) vs. c curves are shown for 2<s<10. 

4·2 Se?f-c;ontainedness 

These difficulties of the first-order self-energy 2) (1) result from the fact 

that the applied approximation is not self-contained. In other words, the relation 

. between the degree of approximation and the correction factors to renormalize 

the comulant is not properly appreciated. For instance, let us recall how the 

fourth-order cumulant C 4 (pI' "', P4) has been defined. As shown in Fig. 4, 

C 4 (Ph '.', P4) is determined on subtracting correction or renormalization fac­

tors from c; these correction factors originally come from all those diagrams 

which are of higher-order in concentration c than, and of the same order in 

interaction V with, the first diagram in Fig. 4. The correction from the crossed 

diagram (ii) in Fig. 4 is also included. (We call crossed diagrams such as 

diagram (ii) "irreducible" cluster diagrams in the sense that these diagrams 

give the essential cluster effect depending on the distance between two impurities, 

while these diagrams such as diagram (i) in Fig. 4 are not essentially cluster­

diagrams since they can be reduced to a' renol~ma1ization of G (E).) 

Similarly, the coefficient Ps (c) of s-th-order cumulant for s>5 contains correc­

tion factors due to several crossed diagrams . 

. It must be noted that, when the first-order self-energy as pictured in Fig. 5 

is to be calculated, the effect of all the crossed diagrams are neglected. Thus, 

it happens that, in spite of the fact that the diagram itself is not included in the 

given stage,r of approximation, the correction from the diagram is taken into ac-

(a) 
,'¥-'" 

~ 
\ .... .J"./ 

,,,,,/l;("\,\ 

~ 
\ ... -...x ..... " 

/-Y", 
, I \ 

I '<l-/ 

,-1<, 
/' f \ 
'-\i~' 

'~x. ...... / 

,/',;#:x. .... ", 

I ! i i) i 

\' ... ~ ...... / 

/"*'\ 

'<,-t>' 

/""¥:..~' .... 

/~/ \ \ 

/,:,1(~\"''''\ 
J I ) I \ , 

\./ 

/"""'~""\ 
, I , 

I j 

\ ....... --¥(,,' 

/"".-1 ....... '\ 
I <J~) 
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Fig. 7. Some of the correction factors to be included in 5th and 6th order cumulant. 
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A Systematic Approach to the Problems of Random Lattices. I 745 

count when Ps (c) are determined. This is where the self-containedness is broken 

. down. 

This breakdown of the self-containedness can be understood easily by seeinK" 

the examples shown in Figs. 7 (a) and (b). Five diagrams in Fig. 7 (a) are~ 

not included in the first approximation, but the correction factors due to them 

are taken into consideration when P5 (c) is evaluated; similarly, the corrections 

of 19 diagrams in Fig. 7 (b) is included into P6 (c) as renormalization factors 

though the diagrams themselves are eliminated from Fig. 5. 

4·3 Self-contained first-order approximation 

From the above discussion, the point to be made becomes clear; the cumulant 

or the factor to be assigned to a vertex must vary from approximation to ap­

proximation. This is because the cumulant is determined by the renormaliza­

tion factors due to higher-order diagrams which are contained in the apprOXIma­

tion, under consideration. 

Now, for example let us try to develop a method to remove from Ps (c) 

those correction fa.ctors which should not be counted, when the first-order diagrams 

alone are considered. On the basis of Eq. (2 ·14), the correctly calculated cu­

mulant of order s is written as 

(4· 3) 

where the superscript (1) on Cs indicates that the cumulant IS self-contained 

within the first-order approximation and coefficient Os (c) instead of Ps (c) is 

used to define the cumulant. In analogy with Eq. (3·8), Os (c) is determined by 

means of Qm(c) with m<s in the form; 

(4·4) 

In which ~/(L) implies all partitions of PI> "', Ps into l groups such that the 

partitioned diagrams are the first-order diagrams alone. 

Since it is difficult to derive directly an explicit expression of Qs (c) for an 

arbitrary s, let us try and look at the problem from a slightly different point of 

VIew. By a careful analysis of self-energy diagrams, it is recognized that the 

exclusion effect is also included as the renormalization factor to interaction; in 

this case, the contributions from vertices should remain unrenormalized. In order 

to understand this alternative interpretation, let us first consider how correction 

due to the diagram 8 (b-i) is interpreted' as a rel~ormalization factor of an in­

teraction line: The correction factor itself in this case appears in the form as 

shown in Fig. 8 (b-ii) with a minus sign, which is topologically identical with the 

first-order diagram 8 (b-iii); thus it becomes possible to renormalize the middle in­

teraction line of (b-iii) and express the renormalized interaction by a wavy line as 
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746 F. Yonezawa 

(a) A . any of the proper first-order 

diagrams as shown in fig.5(a) 

LlJ, " ,/t", Lb' '" 
_,' \ => ' I\.=>,' " 

I \ ~'1 

ii iii iv 

Fig. 8. Interpretation of the effects of the "exclusion effect" as a renormalization factor of V. 

(a) L;'(I,I} = 1 + 6 + ill + {ffi+ ....... = E = NCV7J (VZiC) 

(b) V t - ) = "'\ ~ 

<= V (l-c7J(VZ;c)) 

Fig. 9. Definition of r: and "Ij (VZ; c). 

III Fig. 8 (b-iv). The essential points of the renormalization processes are stated 

In the above concerning Fig. 8 although, for more complicated diagrams, more 

detailed explanation will be necessary; this is given in Appendix B. 

From the above explanation and with reference to Appendix B, it IS seen 

that the self-contained first-order approximation ,X (1, 1) is pictured by the. sum 

of diagrams in Fig. 9 (a) by the use of a wavy line. A factor V{; is assigned 

to a wavy line where {; is a renormalization factor. A double wavy line is 

introduced to express the sum 'x(I, 1) and to this a factor V1](GV; c) is assigned. 

It is also apparent from the above discussion and from the explanation with 

regard to Fig. 8 that the single wavy line V{; is now in turn defined in terms 

of the double interaction line as depicted in Fig. 9 (b) . 

From all the described consideration, it follows that the sum of the con­

tributions from diagrams in Fig. 9 (a) is written as 

'x(I, 1) =NcV+NcV·G· V{;+NcV·G· V{;·G· V{;+· .. 

NcV -NcV1] (GV: c), 
I-GV{; , 

(4· 5) 

while it IS easily seen from Fig. 9 (b) that 

V{;=V-eV1](GV: e) =V{I-c1](GV: e)}. (4·6) 

Therefore, {; and 1] (GV: e) are determined in a self-consistent manner, and a 

closed solution is yielded; 

l' 
1] (G V: c) = -~---~-----------------

1- VG{I-c1] (GV: c)} 
(4· 7) 

which fulfills the requirement that Os(e) should satisfy Eq. (4·4). It is also 

easily proved that the first-order self-energy thus derived satisfies the host-defect 
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A Systematic Approach to the Problems of Random Lattices. I 747 

dual symmetry. An explicit form of as (c) is obtained on equating the coefficient 

of (GV)S-l in the expanded terms of 1:(1,1) 

co 

1:(1, 1) =NV~ Qs(c) (GV)S-l (4·8) 
s=l 

and that of 

1:(1,1) =NVC''l(GV: c). (4·9) 

We have as a result; 

s 

Os (c) = ~ Qs,mcm 
m=l 

=E [(_I)m-l (s+m~2)! Jcm • 

m=l m!(s-m)!(m-I)! 
(4·10) 

A detailed derivation of Os (c) is given in Appendix C. 

It is worth mentioning hereupon that the self-contained first-order result 

.oS (1, 1) satisfies the host-defect dual symmetry. Writing.oS (1, 1) as 

..E(I, 1) -NVl(x : c), (4·9a) 

where we consider delta-function type potential and x = Z V, we have the relation 

for l(x: c) 

l(x: c) = c 
I-x{I-l(x: c)} 

(4·7a) 

or 

x{l(x: C)}2+ (I-x)l(x: c) -c=O. (4·7b) 

The above equation is solved for l(x: c) in the form; 

1 
l(x: c) =--~{- (1-x) + v'(I-x)2+4cx}, 

2x 

by which it IS easily verified that the dual symmetry 

lex: c) +l(-x: I-c) =1 

is fulfilled. Although the above proof is carried out for the case of delta-func­

tion potential, the self-energy has the host-defect dual symmetry for the other 

type of potential as well. 

Now, let us prove that the two difficulties of ..E (1) discussed in subsection 

(4 ·1) are removed in the present formulation. The point that the first-order 

self-energy 1: (1, 1) evaluated in a self-contained manner is free from any spurious 

poles is shown by expanding I (1, 1) in powers of c; I.e. 

I(l, 1) =Nvt I:(-I)m-l (s+m-2)! cm(GV)S-l 
s=lm=l m!(s-m)!(m-1)! 
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748 F. Yonezawa 

where use is made of Eq. (4·10). 

Thus, it is apparent that the coef­

ficient of c?n has no other poles than 

1-G V = o. As for the second dif­

ficulty of divergence, there is no fear 

of occurence because Os (c) converges 

as shown in Fig. 10 in which Os (c) 

vs c curves for 2<5<10 are depicted. 

We have 

lOs (c) 1:S02(C) <Ql(C) 

for all c (5)3). (4·12) , 

4·4 Remarks on the renormaliza­

tion factors 

It follows from the above discus­

sion that, In order to give an 

approximate self-energy a physical 

meaning, it is required the correc-

(4·11) 

0.25,----------------:=--. 

0.2 

0.1 

06 tC ) 

'OlotC) 

Or=~~~~~~~~~~ 
OatC) 

- 0.1 L--~-t---~-_+_-_____i-----l 
o 0.\ 0.2 0.3 0.4 0.5 

c 
Fig. 10. Qs (c) vs. c. 

tion factors to renormalize cumulants must be chosen such that the self-con­

tainedness in the given stage of approximation is ensured. Namely, Os (c) which 

determines the cumulant of order s differs for a different type of approximation. 

Obviously, Ps (c) is correct when all proper self-energy diagrams can be summed 

up and an exact self-energy is attained some way. 

In order to see that the coefficient of the cumulant varies according to ap­

proximation, we attempt to calculate cumulants for another approximation. We 

'adopt, for this purpose, an approximation in which those first-order diagrams 

containing the unperturbed propagator instead of the true propagator are summed 

(cf. Fig. 5 (b)): Through completely analogous steps to the case of evaluating 

1,' (1, 1), the self-energy .xo (1, 1) of Fig. 5 (b) is d~fined by Figs. 11 (a) and (b) 

which lead to the equations; 

and 

1:0 (1,1) =NcV+NcV·G· Vto+NcV·G· Vto·Go· Vto+ ... 

NcV 

I-GoVto 

Vto= V(l-c), 

(4·13) 

(4·14) 

to 18 the renormalization factor for the present model; to is provided by Fig. 

11 (b) and written as Eq. (4·14) where the requirement for to is such that only 

D
o
w

n
lo

a
d
e
d
 fro

m
 h

ttp
s
://a

c
a
d
e
m

ic
.o

u
p
.c

o
m

/p
tp

/a
rtic

le
/4

0
/4

/7
3
4
/1

9
2
6
2
9
4
 b

y
 g

u
e
s
t o

n
 2

1
 A

u
g
u
s
t 2

0
2
2



A Systematic Approach to the Problems of Random Lattices. I 749 

(0) 2:'0 (I, I) = j + [j + ill + (ill +----

those corrections due to simple dia­

grams are taken into account while 

the correction factors corresponding 

to reducible cluster diagrams as well 

as irreducible cluster diagrams should 

be neglected. 

Nc V 
=----

j- ZO V, 

( b) V to -, = ~) 

=V(l-c) 

Fig. 11. Definition of (0 and So (1·1). 

The'self-energy determined by 

the relations (4·13) and (4·14) is 

self-contained in the sense that the' 

corrections for renormalization are 

counted from only those diagrams as shown in Fig. 5 (b) and the sequence of 

said sorts of diagrams. . The self-energy .2'0 (1, 1) is expanded in powers of GoV 

with Oso (c) as coefficients; 

.2'0(1,.1) =NV~ OsO(c) (GOV)S-l .. 
8=1 

Comparison of Eqs. (4·13) and (4·15) yields 

OsO(c) =c(I-c)S-l (s>I). 

(4 ·15) 

(4 ·16) 

This result .2'0 (1, 1) agrees with the approximation proposed by Elliot and Taylor9) 

or other authors as a good approximation for small c. 

4·5 Relation between .2' (1) and .2' (1, 1) 

Before concluding this section, it is interesting to investigate the relation 

between .2'(1) given by Eq. (3·12) and .2'(1,1) of Eq. (4·8) or (4·9) which 

is an exact first-order self-energy in the rigorous sense of tpe term. F or this 

purpose, we note that, when the potential is of the delta-function type, 17 (1) is 

described by the use of a continued fraction as follows :7) , 

(4 ·17) 

III which 

c (I-c) 
fr(x:c)= , 

. 1- (I-2c)x+x 2};(x: c) 
(4 ·I8a) 

fn (x : c) = _.. '. n (n - 1) c (! - c) . (n > 2) 
, I-n(I-2c)x+xfn+l(x: c) 

(4·I8b) 

The infinite continued fraction fn (x: c) ca'n be put in a closed form by approxi­

n~ating j; (x: c) by 11 (x: c). This is called a first approximant. Thus 11 (x: c) 

can be calculated and accordingly .2' (1) is evaluated. It is readily shown that 

the self-energy .2' (1) thus obtained is identical with the exact first-order self­

energy .2'(1,1) of Eq.(4·9). Namely, by putting };(x: c) =fi(x: c) .in Eq. 

(4· I8a) , we have 
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750 F. Yonezawa 

or 

(4·18c) 

which reduces to the relation 

c + X fl (x : c) = ---~-~ .. ~-----~.~.-- . 
l-x+x{c+xh(x: c)} 

(4·7a) 

On noting that cYJ (x : c) = c + X fl (x, c), we see that the proof is fulfilled. It is 

also noteworthy that 1: (1, 1) agrees with the result 0 btained by Taylor8) for large 

c and with that by Onodera and ToYozawa. 10
) 

§ 5. Higher approximations 

. In this section, a systematic method for treating higher-order approximations 

IS to be given. With this goal in mind, we first note that 1,' (1) obtained in § 3 

IS the first-order self-energy as shown in Fig. 5 (a) where Ps (c) is assigned with 

a vertex connected to the propagator by an interaction lines. More precisely, 

the correction factors to renormalize a vertex originate in all possible higher­

order diagrams, irreducible as well as reducible clusters. On the other hand, 

1,' (1, 1) is the first-order self-energy in which only those corrections due to re­

ducible cluster diagrams are counted. Thus, in general, 1: (1) including all the 

correction factors is expressed in the form; 

1: (1) = 1,' (1, 1) + 1: (1, 2) + 1: (1, 3) + "', (5 ·1) 

In which ..E (1, 2) is the sum of the correction factors to the first-order self-energy 

caused by irreducible clusters consisting of two impurity atoms; to these irre­

ducible two impurity clusters or second-order clusters, the five diagrams of 

Fig. 7 (a) and the first 15 diagrams of Fig. 7 (b) are included. The correction 

factors 1,' (1, 2) are obtained by first connecting two independent verteces of two 

types of first-order proper diagrams and multiplying a factor (--.,.1) to the con­

tributions of the thus-obtained diagrams. Namely, when the sum of the contribu­

tions from the mentioned second-order clusters is written as ~R 9:2 (R), R being 

the distance between two impurity atoms in a cluster, 1: (1, 2) is expressed by 

- 9:2 (R = 0) . The third term 1,' (1, 3) indicates the correction factors in 1: (1) 

due to irreducible clusters made of three impurity atoms, such as the last four 

diagrams in Fig. 7 (b). 

Similar equations hold for higher-order cases. That is to say, if the nth­

order self-energy ..E (n) is evaluated in such a manner that the contribution from 

a vertex with s interaction lines is regarded to give a factor Ps (c), then 1: (n) 

becomes 
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A Systematic Approach to the' ProbleJJls of Random Lattices. I 751 

~(n) =Z(n, n) +~(n, n+1) +~(n, n+2) + "', (5.2) 

The notation ~ (n, n) designates the nth-order self-energy including the correc­

tions from nth-order irreducible diagrams alone, whence ~ (n, m) is the correction 

factors to the self-energy of order n originating in the mth-order irreducible 

clusters. 

It has been shown in the preceding section that the first-order self-energy 

calculated in a self-contained manner is given by 2 (1, 1). In the same way, self­

contained higher-order approximations ~n (k) are generally defined in terms of , 

the newly introduced notations I (n, m) as will be stated below. Let us first· 

consider the exact second-order self-energy Z2 (k) . In order to attain the 

self-containedness within the second-order, it is necessary to first derive ~ (2, 2), 

the sum of the second-order self-energy diagrams with corrections from irre­

ducible two-impurity clusters, and next to take account of the correction factors 

from the second-order irreducible diagrams to the first-order self-energy. Thus 

we have 

~2 (k) = ~ (2, 2) + ~ (1, 2). (5·3) 

In complete analogy with the second-order case, the self-contained third-order 

approximation is given by 

:Es (k) =:E (3, 3) +:E (2, 3) + ~ (1, 3). (5·4) 

In summary, a systematic way to obtain higher-order approxim~tions is explained 

with reference to Table 1. The sum of mth row is I(m) while the sum of 

nth column is ~n (k). So far, it has been wide~y accepted that 1: (1) is the first 

approximation and that ~ (2), ~ (3), etc. should be included succeedingly, when 

2nd, 3rd, .. ·approximations are required. However, these conventional conclu­

sions are actually not correct since; (a) spurious poles are present in ~ (1), ~ (2) , 

etc.; and (b) the series expansion determining ~ (n) in general is not conver­

gent, now that p.~ (c) is divergent. 

Table 1. Higher approximations for self-energy. 

total 

. .!' (J~I~ (1, 2)_1_ ~ (1, 3)j,1,'(1, 4)_....=.~.~::.~~_.s (1) __ _ 

r .s (2, 2) i .s (2, 3) , .s (2, 4) .............................. .s (2) 

, -----I---Ic~3) .s (3, 4) .............................. .s (3) 

.s (4, 4) .s (4) 
---~---- ------"-----------1----------

total .sexact 
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752 F. Yonezawa 

These difficulties are overcome by taking II (k), I2 (k), etc. as first, second 

and higher approximations. As shown in Table I, In (k) is determined by 

In(k) =I(1, 12) +I(2, 12) + ···+I(n, n). (5·5) 

With the help of physical consideration of I (12, 'm), it is made clear how SpUrIOUS 

poles are removed. For the sake of explanation, the second-order approximation 

is discussed as an example; from' the above discussion, I(2, 2) is by definition 

I (2, 2) = ~ q2 (R) . (5· 6) 
R 

Note that the term, in which R = ° is included, is physically meaningless owing 

to the fact that the multiple occupancy of a lattice site with more than one 

impurity atom is excluded. This term is one of the causes of unphysical poles 

in 17 (2). The second term of Eq. (5·3) by definition is given by 

I(l, 2) = -q2(O) (5 ·7) 

As a result, we have 

(5· 8) 

So that I (1, 2) has the effect of cancelling a term of I (2, 2) with R = 0, and 

thus :I2 (k) is free from spurious poles. It is instructive to see that the same 

situation takes place for th~ third-order approximation; i.e. I (3, 3) is given by 

a function q3 (RI2' R 2a , R aI) where R 12 , R 23 and Ra1 (= - RI2 - R 23 ) are respectively 

the distances between three pairs of impurity atoms out of atoms 1, 2 and 3; 

I (3, 3) = ~ qa (R12' R 23, Rill) (] (R 12 + R 23 + R aI) . (5·9) 
R 12• :/(23. If31. 

In the sum of the right-hand member of Eq. (5·9), the following two terms, which 

are not actually allowed, are included; (a) Anyone of R 12, R 23 and R3I vanishes 

while the. other two variables are not zero; (this corresponds to the case in 

which two out of three impurity atoms exist on the same lattice site while the 

third atom is on some other lattice point. (b) The case in which R I2 =R23 = 

R3I = 0; this means that all three impurity atoms come on the same lattice site 

at once. The contributions from such terms as described in (a) are cancelled 

by I (2, 3) while the effect of I (1, 3) is to cancel the term in which all R 12 , 

R 23 and R31 vanish. Thus n spurious poles appear. 

As for the strictly calculated nth-order self-energy In(k) , I(l, 12), I(2, 12), ''', 

and I (n --:-1, 12) (12; arbitrary) have their respective corresponding terms in I (12, 12) 

with the same magnitude and a different sign, so that all spurious poles present 

in I (12, n) are completely subdued. 

So far as the convergence of In (k) is concerned, it is shown that In (k) 

are constructed on the basis of Os (c) obtained in § 4 and thus, in view of the 

convergence of Os (c), it is concluded that In (k) are well-defined. 
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§ 6. Discussion 

It has been presented in §§ 2. to 4 that the self-contained treatment of ap­

proximations for the self-energy is needed in order to obtain physically rea­

sonable results, and the technique of deriving the exact form of the first-order 

self-energy 1: (1, 1) is developed. It is also verified that 1,' (1, 1), which is self­

contained within the scope of the first-order approximation, agrees with the first 

approxim~nt of 1: (1), the latter being attained from purely mathematical point 

of VIew. This first-order self-energy 1: (1, 1) leads to the same equation as that 

of Taylor; 1: (1, 1) is also identical with the result of Onodera and Toyozawa. 

It has been shown by Taylor that 1: (1, 1) serves as a good approximation 

for such an imp.urity concentration c as is larger than t~e critical percolation 

concentration Cpo The obtained density of states along the same approximation 

accounts for the fact that 1: (1, 1) is far from a good approximation in the con­

centration range c<c p, since the approximate self-energy 1: (1, 1) fails to explain 

the fine structure of the state density in the forbidden gap, the fine structure being 

confirmed to exist by computer work. A similar discussion on the method of 

approximation and the concentration range where the considered approximation 

is adequate is found· in the recent work by Matsuda and Okaka. ll ) 

These results suggest that some other approximation must be introduced in 

order to treat the systems with. small concentration of impurity atoms. It rea­

sonably follows without a logical gap that, for the purpose of explaining the 

fine structure, the higher-order self-energy which represents the effect of cluster 

is to be included. When c is small enough not to produce a lot of spikes in the 

impurity band regio~ except the one around the local mode due to one impurity 

atom, 1: (1, 1) will act as a good approximation for the true self-energy. Ac­

cording as c increases,· the second-, thi~d-, fourth- and higher-order self-energy 

should be taken into consideration step by step. The criterion up to what order 

. the approximation should be picked up is determined by the following way; if 

the en + 1) th-order approximation does not cause a drastic change in the result­

ing physical quantities compared with those of the nth-order approximation, then 

it is sufficient to calculate up to the nth-order approximation. Hqwever, with 

the increase of c, it will not continue without end. At an appropriate concentration:, 

it stops and thereafter any higher-order approximation yields no remarkable change 

to the results of the first-order· approximation. The' concentration at which this 

takes place' gives the percolation concentration. For c>c p , the result with 

1:1 (k) + 1:2 (k) may be almost the same as that obtained in the first approximation 

alone. The detailed evaluation of the second-order self-energy (1:(1, 2) and 1: (2, 2)) 

will appear in a forthcoming paper. 
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Appendix A 

Evaluation of an explicit form for P s (c) 

The coefficient Ps (c) of the sth cumulant is a polynomial 111 c of order s so 

that it can be written as 
8 

Ps (c) = 2.: PS,LCL. 
m=l 

(A·I) 

Inserting Eq. (A ·1) into Ps (c) of Eq. (3 ·11), we have 

co 

g (x : c) =log (1- c + ce.1l) = 2.: 2.: Ps,LcLxsl s ! 
8=1 L=l 

00 00 
(A·2) 

= 2.: (2.: Ps, LX
8 Is!) cL

• 
l=l s=L 

The nth derivative of the left-hand member in Eq. (A· 2) by c yields 

frg(x; c) I = (-I)n-1(n-I)!(e.1l-l)n I = (-I)n-1(n-I)!(e.1l-I)n 

acn 
c=o (1- c + ce.1l) n c=o 

= (-1) n-1 (n -I)! t (n ) ( -1) n-k ek.1l, 
k=O k 

(A·3) 

where c IS put equal to zero, while that of the right-hand member becomes 

ang (x : c) I 0') s ----------1 = n! ~ Ps,nx Is! . 
acn 

c=o s=n 

(A·4) 

On taking the sth derivative by x of Eqs. (A· 3) and (A· 4) under the condition 

that x= 0 and equating the obtained results to each other, it is concluded that 

P = t ( -1) k-1 (JZ - 1) k S
-
1 

s,n k=l k -1 . (A·5) 

The analytic properties of Ps (c) has also been discussed by Leath and Goodmann12
) 

in' terms of the starling formula. 

Appendix B 

In subsection 4·3, it is stated that the exclusion effect is interpreted either 

as the renormalization of vertices or of interaction lines. In order to understand 

this alternative interpretation of the exclusion effect, it is convenient to study 

the diagrammatic expansion cOl"responding to the iterative terms of the Green's 

function. Recalling the steps through which the unrestricted diagrams in Figs. 

2 and 3 are introduced and further investigating the similar steps for higher­

order moments, we notice how to determine a factor and a sign to be assigned 
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(a) ,&, any of the proper first-order 

diagrams. 

(b)~~-il~ L ~ ~ 
ii iii iv 

, -rJSj 
(c) (A--A\ ~ 2 x (il\ :} {', '1i.,~ii, }" (is'\ 

ii -,' '. v 

L _ /1"\ iv " /t'\ 
~ ~ 

VI vii 

fu '~ 
(d)A&A:?2xW~{- iii J9~ 
,i II '-M v 

L-~"A) 
VI VII 

Fig. 12. Interpretation of the effects of the" exclu­

sion effect" as a renormalization factor of V. 

-Complicated cases.-

to a given type of diagram. Thus, 

with reference to Figs. 8(a) and (b), 

and to Figs. 12 (a) through 12 (d), 

diagrams 8 (b-ii) and 12 (b-ii) carry 

a factor - 1 while a factor + 2 is 

attached to diagrams 12 (c-ii) and 

12 (d-ii). These four diagrams ap­

pear as' the corrections to the four 

diagrams 8 (b-i) , 12 (b-i) , (c-i) and 

(d-i), respectively. Note that a hatch­

ed triangle represents any of the 

first-order proper self-energy diagram 

found in Fig. 5 (b). Here, we limit 

our consideration to only those dia­

grams as included in the present ap­

proximation; in other words, all the 

crossed diagrams are discarded. 

We have seen, in subsection 4·2, 

how the correction due to the dia-

gram 8 (b-i) is interpreted as a renormalization factor of an interaction line. 

Logical steps completely analogous with the example in § 4·2 are followed in 

order to ascribe the correction coming from the diagram 12 (b-i) to the renor­

malized diagram (b-iv). 

In the next place, the renormalization brought about by the diagram (c-i) 

is e~pressed by the diagram (c-ii); this correction is reduced to two renormalized 

diagrams v and viii through either one of two processes iii and iv and through 

step vi, respectively. Similar explanation by means of diagrams is embodied in 

Figs. 12 (d) for another example. Remember that a factor -1 is introduced at 

every stage; thus two stages result in the plus sign. On the other hand, the 

factor 2 is explain'ed by the two different steps thro:ugh which to attain the final 

diagram. 

In the same way, it is straightforward a task, laborious though it may be, 

to prove that correction of each higher-order diagram can be included in an 

appropriate first-order diagrams with renoxmalized interaction lines. 

The important point is that, when all the crossed diagrams are omitted, the 

factor and the sign of a given' diagram are completely included in the process 

of reducing the correction diagrams to renormalized interaction lines. 

Appendix C 

Evaluatin of an explicit form for Os (c) 

Equations (4·8) and (4·9) are rewritten as 
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756 F. Yonezawa 

OJ 

(J (x: c) =cr; (x : c) = ~ Os (c) xs-l, (C· 1) 
s=1 

where Qs (c) IS a polynomial in c o'f order s given in the form as 

,~ 

Os (c) =:E Os,m cm. (C·2) 
m=1 

Substituting Os (c) m Eq. (C ·1) by that of Eq. (C· 2), we obtain 

co S 

(J (.r : c) = ~ [~ Os,mcmJ X S
-

1 

8=1 m=1 

00 OJ 

(C·3) 

= ~[~08,mxS-lJcm. 
m=18=m 

The first derivative of (J (x; c) with reference to c is obtained by the use of 

Eq. (4·7) as 

a(J(x: c~=_~_~_I ________ =F(x: c). 

ac 1 - x (1 - 2(J (x : c)) 
(C·4) 

It is easily seen that the first derivative of F(x: c) is determined by F('r: c) 

itself as 

f}F(x: c) = -2xF3 (x: c). 
ac 

(C·5) 

Equations (C· 4) and (C· 5) yield the nth derivative by c of (J (x : c) in the form as 

(C ·6) 

On noting that F(x; 0) = 1/ (1- x), we get 

an(J(x: c) [_(-I)n-l(2n-3)! xn~l 

---8~;:--1 - -- (n -I)! (l-~)2n-l 
c=o 

_ (---,-I)n-l(2n-2)! 
- ---~~--- --~-----~----

(n -I)! 

OJ 

" C m-n+l 
L.J m 2n-2X 

m=2n-2 

00 

- ,,, 0 8-1 
=n. L..i _s,nX • (C·7) 

s=n 

Then if we differentiate Eq. (C· 7) by x and subsequently equate x to zero, the 

final conclusion is achieved in the form; 

_ ( - 1) n-l (n + s - 2) ! 
Qs n - -~- ~~------ ~ ~~- . 

, (n -1) ! n! (s - n) ! 
(C ·8) 
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