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Abstract: The left inferior frontal gyrus (LIFG) has consistently been associated with both phonologic and
semantic operations in functional neuroimaging studies. Two main theories have proposed a different
functional organization in the LIFG for these processes. One theory suggests an anatomic parcellation of
phonologic and semantic operations within the LIFG. An alternative theory proposes that both processes are
encompassed within a supramodal executive function in a single region in the LIFG. To test these theories, we
carried out a systematic review of functional magnetic resonance imaging studies employing phonologic and
semantic verbal fluency tasks. Seventeen articles meeting our pre-established criteria were found, consisting of
22 relevant experiments with 197 healthy subjects and a total of 41 peak activations in the LIFG. We
determined 95% confidence intervals of the mean location (x, y, and z coordinates) of peaks of blood
oxygenation level-dependent (BOLD) responses from published phonologic and semantic verbal fluency
studies using the nonparametric technique of bootstrap analysis. Significant differences were revealed in
dorsal–ventral (z-coordinate) localizations of the peak BOLD response: phonologic verbal fluency peak BOLD
response was significantly more dorsal to the peak associated with semantic verbal fluency (confidence
interval of difference: 1.9–17.4 mm). No significant differences were evident in antero–posterior (x-coordinate)
or medial–lateral (y-coordinate) positions. The results support distinct dorsal–ventral locations for phonologic
and semantic processes within the LIFG. Current limitations to meta-analytic integration of published func-
tional neuroimaging studies are discussed. Hum Brain Mapp 27:799–810, 2006. © 2006 Wiley-Liss, Inc.
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INTRODUCTION

The left inferior frontal gyrus (LIFG) has been linked to
language since the advent of neuropsychology [Broca, 1861].
This relationship is supported by neuropsychological [Stuss
et al., 1998] and neuroimaging studies spanning nearly two
decades [Petersen et al., 1988; for reviews see Bookheimer,
2002; Price, 2000]. Functional neuroimaging studies consis-
tently implicate the LIFG for two essential operations in
word comprehension and production: phonology [Demonet
et al., 1996; Indefrey and Levelt, 2000], which encompasses
processes linked to the sound of words, and semantics [Gab-
rieli et al., 1998], which involve processes associated with the
meaning of words. The functional organization of phono-
logic and semantic processes within the LIFG, however,
remains in dispute.

The functional parcellation theory proposes distinct ana-
tomic regions within the LIFG for the two processes. Pho-
nologic operations are subserved by a more posterior and
dorsal region in the LIFG, whereas semantic processes are
localized to a more anterior and ventral region [Bookheimer,
2002; Fiez, 1997]. This topographic distinction is supported
by a wealth of neuroimaging studies aiming to isolate se-
mantic and phonologic processing [reviewed in: Bookhei-
mer, 2002; Gabrieli et al., 1998; Poldrack et al., 1999]. A
functional connectivity study of anterior versus posterior
regions in the LIFG during a reading task [Bokde et al., 2001]
also showed an anatomic distinction for these processes.
When activations associated with semantic and phonologic
tasks have been compared in the same subjects, however,
these studies consistently have failed to find a clear spatial
separation of functions [Chee et al., 1999; Klein et al., 1995;
Poldrack et al., 1999; Price et al., 1997; Pugh et al., 1996;
Shaywitz et al., 1995; but see McDermott et al., 2003]. To
account for the contradictory observations, proponents of
the functional parcellation hypothesis suggest that there is
some degree of automatic recruitment of phonologic pro-
cesses in semantic tasks and vice-versa [Bookheimer, 2002;
McDermott et al., 2003; Poldrack et al., 1999; Schwartz et al.,
2003].

An alternative theory proposes a unitary site in the LIFG
that has a more general, supramodal executive function that
is a component of both phonologic and semantic processes,
but is not phonologic or semantic per se. Thompson-Schill
[2003] proposed that the LIFG selects task-relevant informa-
tion among competing alternatives. This would explain its
activation by both semantic and phonologic tasks as these
processes usually place high demands on the selection of a
particular phonologic or semantic feature, respectively,
among many other potentially relevant options [Barde and
Thompson-Schill, 2002; Thompson-Schill et al, 1998]. In sup-
port, Gold and Buckner [2002] found that the retrieval of
both semantic and phonologic information involved the
same region that comprised both anterior and posterior
areas in the LIFG.

In the present study, we sought to examine whether the
published evidence supports either of these accounts. We
conducted a systematic review and quantitative analysis of

functional neuroimaging studies of verbal fluency, a classic
paradigm of language production in which subjects are
asked to generate as many words as possible in a limited
time and following specific rules. To avoid heterogeneity
associated with different neuroimaging techniques, we only
included functional magnetic resonance imaging (fMRI)
studies. Phonologic or letter fluency requires the generation
of words beginning with a particular letter, such as “f,”
whereas semantic or category fluency involves the produc-
tion of examples of a semantic category, such as “animals”
[Lezak, 1995]. These two tasks, although sharing some com-
mon cognitive processes, differ significantly in the demands
they place on phonologic and semantic processing, respec-
tively.

To compute the confidence intervals associated with each
task across studies, we used the quantitative method of
bootstrap analysis, a nonparametric technique that is not
dependent on any a priori assumptions that may limit other
parametric methods of analysis [Efron and Tibshirani, 1993;
Manly, 1997]. Previous studies aiming to integrate published
functional neuroimaging results have consisted largely of a
subjective, visual analysis of the peaks of activations drawn
from individual studies, whereas quantitative methods usu-
ally have relied on parametric techniques with the assump-
tion that the location of brain processes follow a normal
(Gaussian) distribution [Chein et al. 2002; Fox et al., 1997,
1999; Paus, 1996; Turkeltaub et al., 2002]. Although empiri-
cal estimates of inter-subject spatial variability support a
normal distribution of this parameter [Fox et al., 2001], it is
unlikely to be the only source of variation between studies.
In the present analysis, we used the bootstrap technique as
it entails the least number of assumptions.

MATERIALS AND METHODS

Literature Search

A systematic literature search was conducted to identify
the relevant studies. Searches were carried out in the data-
bases MEDLINE, EMBASE, and PSYCINFO from January
1990 to September 2003 using the following search terms:
(“Magnetic Resonance” or “MR” or “MRI” or “fMRI” or
“neuroimaging”) and (“verbal fluency” or “word genera-
tion” or “semantic fluency” or “category fluency” or “pho-
nologic fluency” or “letter fluency”).

This computer search was supplemented by hand
searches in the following journals for the same period: Brain,
Cerebral Cortex, Human Brain Mapping, Journal of Cognitive
Neuroscience, Journal of Neurophysiology, Nature Neuroscience,
NeuroImage, Neuron, Neuropsychologia, and Neuroreport. The
reference lists of studies meeting the selection criteria and
pertinent review articles were also searched manually for
relevant articles. As many studies presented data on several
experiments, we followed the criteria outlined by Fox et al.
[1998], who conceptualized quantitative neuroimaging re-
views as a three-step process: (1) sampling among articles;
(2) among experiments within an article; and (3) among
activations within an experiment.
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Inclusion Criteria

The inclusion criteria were as follows:

1. Studies published in English in peer-reviewed journals,
between January 1990 and September 2003;

2. Use of blood oxygenation level-dependent (BOLD)
fMRI neuroimaging technique;

3. The sample consisted of healthy adult subjects;
4. The fMRI data were reported using spatial coordinates

and labeled as located in the LIFG, or localized to
structures within LIFG, such as Brodmann area 44, 45,
or 47;

5. The experimental task was either phonologic (letter)
fluency, where the subject is presented with a letter and
is requested to generate words beginning with the
given letter (e.g., “a”) in a limited period of time, or
semantic (category) fluency, where the subject pro-
duces as many examples as possible from a given cat-
egory (e.g., “kitchen utensils”) in a limited period of
time; and

6. The control task was described clearly.

Systematic Review

Sixty-seven articles were reviewed manually. Of these, 13
did not report their results using a system of spatial coordi-
nates (i.e., only through images and anatomical labels), 31
studies used a task that did not meet our criteria (e.g., verb
generation, translation, etc.), 4 were positron emission to-
mography (PET) studies, and 2 studies presented results on
a single subject. Seventeen studies met our criteria for inclu-
sion: (1) Abrahams et al., 2003; (2) Brammer et al., 1997; (3)
Curtis et al., 1998; (4) Fu et al., 2002; (5) Hutchinson et al.,
1999; (6) Knecht et al., 2003; (7) Lurito et al., 2000; (8) Perani
et al., 2003; (9) Phelps et al., 1997; (10) Schlösser et al., 1999;
(11) Smith et al., 1996; (12) Paulesu et al., 1997; (13) Crosson
et al., 1999; (14) Crosson et al., 2001; (15) Gaillard et al., 2003;
(16) Gurd et al., 2002; and (17) Pihlajamäki et al., 2000.

The articles described 22 relevant experiments, consisting
of 197 healthy subjects and a total of 41 peak activations in
the LIFG. The fMRI acquisition parameters, preprocessing
and analysis methods, and subject demographics are sum-
marized in the Appendix (Tables 1A and 2A).

All experiments reported at least one activation in LIFG.
Experimental details and coordinates of peak activation are
presented in Table I. Some studies introduced variations to
the standard tasks and therefore each experiment was
checked for compatibility with the original definition. This
led to the exclusion of one of the three semantic verbal
fluency tasks from Crosson et al. [2001]. In this task, subjects
were given a category and asked to generate a response at
the prompt of a further descriptor; for example, subjects
were given the category “birds,” followed by the descriptors
“flightless…bald…,” which might generate the category
members “emu…eagle.” As well, we excluded a peak acti-
vation (x � �6, y � 18, z �50) from Schlösser et al. [1998],
which was deemed to be external to the LIFG [Talairach and
Tournoux, 1988].

Other studies modified the tasks in more subtle ways and
were not excluded from the analysis. The paradigm of Cros-
son et al. [1999] entailed the generation of emotional words
by giving categories such as desserts (positive connotations)
and diseases (negative connotation), whereas emotionally
neutral categories were birds or types of rooms. Fu et al.
[2002] reported separately trials using “hard” letters (A, G,
F, N, E, O, I) and “easy” letters (B, R, L, S, T, P, C), and
Schlösser et al. [1999] reported results separately for male
and female subjects.

There were 31 activations from 14 experiments that used a
phonologic fluency task (mean number of activations per
experiment: 2.2), and 10 activations from eight experiments
that used a semantic fluency task (mean number of activa-
tions per experiment: 1.2). The data have been plotted in
Figure 1. A visual inspection does not reveal a clear spatial
segregation of the two distributions, although a tendency for
semantic activations to be located in more anterior and basal
areas of LIFG may be inferred.

Statistical Analysis

To compare the distribution of the retrieved semantic and
phonologic activations within the LIFG we constructed
100(1 � �)% confidence intervals for the weighted mean
location coordinates along each of the three axes (x, y, z) for
both groups, with � � 0.05. The weight applied to each
individual peak activation was equal to the number of sub-
jects in the experiment. The resulting confidence intervals
can be visualized as defining a confidence volume for each
set of experiments: semantic and phonologic. We also com-
puted the 95% confidence interval of the difference of mean
locations between phonologic and semantic experiments. If
the latter confidence interval did not include zero (i.e., no
difference), this was accepted as evidence for functional
segregation.

We used the bootstrap [Efron and Tibshirani, 1993; Manly,
1997] to construct the confidence intervals. The basic
premise to this approach is that in the absence of any infor-
mation about a population, apart from a random sample of
n observations obtained from the population, resampling
the obtained sample offers the best possible approximation
to what might be obtained if we were to sample the original
population again. A bootstrap distribution for a given sta-
tistic can then be created by resampling this original sample
B number of times and re-computing the statistic in each of
these new samples. This bootstrap distribution is used to
make inferences about the true value of the parameter in the
population. As the resampling process is carried out with
replacement, each value in the original sample has an equal
probability to appear in the new sample at any given draw,
and all the new samples have the original size n. The desired
100(1 � �)% confidence interval for the true value of the
statistic is delimited by the �/2 and (1 � �)/2 percentile
values that contain the central 100(1 � �)% of this resampled
distribution. With � � 0.05, the confidence interval is simply
defined by the 2.5 and 97.5 empirical percentiles. In our
analyses we have used B � 1,000 bootstrap replications. This
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TABLE I. Description of the Experiments and Foci of Activations

Active task Control task
Modality of
presentation

Cued/free response
(pace in sec if cued)

Overt/covert
response

Run
duration

(s)

Foci of activations
in LIFG
(x, y, z)

Phonological fluency
Abrahams et al., 2003 Word repetition

(“rest”)
Auditory Cued (6) Overt 60 –46, 0, 26

–46, 7, 31
–42, 26, 15
–42, 17, –2
–38, 20, –7
–48, 10, 9

Brammer et al., 1997 Word repetition
(“rest”)

Auditory Cued (15) Covert 30 –43, 8, 26

Curtis et al., 1998 Word repetition
(“rest”)

Auditory Cued (3) Covert 30 –40, 8, 26
–46, 8, 37

Fu et al., 2002

Easy Word repetition
(“rest”)

Visual Cued (4) Overt 28 –51, 3, 20
Hard

Word repetition
(“rest”)

Visual Cued (4) Overt 28 –49, 22, –4
–48, 20, 8

Hutchinson et al., 1999 Forward counting Auditory Free Covert 50 –46, 20, 22
Knecht et al., 2003 Repetition of a

memorized letter
string (“bababa”)

Visual Free Covert 15 –50, 6, 26

Lurito et al., 2000 Visual fixation on a
letter–like
symbol

Visual Free Covert 30 –53, 14, 6

Perani et al., 2003
Bilingual Silent rest Auditory Free Covert 30 –44, 10, 32

–54, 12, 24
–36, 36, 4
–30, 24, 4
–42, 28, 0

Phelps et al., 1997 Word repetition Auditory Cued (3) Overt 48 –46, 24, 18
Schlösser et al., 1999

Males Forward counting Auditory Free Covert 50 –52, 30, 12
–48, 8, 26

–48, 14, 20
Females Forward counting Auditory Free Covert 50 –48, 14, 26

–46, 28, 20
Smith et al., 1996 Silent rest Auditory Free Covert 30 –47.5, 30.5, 2.5

–41.5, 38.5, 2.5
–45.5, 11.5, 24.5

Paulesu et al., 1997 Silent rest Auditory Free Covert 30 –36, 24, 16
–36, 6, 20

Semantic fluency
Paulesu et al., 1997 Silent rest Auditory Free Covert 30 –36, 24, 16
Crosson et al., 1999 –30, 20, 12

Neutral Word repetition Auditory Free Covert 18.4 –51, 20, 3
Emotional Word repetition Auditory Free Covert 18.4 –51, 22, 3

Crosson et al., 2001
Free Word repetition Auditory Free Covert 17.4 –37, 25, 4
Paced Word repetition Auditory Cued (2.9) Covert 17.4 –40, 30, 2

Gaillard et al., 2003 Silent rest Auditory Free Covert 32 –48, 22, –6
Gurd et al., 2002 Overlearned

sequence (e.g.,
days of the
week)

Auditory Cued (2) Covert 30 –36, 4, 28
–36, 22, –10

Pihlajamäki et al., 2000 Forward counting Visual Free Covert –38, 24, 6

Cued or free response: whether the subjects where prompted to produce a word by an external cue or were free to produce them at their
own rhythm. Run duration (s): time in seconds during which the subjects had to produce words for each run of the active task (there were
several runs per experiment). LIFG, left inferior frontal gyrus.
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number of replications usually is accepted as adequate to
obtain stable bootstrap confidence intervals [Efron and Tib-
shirani, 1993].

Two bootstrap analyses were carried out: (1) to deter-
mine the spatial (x, y, z) locations of phonologic and

semantic verbal fluency tasks in the LIFG, and (2) to
assess the impact of the normalisation template on loca-
tions of activation with a comparison of the Talairach and
Tournoux [1988] and the Montreal Neurological Institute
[MNI; Evans et al., 1993] coordinate systems. All compu-

Figure 1.
Peak activations for the studies included in the review plotted on
the coronal, sagittal and transverse planes. Individual peaks are
represented by blue (phonological) or red letters (semantic). Two
overlapping activations from Study l [Paulesu et al., 1997], one
corresponding to a phonological experiment and the other to a
semantic one, have been replaced by a magenta �. In the sagittal
plane, three phonological overlapping peak activations belonging
to the Studies b, c, and j have been replaced by a star. The letters

correspond to the studies as reported in Table I. (a) Abrahams et
al., 2003; (b) Brammer et al., 1997; (c) Curtis et al., 1998; (d) Fu et
al., 2002; (e) Hutchinson et al., 1999; (f) Knecht et al., 2003; (g)
Lurito et al., 2000; (h) Perani et al., 2003; (i) Phelps et al., 1997; (j)
Schlösser et al., 1998; (k) Smith et al., 1996; (l) Paulesu et al., 1997;
(m) Crosson et al., 1999; (n) Crosson et al., 2001; (o) Gaillard et
al., 2003; (p) Gurd et al., 2002; and (q) Pihlajamäki et al., 2000.

Figure 2.
Peak activations and confidence intervals for phonological and semantic verbal fluency. Coronal,
sagittal, and transverse views of a rendered image of the brain (MNI template). Individual peaks are
represented as blue crosses (phonological) or red “X” (semantic). Confidence Intervals are
represented as blue (phonological) or red (semantic) ellipses. Areas of intersection (phonological �
semantic) are shown in mauve.
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tations were carried out using the statistical analysis lan-
guage S-Plus.

RESULTS

The confidence interval for BOLD responses associated
with semantic verbal fluency showed a position that was
more anterior, medial, and ventral to the confidence interval
for phonologic verbal fluency (Table II). Some degree of
overlap was evident in the three axes. The regional differ-
ence between tasks is statistically significant if the confi-
dence interval for the difference does not include zero. No
significant differences were found in the antero–posterior (x)
or medial–lateral (y) axes. The confidence intervals for
BOLD responses associated with semantic verbal fluency,
however, were significantly more ventral (z-axis) than were
those for phonologic verbal fluency. An overlay of the orig-
inal peak activations and the confidence intervals on a ren-
dered MNI brain is presented in Figure 2. The additional
analysis did not reveal any significant differences in the
locations of peak BOLD response according to the template
(Talairach or MNI) used for normalization.

DISCUSSION

Spatial Segregation of Phonologic and Semantic
Processing in LIFG

The functional parcellation model proposes that a more
posterior and dorsal region in the LIFG is associated with
phonologic processes whereas an anterior and ventral area is
recruited by semantic operations [Fiez, 1997]. Our results
largely support this model. The bootstrap analysis revealed
that the 95% confidence limits for the location of semantic
activations were significantly more ventral to the region
associated with phonologic processes. The confidence vol-
ume for semantic activations also tended to be in a more
anterior region than for phonologic studies, but this differ-
ence did not reach significance. The absence of a significant
antero–posterior difference may be due to insufficient
power, particularly if the antero–posterior difference is
smaller than the ventro–dorsal difference; however, it may
also reflect a genuine antero–posterior overlap of semantic
and phonologic processes in the LIFG.

Phonologic and semantic operations are broad neuropsy-
chological concepts encompassing several functionally het-
erogeneous subprocesses [Friedman et al., 1998; Indefrey
and Levelt, 2000], implemented by distinct brain networks.
Recent claims have been made for finer-grained models of
parcellation in the LIFG, in which the posterior and dorsal
region is subdivided further to accommodate several pho-
nologic subprocesses. Empirical evidence for these models
[reviewed in Burton, 2001; Gelfand and Bookheimer, 2003;
McDermott et al., 2003] support a ventro–dorsal gradient
that is linked to semantic–phonologic operations, respec-
tively, which is consistent with our findings. Moreover, in
the present review we observed that each experiment typi-
cally reported several peaks of activation in the LIFG, par-
ticularly with phonologic fluency (mean activations per ex-
periment: phonologic 2.2; semantic 1.2), which is consistent
with a more complex picture.

Letter and category fluency tasks also involve additional
cognitive operations that are neither phonologic nor seman-
tic and that elicit activation in the LIFG. In particular, both
tasks place demands on verbal working memory, which
engages the LIFG [Cabeza and Nyberg, 2000; Collette et al.,
2002]. Furthermore, there may be incidental recruitment of
phonologic processes during semantic fluency and vice
versa. Letter fluency performance is facilitated by automatic
activation of some semantic operations [Schwartz et al.,
2003], and semantic tasks require the engagement of low-
level phonologic processes [Poldrack et al., 1999]. Conse-
quently, the verbal fluency tasks would not totally isolate
phonologic and semantic components, and this “noise”
would thus weaken the spatial differences in regional acti-
vations. The complexity of the component neuropsycholog-
ical processes may explain why direct comparisons of the
verbal fluency tasks [Gourovitch et al., 2000; Mummery et
al., 1996], as well as other phonologic and semantic tasks
[Chee et al., 1999; Klein et al., 1995; Poldrack et al., 1999;
Price et al., 1997; Pugh et al., 1996; Shaywitz et al., 1995; but
see McDermott et al., 2003], in the same subjects have failed
to observe clear evidence for functional parcellation. If the
topographic gradient is such a “noisy” one, a single conven-
tional neuroimaging study may lack the statistical power to
detect a difference. In these circumstances, a systematic,
quantitative review of the literature would provide suffi-
cient power as evident in the present work.

On the whole, the results support the parcellation model;
however, a unitary domain-general model could also ac-
count for our findings. If letter and semantic verbal fluency
tasks differ systematically on the demands they place in a
domain-general mechanism, this could be reflected in dif-
ferences in the extent of activation within LIFG. An asym-
metrical difference in the extent of the BOLD responses for
each task thus would result in a difference in the location of
their respective peaks.

Methodological Issues

Many reviews of functional neuroimaging studies have
used the term “meta-analysis”; however, a fundamental fea-

TABLE II. Confidence Intervals of the Phonologic and
Semantic Peak Activations and Their Difference

for Each Axis

x y z

Phonologic �46.8, �42.8 13.4, 20.5 10.2, 19.2
Semantic �46.9, �38.3 17.3, 24.9 �0.5, 11.6
Difference �7.2, 2.7 �9.3, 1.3 1.9, 17.4

Values shown are 95% confidence intervals. Difference shows the
confidence interval of the difference between the location of pho-
nologic and semantic activations, for each axis. It indicates a statis-
tically significant difference at � � 0.05 if the confidence interval
doesn’t include the zero value.
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ture of a meta-analysis is the weighting of the results of
individual studies by the inverse of an estimate of their
variance (usually the standard error of the point estimate)
whereby more precise studies would achieve higher weights
[Fleiss, 1993]. As functional neuroimaging studies rarely
report a measure of the variance associated with the activa-
tion, and to our knowledge it has never been used for the
weighting of individual studies, we could not include this
measure in our analysis, which precluded the use of the
term meta-analysis to describe our study. Reviews that have
applied a weighting have been with respect to the number of
subjects in the individual studies, with the assumption that
larger samples would yield more precise estimates [Fox et
al., 1997], and we have used the same strategy in the present
review.

Inter-individual variability, however, is unlikely to be the
only source of heterogeneity between studies. There are
many other likely although largely unexplored factors con-
tributing to systematic differences in the results of studies.
Subtle variations in the experimental or control task, system-
atic differences in the populations from which the groups
were selected, and heterogeneity in acquisition equipment
and analysis methods may add to inter-study variability. It
is worth noting that the latter study-related sources of vari-
ability have not yet received much attention in functional
neuroimaging literature and may be an important source of
variance.

The nonparametric Kolmogorov-Smirnov statistic ex-
tended to three-dimensional settings has also been used to
evaluate the difference between two distributions of activa-
tion data [Duncan and Owen, 2000; Hill et al., 2004; Murphy
et al., 2003]. In the present study, we used the bootstrap
method as it provided confidence intervals, which aid the
visualization of the data.

Two related core assumptions underpin our methodol-
ogy. The first is task decomposition, whereby complex be-
havior is deemed to be decomposable in operations, and the
second is subtractive reasoning, which proposes that the
information on the neural basis of some components of
behavior can be studied by subtracting the activity gener-
ated by two tasks chosen to isolate the components under
study. These assumptions are the basis not only of our
method, but also of most of the current research employing
neuroimaging techniques. In the light of the overall broad
agreement between the results of neuroimaging and brain
research in general, these assumptions seem reasonable. In
addition, recent single-unit electrophysiological data in
monkeys coupled with fMRI measures show a linear link
between BOLD responses and neural responses to stimuli
[Logothetis, 2001]. This gives some solidity to the subtractive
approach by providing empirical evidence of additivity at
the neuronal level. In practice subtractive reasoning is not
without problems, however, especially when comparing a
single active and control task. The results will then depend
on the choice of a perfectly chosen control task, which would
exactly match the active task except for the component of
interest. Although this ideal situation is unlikely to hold for

many studies, and these concerns have been discussed in the
literature [Friston et al., 1996; Meegan et al., 2004; Newman
et al., 2001], the approach remains popular and has been
used by the studies included in our survey. In this context,
including studies employing a range of control tasks is
desirable for our analysis, as we are ensuring that our results
are not dependent on the choice of a particular control task.
This in our view reinforces the argument to link those results
to the difference between the active (i.e., phonologic and
semantic) tasks. The downside is that the use of different
control tasks can lead to significant inter-study heterogene-
ity, which we discuss in the next section.

Limitations

The studies included in our review differed in aspects of
their design, methodology, and the population under study.

The verbal fluency experiments used two types of control
conditions. The first involved covert or overt repetition of a
given word (“rest”) or of a familiar sequence (e.g., forward
counting), which was used by most of the experiments (10 of
14 phonologic and 6 of 8 semantic fluency experiments). The
performance of such standardized language production re-
quires at least some low-level phonologic processing. When
subtracted from the experimental tasks, they would elimi-
nate this phonologic activity in the final images, which is
most likely localized to the more posterior and dorsal areas
of the LIFG [Burton, 2001; Bookheimer, 2002; McDermott et
al., 2003]. Consequently, most phonologic experiments may
have underestimated the extent of phonologic activity. The
second type of control condition was a passive task, such as
silent rest or visual fixation. Their effect on the pooled
analysis is more difficult to ascertain. There is some evi-
dence, however, that a functionally connected brain network
including the LIFG might be associated with resting states
[Mazoyer et al., 2001; Shulman et al., 1997; Wicker et al.,
2003]. Binder et al. [1999] observed activity in anterior and
ventral parts of the LIFG (Brodmann’s area 47) during the
resting state, which was interpreted as spontaneous seman-
tic retrieval. In this framework, the effects would be the
opposite to those of a standardized language production
control task. Semantic activity would then be underesti-
mated in semantic experiments, which used a resting state
(two of eight semantic experiments) control condition.

Subjects generated covert responses in 15 of 17 studies,
whereas overt responses were employed in only two articles
that had a phonologic task. Direct comparison of overt and
covert responses in a stem completion task showed greater
LIFG activation with overt than covert responses, but the
location of the peak of activation did not change [Palmer et
al., 2001]. The form of verbal output therefore was unlikely
to have compromised the validity of our findings.

Studies also chose different brain templates to “normal-
ize” individual anatomic differences. These templates can be
divided broadly in Talairach atlas-based templates [Ta-
lairach and Tournoux, 1988] and MNI-based templates
(Evans et al., 1993]. The two types of template differ most
notably in the temporal regions [Brett et al., 2001, 2002].
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Some transformations have been described to increase com-
parability of different templates [Brett et al., 2001]. In the
present review, both templates were equally used by the
phonologic (4 of 12 studies used the MNI template) and
semantic (2 of 6 studies used the MNI template) experi-
ments. We could not use these transformations in the
present review, as it was not possible to establish with
certainty the template used by some of the individual ex-
periments (see Table II). The effect of the different templates
would have been a widening of the confidence intervals,
however, which would have reduced the power to observe
a significant difference. Furthermore, the second analysis
did not observe an independent effect of the type of tem-
plate on the location of activations.

The method of analysis and choice of parameters is an-
other factor that is likely to affect the analysis sensitivity
[Hopfinger et al., 2000; Strother et al, 2004], although re-
search in the area is limited. Both semantic and phonologic
studies employed a variety of analysis methods (Table 2A),
although an important analysis parameter, the size of the
smoothing filter, was similar in the studies of phonologic
and semantic tasks (mean filter size for phonologic studies:
8.2 mm; for semantic studies: 7.0 mm). Again, our results are
unlikely to arise from these choices, as there is no suggestion
in the literature of an independent effect on location of
activation.

Systematic differences in the groups recruited by the se-
mantic and phonologic experiments could have also intro-
duced bias; however, subjects had similar mean ages (mean
age in phonologic experiments: 26 years; in semantic exper-
iments: 31 years) and were predominantly right-handed (see
Table II). Female subjects, although in the minority for both
phonologic and semantic experiments, were relatively more
frequent in the latter. Moreover, the evidence for sexual
dimorphism in language processing remains mixed [Baxter
et al., 2003; Frost et al., 1999; Rossell et al., 2002].

The best approach to assess possible biases is a quantita-
tive analysis of their contribution to the heterogeneity of
results between experiments. For example, stratifying the
analysis, i.e., performing separate analysis of phonologic
versus semantic activation within the different categories of
a covariate, would reveal the effect of each factor on the
confidence volumes. Using the bootstrap method, the anal-
ysis typically requires samples with a minimum of 10 ob-
servations per stratum.

Meta-Analysis of Functional Neuroimaging Data

The use of more powerful meta-analytical techniques is
limited at present by the paucity of data in a standard fMRI
publication. Usually the only published quantitative data
are the coordinates of peak activation (typically the centroid
or the most statistically significant voxel in the activation
volume) and its associated P-value. Occasionally, the cluster
volume of activation is also reported. The morphologic data
needed to define completely the cluster volumes, however,
is retrievable from current analysis programs, as each voxel
is identified as activated or not activated. Crucially, pub-

lished data usually lack a measure of their variance (i.e.,
standard error), which precludes the use of meta-analytical
techniques [Fleiss, 1993].

Initiatives such as the pioneering fMRI Data Center (fM-
RIDC) at Dartmouth University, [http://www.fmridc.org;
Van Horn et al., 2004], or NeuroGenerator [http://www.
neurogenerator.org; Roland et al., 2001] are public database
of fMRI data, from the “raw” data before any statistical
analysis to the final activation maps. They also store the
“meta-data” for each study, which is the description of the
experimental conditions (from scanner settings to subjects’
characteristics) necessary for the analysis and interpretation
of the findings. The statistical brain maps in these databases
would be the ideal material for meta-analysis as they could
contain all the necessary information about cluster volume,
morphology, effect size, and standard error for each voxel.
These databases are set to grow as the case for data sharing
is convincingly made [Koslow, 2002] and backed increas-
ingly by funding agencies. The development of methods for
the pooled statistical analysis of maps from different studies
would be an important step in the application of meta-
analytical techniques to neuroimaging data.
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APPENDIX

TABLE 1A. Summary of Studies Included in the Review: Acquisition Variables

Study
Magnet

(T)
TE

(ms) TR (ms)
Flip angle
(degrees)

In-plane
resolution

(mm)
Matrix of

voxels (mm)
Field of view

(mm)

Slice
thickness/skip

(mm)

Abrahams et al., 2003 1.5 40 6,000 90 — — — 7/0.7
Brammer et al., 1997 1.5 40 3,000 90 3 � 3 128 � 64 384 � 192a 7/0.7
Curtis et al., 1998 1.5 40 3,000 — 3 � 3 — — 7/0.7
Fu et al., 2002 1.5 40 4,000 70 — — — 7/1
Hutchinson et al., 1999 1.5 — 5,000 — 1.562 � 1.562a 128 � 128 200 6/1.5
Knecht et al., 2003 1.5 40 2,000 90 3.125 � 3.125 64 � 64 200 7/1
Lurito et al., 2000 1.5 50 2,000 90 3.75 � 3.75a 64 � 64 240 7/2
Perani et al., 2003 1.5 60 3,000 90 4.375 � 4.375 64 � 64 280 4/0
Phelps et al., 1997 2.1 — — — 6 � 3 (n � 8) 64 � 64 (n � 8) 384 � 192a 5/7

5 � 2.5 (n � 3) 32 � 64 (n � 3) 160 � 160a

Schlösser et al., 1998 1.5 — 5,000 — 1.562 � 1.562a 128 � 128 200 6/1.5
Smith et al., 1996 — — — 40 2 � 2a 128 � 128 256 6/0
Paulesu et al., 1997 1.5 60 3,000 90 2.19 � 2.19 128 � 128 280 � 210 6/0
Crosson et al., 1999 1.5 40 870 45 1.406 � 1.406a 128 � 128 180 6.4-6.9/0
Crosson et al., 2001 1.5 40 870 45 1.406 � 1.406a 128 � 128 180 6.4-6.9/0
Gaillard et al., 2003 1.5 40 4,000 — 3.437 � 3.437a 64 � 64 220 5/0
Gurd et al., 2002 1.5 66 5,000 — 1.15 � 0.898a 200 � 256 230 4/0.3
Pihlajamäki et al., 2000 1.5 70 2,550 90 4.0 � 4.0 64 � 64 256 5/1

TE, echo time; TR, repetition time.
aEntries computed from other data in the original publication; all other entries are as supplied in the article.

TABLE 2A. Summary of Studies Included in the Review: Preprocessing and Analysis Variables

Study
Template for
normalization

Smoothing filter
Analysis
software

Voxel-wise
probability

(P)Type FWHM (mm)

Abrahams et al., 2003 Talairach — — BAM 0.005
Brammer et al., 1997 Talairach Gaussian 7 BAM 0.0008
Curtis et al., 1998 Talairach Gaussian 7 BAM 0.0002
Fu et al., 2002 Talairach Gaussian 7 BAM 0.0001
Hutchinson et al., 1999 MNI–27 Gaussian 6 SPM 96 0.001
Knecht et al., 2003 MNI–152 Gaussian 6 SMP 99 0.05 (c)
Lurito et al., 2000 Talairach Hamming — — 0.0001
Perani et al., 2003 MNI–152 Gaussian 10 SPM 99 0.001 (c)
Phelps et al., 1997 — Gaussian 6 — 0.005
Schlösser et al., 1998 MNI–27 Gaussian 15 SPM 96 0.001
Smith et al., 1996 Talairach — — AFNI —
Paulesu et al., 1997 Talairach Gaussian 10 SPM 95 0.001
Crosson et al., 1999 Talairach Gaussian 3 AFNI 0.001
Crosson et al., 2001 Talairach Gaussian 3 AFNI 0.001
Gaillard et al., 2003 MNI–152 Gaussian 8 SPM 99 0.0001 (c)
Gurd et al., 2002 MNI–152 Gaussian 10 SPM 99 0.05
Pihlajamäki et al., 2000 Talairach Gaussian 8 MEDx 0.00001

The template for normalization is reported in accordance to the study analysis software. MNI–27 refers to a standard brain from the
Montreal Neurological Institute (MNI) created by coregistration of an individual scanned 27 times; MNI–152 refers to another standard
created at MNI by averaging the scanners of 152 individuals; Talairach refers to templates self-described as matching the coordinates in the
Talairach and Tournoux atlas. BAM refers to the analysis software based on Bullmore et al., 2001. SPM 95, 96, and 99 are the successive
versions of the Statistical Parametrical Mapping software (http://www.fil.ion.ucl.ac.uk/spm). AFNI is the Analysis of Functional Neuro-
Imaging program. MEDx software was developed by Sensor Systems, Sterling, VA. Voxel-wise probability is uncorrected for multiple
comparisons except when otherwise stated by marking it (c). FWHM, full width half-maximum.
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TABLE 3A. Summary of 17 Studies Included in the Review: Subject Characteristics

Study Subjects (n)
Age, yr

(mean or range)
Handedness

(n)
Male/female

(n)

Abrahams et al., 2003 18 56.7 18 R 14/4
Brammer et al., 1997 6 — — 6/0
Curtis et al., 1998 5 31.6 5 R 5/0
Fu et al., 2002 11 30.4 11 R 11/0
Hutchinson et al., 1999 12 23-25 12 R 6/6
Knecht et al., 2003 7 25.7 6 R 1 L 4/3
Lurito et al., 2000 5 27 5 R 2/3
Perani et al., 2003 11 20-27 11 R 11/0
Phelps et al., 1997 11 — 11 R 7/4
Schlösser et al., 1999 12 23 12 R 6/6
Smith et al., 1996 7 34 7 R 2/5
Paulesu et al., 1997 6 28.3 5 R 1 L 6/0
Crosson et al., 1999 17 23.2 17 R 10/7
Crosson et al., 2001 15 23.0 15 R 8/7
Gaillard et al., 2003 29 29.2 29 R 15/14
Gurd et al., 2002 11 32 11 R 6/5
Pihlajamäki et al., 2000 14 26 14 R 7/7
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