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ABSTRACT Video surveillance systems obtain a great interest as application-oriented studies that have been
growing rapidly in the past decade. The most recent studies attempt to integrate computer vision, image
processing, and artificial intelligence capabilities into video surveillance applications. Although there are
so many achievements in the acquisition of datasets, methods, and frameworks published, there are not
many papers that can provide a comprehensive picture of the current state of video surveillance system
research. This paper provides a comprehensive and systematic review on the literature from various video
surveillance system studies published from 2010 through 2019. Within a selected study extraction process,
220 journal-based publications were identified and analyzed to illustrate the research trends, datasets,
methods, and frameworks used in the field of video surveillance, to provide an in-depth explanation about
research trends that many topics raised by researchers as a focus in their researches, to provide references on
public datasets that are often used by researchers as a comparison and a means of developing a test method,
and to give accounts on the improvement and integration of network infrastructure design to meet the demand
for multimedia data. In the end of this paper, several opportunities and challenges related to researches in
the video surveillance system are mentioned.

INDEX TERMS Artificial intelligence, cloud video surveillance, intelligent video surveillance, video
surveillance framework.

I. INTRODUCTION

The practical needs of the surveillance system have been
growing rapidly in the past decade. This growth rates are
also supported by the development of high definition tech-
nology. Surveillance systems have earned a huge attention
as application-oriented researches which are integrating the
ability of computer vision, machine learning, and image pro-
cessing. The major purpose of this approach is to automati-
cally interpret the scene in a video, to observe, and to predict
the interaction of an object in the scene based on information
that has been gathered from camera sensors.
The initial utilization of the surveillance system was

constructed from tube cameras which were distributed to
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monitor or to relay the factory activities in the 1940s. The
conventional video surveillance system was often named
Close-Circuit Television (CCTV), which was fragile and
expensive, since the cameras were provided and installed by
a security team to inspect the occurrence in the scene from
a video display. The appearance of digitalized CCTV and
advanced computation system has increased the expansion of
a (semi-) self-loading system which is known as the 2nd gen-
eration of surveillance system. This new system has received
advantages from the previous advancement in digital video
communication, such as effective data compression, steady
transmission, and bandwidth decrement [1]. The progress of
this new generation is to enhance the efficiency of CCTV
monitoring. The issues that often come up in the surveil-
lance system are the detection and tracking algorithms which
are required for behavioral analysis. To solve these issues,
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the automatic video surveillance system integrates a real-time
live computer vision and an intelligence approach. The imple-
mentation of this approach can, therefore, help the system
to give real-time alert and forensic examination results for
the security staffs because it is supported by an advanced
video analysis technique. The implementation of advanced
use of video surveillance system in recent decades has
led to various domains, such as crime prevention [2], [3];
elder treatment [4]; accident detection [5], [6] traffic over-
see and control [5], [7]–[11]; counting moving object such
as pedestrians or vehicles [12]–[14]; human activity under-
standing [15]–[22]; motion detection [23]–[27], activity anal-
ysis [16], [28]–[30], identifying, tracking, and classifying
vehicles, human, and any object of interest [3], [31]–[37].
The availability, development, and price of processors and
sensors have also led to the utilization of this system in term of
supporting indoor and outdoor neighborhoods such as shop-
ping mall, airport, train station, and parking lots [16], [20],
[38]–[40]. The study of video surveillance system is often
associated with another multidisciplinary area, such as image
or pattern analysis and recognition, signal processing, dis-
tributed system, and communication.
Currently, lots of studies have proposed the implementa-

tion of network infrastructure, and hardware and software
components which support and provide efficient and effec-
tive video surveillance services to customers. There are sev-
eral datasets, processing methods, and proposed frameworks
which have been published. However, the currently proposed
studies of intelligence system of video surveillance have
provided an unclear explanation due to their complex imple-
mentation.
Due to various publications in numerous journals, con-

ducting a direct comparison may face difficulties. The main
purposes of this study are, therefore, as follows:

• To colligate and classify the studies related to the surveil-
lance system.

• To provide and propose a concept of framework that can
be integrated and classified based on the corresponding
articles.

• To present recommendations for the development of
surveillance system researches upon the completion of
this review.

This study is conducted as follows: the methodology of the
study is presented in Section 2. The outcomes and answers to
the research questions are then discussed in Section 3. Finally,
the study is summarized in the last section.

II. METHODOLOGY

A. REVIEW METHOD

Systematic Literature Review (SLR) is described as an activ-
ity to identify, specify, and analyze all researches or publica-
tions in a specific area to present the answer to each research
question (RQ). The study proposed by Kitchenham [41]
provides accounts on the original guideline to conduct the
structure of this SLR. Other parameters such as reviewing

TABLE 1. Summary of PICOC.

techniques, styles, and several figures that appear in this part
have also been encouraged by other researchers [42], [43].

There are three stages that are performed in this SLR, i.e.
planning, conducting, and reporting. Each performed stage
consists of substages which have specific purposes. For the
initial stage of planning strategy, the necessity of SLR is iden-
tified. The objectives for conducting the SLR are explained
in the introduction section of this study. Then, the existing
SLRs which are discussing video surveillance system are re-
collected and reviewed.

The next substages in the planning stage are the develop-
ments of review protocol. This review protocol is developed
and assessed to direct the review process and to reduce the
probability of research bias. The purpose of this process is to
generate the next stage parameter such as the RQ, searching
strategy, research selection, data extraction, quality evalua-
tion, and data synthesis.

The review protocol is assessed and iteratively developed,
while the conducting process and reporting stage of the
review result are being carried out.

B. RESEARCH QUESTION

The important part of the systematic review is determin-
ing research questions (RQs). A research question (RQ) is
defined at the beginning to direct the review process to stay
focused in which in turn will also encourage the whole pro-
cess of systematic review methodology, in which:

• the search stage must identify the main study that
addresses the research question.

• the data-extraction stage must extract the data items
needed to answer the RQs.

• the data-analysis stage must synthesize the data, thus the
RQs can be answered.

RQs are obtained based on consideration of the Popula-
tion, Intervention, Comparison, Result, and Context (PICOC)
criteria [41]. Table 1 illustrates the PICOC structure associ-
ated with the RQs of this study.

Based on Table 1, the research questions for this literature
review can be constructed, as displayed in Table 2.

From the main research, RQ1 up to RQ4 provide a
resume or synopsis of a specific area of study in video surveil-
lance system field. Video surveillance datasets, methods, and

170458 VOLUME 7, 2019



G. F. Shidik et al.: Systematic Review of Intelligence Video Surveillance: Trends, Techniques, Frameworks, and Datasets

TABLE 2. Research question and literature review.

frameworks to answer RQ5 to RQ8 are extracted. Then,
the video surveillance datasets, methods and frameworks are
observed to decide whether they give a significant effect for
each question or not. The main research is RQ5 to RQ8 and
the remaining questions which are RQ1 till RQ4 contribute to
assessing the contextual information of the primary research.
The main goal of this SLR is to identify the trends of

surveillance system research, the datasets used in conducting
the research, the machine learning (ML) methods, and the
frameworks used in the video surveillance system.

C. SEARCH STRATEGY

A searching process is considered as a set of activities such
as selecting online libraries, determining the search query,
performing a pilot search, purifying the search keyword, and
regaining an initial table of main studies from digital libraries
which match the keyword. A proper collection of databases
has to be selected to improve the discovery possibility of
relevant articles before the searching process begins. The
well-known literature databases in this area especially in the
surveillance system are searched to provide a comprehensive
set of possibly available researches. A comprehensive per-
spective is important for a wide coverage of the literature.
Below is the list of digital libraries which were used as
sources for searches:

• Association for Computer Machinery (ACM) Digital
Library which can be accessed in dl.acm.org.

• Institute of Electrical and Electronics Engineers (IEEE)
Xplore digital library which can be accessed in ieeex-
plore.ieee.org.

TABLE 3. Inclusion and exclusion criteria.

• Science Direct which can be opened in sciencedi-
rect.com.

• Springer Linkwhich can be observed in link.springer.com.
The search query was constructed based on the following
steps:
1. Identify the searching terms from PICOC table, especially

information in Population and Intervention field.
2. Determine the searching terms from constructed Research

Questions (RQs).
3. Identify the related titles, abstracts, and keywords of the

studies.
4. Identify the synonyms, antonyms, and alternative orthog-

raphy of search terms.
5. Construct an advanced search query of identified search

terms using Boolean ANDs and ORs.
The following search query was eventually used:
(cloud OR intelligent OR application) AND (video) AND

(surveillance) AND (system∗OR services∗ORdetection∗OR

methods∗ OR models∗ OR techniques∗ OR dataset)

The arrangement of the query has been done, but the
initial query is stored. This is because the arrangement of the
query will significantly improve the existence of irrelevant
studies. After that, the query was adjusted tomatch the certain
criterion of each database. The publication databases were
searched by title, abstract, and keyword. The search was
done in the year range of 2010 to 2019. This year range was
the limit of the search carried out in this SLR. Moreover,
this SLR only involved journal papers, excluding conference
proceedings. The search was limited to journal publications
in English.

D. STUDY SELECTION

The research selection within inclusion and exclusion crite-
ria were purposed to choose the main studies as described
in Table 3.
Mendeley (http://mendeley.com) is an application used to

manage and store the searching results. There are two steps
to conduct the selection process of study, which are:
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TABLE 4. Data extraction properties mapped to research questions.

1. Exclude the primary research based on its title and
abstract.

2. Exclude the primary research by considering its full text.

The literature reviews and other researches which do not
relate with the experiment results are excluded. The similar
discussion of the study within the area of video surveillance
system is also included in the studies.
The selected list of studies from the first stage has consisted

of 220 full-text primary publications. The analysis process
was considered as the selection process criteria (inclusion and
exclusion), the assessment of the primary research quality,
and the relevancy of the primary studies with the RQs and
research similarity. Resembling researches conducted by the
same authors in primary journals were removed from the list.
There are 220 primary research after the exclusion of studies
based on the full-text selection. The comprehensive list of
selected researches is presented in Table 6 of this paper.

E. DATA EXTRACTION

In this review, the selected main studies will be extracted to
collect the information. This collection is used to construct
the answers regarding the research questions (RQs). Data
extraction forms are designed to gather evidences from the
main researches, which are needed to answer the RQs. The
parameter is identified based on the RQs and the analysis
process to run. Five parameters that are used to answer the
RQs are described in Table 4 where data extraction will be
done iteratively.

F. QUALITY ASSESSMENT OF STUDY AND DATA

SYNTHESIS

The quality assessment is to be utilized as an interpretation
guideline for the synthesis findings and for determining the
potential conclusion outlines. The data synthesis purpose is to
collect the information from selected researches to answer the
RQs that were previously described. This review will extract
the quantitative and qualitative data.
Various strategies are used to synthesize the data from

selected studies which are extracted to answer various types
of RQs. In general, a narrative synthesis method is used
where the data is reconstructed in such a way that is relevant
to the research questions. Furthermore, several visualization
tools which contain charts and tables are used to improve the
explanation on the distribution method for video surveillance
system and its data accuracy.

FIGURE 1. Distribution of selected studies over the years.

G. THREATS TO VALIDITY

This review goal is to analyze researches on video surveil-
lance systems based on statistical trend calculation, meth-
ods, datasets, and several machine learning techniques. This
research does not discuss the existence of bias in the selection
of studies. The search might exclude some filtered video
paper systems which result from several conferences or jour-
nals because the review is not based on a manual reading of
all the contents of the published papers.

III. RESEARCH RESULT

A. SIGNIFICANCE OF JOURNAL PUBLICATION

In this systematic literature review, 220 primary studies were
selected based on the procedure in Table 3. These primary
studies were organized according to their publication years.
Thus, the distribution of researches by years can show and
illustrate the interests of researchers in the video surveillance
area.

A short explanation of the study interests in the surveil-
lance system over a few years is presented in Figure 1.
Since 2010, the research interest in surveillance system has
increased, which denotes that this research field is still rel-
evant today. Although in 2013 and 2017 the number of
publications decreased, the overall research trend in video
surveillance system has increased quite significantly.

Figure 2 displays the top 20 publications related to video
surveillance system. As aforementioned, the conference pro-
cess is excluded from this graph.

The information about the publications such as Scimago
Journal Rank (SJR) value, Q-level categories (Q1-Q4), and
the number of publications from selected primary studies are
shown in Table 5. Journal publications are ordered alphabet-
ically according to their journal names.

B. MOST ACTIVE AND INFLUENTIAL RESEARCHERS

During this stage, several researchers were identified for their
very active roles and much contribution a lot to the field of
video surveillance system research. The distribution of the
most active researchers based on the number of studies in
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TABLE 5. Information related to the selected journals.
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TABLE 5. (Continued.) Information related to the selected journals.

FIGURE 2. Top 20 of journal publications and distribution of selected
studies.

FIGURE 3. Influential researchers and number of studies.

the field of surveillance systems is shown in Figure 3. Some
of these researchers are either as the first authors or not the
first authors in their publications, i.e. Seungwon Lee, Khan
Muhammad, Mohammad A. Alsmirat, J.L. Castro, Kyun-
groul Lee,, M. Anwar Hossain, Thanathip Limna, S. Aasha
Nandhini, Xiaogang Wang, Peng Zhang, Xianguo Zhang,
Xuguang Zhang, Atif Alamri, Noboru Babaguchi, Trung
DungDo, Alexander Filonenko,MohammadMehedi Hassan,
Wei Huang, Bo Li, Shengzhe Li, M. ShamimHossain, Antoni
Martínez-Ballesté, Yunbo Rao and Shuai Zhang.

TABLE 6. References of application surveillance system.

C. APPLICATION AREAS IDENTIFIED

Currently, the implementation of the surveillance system is
used in various fields such as crime prevention, shopping,
airport monitoring, elderly care, and monitoring and control-
ling important infrastructures and highways. Different types
of video data are captured and streamed by cameras from
remote areas to the server.

The characteristics of video surveillance systems are
providing services that can operate without human con-
trol or within autonomous systems, detect, analyze and antic-
ipate events or behaviors of objects, and then then give a
warning of any unexpected activities.

a. Protection and/or privacy criteria explains issues on the
implementation of surveillance system in public and pri-
vate areas issues, elder treatment, ATM configuration,
and specific security monitoring (museum, train station,
airport, bank, etc).

b. Object detection and tracking category consists of all
researches that focus on the process of detecting, tracking,
identifying, and monitoring activities such as pedestrian
tracking, identification of people, independent navigation,
observing moving objects, and monitoring complex envi-
ronments.
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c. Category of activity recognition and behavior understand-
ing has discussed the issues of motion segmentation,
object classification, and identification in the area (face
recognition, pedestrian identification, etc.), object and
activity understanding, counting objects, and classifica-
tion of moving vehicles.

d. Traffic controlling and monitoring category discusses sev-
eral issues, such as vehicle flow rate estimation, preven-
tion of traffic accidents, automated speed detection, and
traffic flow density.

e. Disaster and accident monitoring describes the preventive
applications, such as fire detection, flood detection, and
the safety properties of construction workers.

D. RESEARCH TOPIC IN THE INTELLIGENCE VIDEO

SURVEILLANCE

The analysis results of selected main studies show that the
majority of recent video surveillance system studies focuses
on several topics:

a. Visual Surveillance, which discusses image process-
ing or computer vision techniques that are recently used
for video surveillance;

b. Intelligent surveillance systems, integration of the dif-
ferent computer vision and image processing algorithms,
which analyzes object, activity and behavior recognition,
and is alert for any unplanned event for a completed
surveillance system.

c. Distribution, communication, and system design, which
discusses how infrastructure, network design, and operat-
ing protocols are compiled into a huge system to reflect
the future practical needs of CCTV installations.

The first type of works (Visual Surveillance of moving
object and behavior) is to detect, identify, track specific
objects from the sequences of frame image, and to under-
stand and explain the object behaviors. There are a num-
ber of publications and researches in the visual surveil-
lance field dealing with implementation of algorithms to
perform traditional techniques of image processing such
as motion detection [24], [26], [57], [58], object detec-
tion [17], [25], [31], [57], [59]– [71], [99], object or event
classification [16], [20], [34], [35], [54], [66], [144], [145],
[149]–[158], object tracking [2], [7], [15], [32], [35], [56],
[70], [98], [99], [134], [136], [139], [159]–[168], behavior
and activity recognition [60], [101], [102], [111], [134], [137]
and database or system operations [153], [169]–[172]. The
aim of the researches is to build intelligent visual surveillance
that can be used to take over the traditional passive video
surveillance or monitoring methods using human operators
that have already been proven ineffective for human to mon-
itor a number of cameras at one time.
The second type of works (Integration of different algo-

rithms for complete intelligent surveillance system) aims to
present an interpretation on video scenes and to identify and
predict the activities and interactions of the noticed objects
based on the information produced by cameras and sensors

automatically [3], [9], [30], [132], [173]–[175]. Along with
the increment of surveillance camera system usage number,
the task of monitoring multiple video streams by security
teams becomes very tough due to the limits of human capa-
bility. Therefore, implementation of semi-automated intel-
ligence video analysis paradigms is needed. This imple-
mentation will assist the security teams in video scene
analysis and understanding. Furthermore, it also provides
timely warnings to alert security personnels. With the devel-
opment in sensory technology, surveillance cameras, and
sound recording systems, it is possible to provide the intel-
ligent video surveillance system integrated with the real-
time monitoring of moving objects within a specific environ-
ment [54], [98], [111], [176]–[178].

The third type of works (Distribution, communication,
and system design) classifies purposed communication and
system design, network infrastructures of a video surveil-
lance system. Numerous advancements in surveillance cam-
era technology are affecting today’s network performances.
The higher resolution of surveillance video cameras is,
the more systems are being added to network infrastructures.
As a result, outdated network infrastructures are struggling
to keep up with these demands [31], [179], [180]. The imple-
mentation of video surveillance system is complicated and
impractical in many rapid situations. This problem appears
because the installation of network infrastructure is both
time-consuming and highly costly in operation. There is a
number of researches dealing with network infrastructure
upgrades, such as [27], [33], [143], [180]–[192]. The network
infrastructure must be reliable, and the robust performance of
surveillance video is not compromised.

E. DATASET USED FOR VIDEO SURVEILLANCE SYSTEM

A dataset is a collection of data in a certain amount that is
used for certain machine learning purposes. It is a difficult
job to collect a video surveillance dataset for some activities
such as crowd, pedestrian, traffic, etc. Nowadays, several
researchers and organizations have shared their video datasets
for open use, hence facilitating other researchers in verifying
the effectiveness of their methods and contributing even more
to the field of video surveillance.

Some videos result contains monitoring activities for spe-
cific purposes such as crowd, traffic, face, pedestrian, etc.
Most of the videos can be used for the purposes of track-
ing objects, counting moving objects and density estimation,
objects of motion segmentation, objects of behavior analysis
and objects of abnormal event detection. Table 7 shows some
of these public datasets.

F. MACHINE LEARNING METHOD USED IN VIDEO

SURVEILLANCE SYSTEM

The record of video data from surveillance cameras which
have been installed in residential areas, industrial factory,
government institutions, public areas (such as malls, down-
town, etc.) and other places, generates a large number of video
datasets. Advances in technology and high-performance
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TABLE 7. References for publication dataset used.

computers make it easier for researchers to apply the concept
of machine learning that can automatically extract features in
varied data to distinguish objects from one another.
Since 2010, nineteen machine learning methods have been

proposed and applied as solutions for automatic object detec-
tion, tracking, segmentation, classification, and behavior
analysis for visual surveillance. A summary of the meth-
ods used in visual surveillance and object analysis is shown
in Figure 4.

G. THE MOST INFLUENTIAL NETWORK RCHITECTURE

There are several approaches in the development of video
surveillance system, starting with conventional analog sys-
tems, digital-analog video recording systems (DVRs), net-
work analog DVR systems, network video encoder systems,
network IP camera systems, and cloud-based video
systems [208], [58], [135], [163], [209], [210].
An intelligent video system design aims to combine the

an integration of hardware systems, management, and video
processing for end users. Complete solutions need to pro-
vide for integration of network infrastructure design and
installation to keep up with the demands of multimedia
data produced by surveillance peripheral. Some of advanced
system designs are based on several areas such as wireless
solution [210]–[216] cloud infrastructure solutionn [183],
[186], [187], [217]–[220], sensor improvement [4], [108],
[124], [212], protocol enhancement [111], [159], [181],

FIGURE 4. Machine learning method used in surveillance system.

FIGURE 5. Research on network infrastructure design in video
surveillance system.

[188], [221], [222]. Figure 5 shows numbers of research focus
on network infrastructure improvement.

H. INTELLIGENT VIDEO SURVEILLANCE FRAMEWORK

Five proposed frameworks which are most cited and are also
influencing to the development of intelligent video surveil-
lance field are as follows:

1) Kyungroul Lee et al.’s Framework (2012)
Kyungroul Lee et al. [177] proposed a secure framework

that implemented a prototype sample of server and the imple-
mented client module based on the architecture that had been
introduced in his research to be able to adopt heterogeneous
video networks and protocols for surveillance management.
This paper briefly explained that most of the problems in
video surveillance were due to the lack of connection and
interoperatability of network cameras which made the effort
to integrate video surveillance systems into a global large
scale more difficult and expensive.

Through an in-depth research, Kyungroul Lee et al.’s
framework as seen in Figure 6 [177], introduced a solution
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FIGURE 6. Kyungroul framework.

that might be used in developing a detailed architecture of

video surveillance systems to adopt heterogeneous connec-

tion protocols and video formats from video equipment.

However, network cameras that were physically connected to

public networks were vulnerable to cybercrime. Strict access

control policies were, therefore, needed, especially for large-

scale video surveillance networks.

The cryptography approach is integrated to be used as

user authentication as well as for securing entire images and

partial privacy masking. A private key mechanism based on

the Kerberos protocol has been chosen to secure images from

exposure and eavesdropping by the attacker. Through the

concept of restoring the privacy mask, the key mechanism

allows the system to mask information based on the level of

privilege that is given and restored when viewed by privileged

users. Based on the results of comparisons achieved through

researches, the framework shows reasonable performance

and reduced consumption of resources, and resolves existing

problems.

This proposed surveillance framework has been deployed

for local government to distribute visualization of the trans-

portation system and global disaster surveillance system.

2) Mei Kuan Lim et al.’s Framework (2014)

Mei Kuan Lim et al. [196] proposed a new framework that

was capable to identify several events, in various regions-

of-interests (ROI) of a video scene, at certain times as

seen in Figure 7. This framework was called an intelli-

gent framework for multiple event detection in surveillance

videos or was referred to as iSurveillance. The strength of

this framework was that it could adapt and apply knowledge-

based architecture to the video surveillance domain for

a larger and integrated analysis of real-world surveillance

scenarios.

Knowledge-based understanding of the environment is

constructed by modulating supervisory problems into a set

of variables consisting of ROI, class (for instance human,

FIGURE 7. iSurveillance framework.

FIGURE 8. Smart surveillance framework.

vehicle), attributes (such as speed or locality), and a set of

ideas or rules associated with each attribute. The combination

of several variables employed, enables a broader and inte-

grated understanding of the complex patterns of activities in

the scene.

The experimental results have shown that the proposed

method provides comprehensive detection of various events

both in public and real-time datasets. This shows how the

system provides effectiveness and endurance performance

in providing the flexibility of detecting various events in

different ROI.

3) Antonio C. Nazare Jr and William Robson Schwartz’s

Framework (2016)

Antonio C. Nazare Jr and William Robson

Schwartz’s [223] proposed a new framework as seen

in Figure 8, called the Smart Surveillance Framework (SSF)

which was used to easily integrate various computer vision

algorithms into a functional surveillance system, so as to

facilitate the process of video analysis.

The purpose of this framework is to provide an environ-

ment that allows researchers to implement and evaluate their

algorithms in relation to the monitoring system in an inte-

grated manner. SSF is a tool built to provide a set of functions

to help researchers develop functional surveillance systems,

as well as create new algorithms to solve problems related to

video surveillance.

This framework aims to bring about some improvements

that provide scalability and flexibility, which allows users

(researchers) to only focus on solving the problems that

they are interested in without creating the infrastructure for

each case to be handled. SSF provides a mechanism for data

representation, storage, communication, and parallelism pro-

cesses. It also provides features as tools for performing scene

understanding, scalability, real-time operation, distributed

multi-sensor environment, and communication control.

This work proposes a new framework that enables

researchers to carry out further development of computer

vision methods and surveillance applications. The framework

VOLUME 7, 2019 170465



G. F. Shidik et al.: Systematic Review of Intelligence Video Surveillance: Trends, Techniques, Frameworks, and Datasets

FIGURE 9. RISE framework.

component makes it possible to create various types of

projects, from simple prototypes to complex applications,

making it a supporting tool for the development of algorithms

and visual surveillance solutions.

In real world implementation, the aim of this framework is

to monitor the gates and to recognize faces of people entering

the building. By making this framework publicly available,

it is possible for researchers to be able to share datasets,

methods and system designs that can later be used by other

researchers. This also makes it possible for other researchers

to be able to compare the performance of the methods or algo-

rithms being studied with the methods available by other

researchers. Therefore, SSF might also contribute as an accu-

rate validation of the computer vision algorithms related to

the surveillance system.

4) Bita Darvish Rouhani et al.’s Framework (2017)

Bita Darvish Rouhani et al. [224] proposed RISE, a

new automatic computing framework approach for real-

time background reduction as seen in Figure 9, which

was implemented in intelligent video surveillance on Field-

Programmable Gate Array (FPGA). RISE consisted of three

blocks of object detection/tracking application systems, i.e.

the dictionary learning units, the background reduction units,

and the user-defined post-processing units.

The main step in the background reduction algorithms is

to effectively study the dictionary matrix or reference models

that represent background scenes in the video stream. It is

important to construct dynamic streaming algorithms/tools

to handle disturbances, such as changes in illumination,

FIGURE 10. EDCAR framework.

the presence of shadows, repetitivemovements in background

scenes in real-world settings that may appear in input data.

RISE is designed with a new, adaptive, and streaming-

based methodology that studies/updates the corresponding

dictionary matrices of background pixels in real-time mon-

itoring of persistent and temporary objects in an uncontrolled

environment. RISE works by processing input data in the

form of video frame streams taken by surveillance cameras

and then highlighting the foreground content in each frame

to further reduce the object detection/tracking workload so

that it meets the provisions/constraints of related resources.

To provide the best representation of input data, RISE cal-

culates video stream sketches by implementing a series of

dynamic dictionaries. Data sketches are then used in the

RISE framework to perform user-specific learning applica-

tions such as object tracking/localization.

RISE supports the API, so designers can use it for rapid

prototyping and deployment of different video surveillance

applications using FPGA-based system-on-chip platforms.

5) Loredana Caruccio et al.’s Framework (2019)

Loredana Caruccio et al. [102] published a video surveil-

lance framework called Elements and Descriptors of Context

and Action Representations (EDCAR) as seen in Figure 10.

EDCAR applied video-based occurrence recognition to inter-

pret information in video frame sequences to define, recog-

nize, and isolate several events, then provide a warning for

any unplanned activities.

By using the EDCAR framework, it is possible to under-

stand current events and to recognize abnormal situations

through stored knowledge by analyzing relevant elements,

modeling objects or actors, contexts, and scenarios that must

be captured that allow to be detected by using ECR (Ele-

ments of Context Representations), GCD (General Context

Descriptors), and AR (Action Representations); and to define

the composition of actions and the sequence of events.

Defining the target scenarios through the EDCAR frame-

work, the steps are to reduce the complexity of events to be

simple initiating elements and context descriptors, to take

action according to the actual data, to give reasons for events

and provide information lost in events, and to make conclu-

sions based on data and information used.
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In this paper, Intelligent Video SurveillanT (IVIST) is also
introduced. IVIST is a prototype systemwith EDCAR knowl-
edge that provides automatic support to implement related
inference procedures such as object tracking and detection to
trigger alarms.
IVIST system has been investigated by using several target

scenarios such as ‘‘steal baggage’’, ‘‘crowd activity’’, ‘‘unat-
tended baggage’’, and ‘‘fighting’’. From investigation result,
each scenario can precisely be detected using IVIST system
integrated with EDCAR Framework.
The results of the study show that the EDCAR frame-

work is able to represent and characterize several types of
events or information in terms of ECR, AR, and GCD, which
are still in good performance, although the framework still
faces some detection errors.

IV. CONCLUSION AND FUTURE WORK

The purpose of this systematic literature review is to identify
and analyze research interest development, datasets, models,
and proposed frameworks used in video surveillance system,
which provides the answers to the 8 research questions (RQs)
that have been given earlier. There are 220 video surveil-
lance system studies published between January 2010 and
August 2019 that have gone through a screening process
based on the pre-designed inclusion and exclusion criteria.
Based on the results of distribution studies during 2010-2019,
the field of research on video surveillance system is still very
relevant today.
We have shown that the research topics most currently

analyzed based on selected primary studies reveal that video
surveillance system research focuses on three topics and
trends, i.e. the visual surveillance method, intelligent and
integratedvideosurveillance,distribution,andcommunication
and system design for video surveillance. In addition, we have
also discussed publicly on the available datasets that were
built for testing the methodology proposed by the authors.
The states-of-the-art of the method that is widely applied in

every problem-solving visual supervision is focused on three
main tasks, i.e. detection, tracking, and recognition of activi-
ties or understanding behaviors. Nineteen machine learning
methods have been proposed and applied as solutions for
visual surveillance. Of the nineteen methods, the five meth-
ods most widely applied in visual surveillance systems are
Deep Learning, Gaussian, Support Vector Machine (SVM),
Fuzzy Logic, and Nearest Neighbor.
In addition to visual surveillance that applies computer

vision and image processing algorithms, there are a number
of studies that focus on improving and integrating network
infrastructure designs to meet the demand for multimedia
data generated by surveillance devices. Some advances in
system design are based on approaches such as wireless solu-
tions, cloud infrastructure solutions, sensor enhancements,
and protocol enhancements.
This paper has also identified five proposed frameworks

that have an important role in the video surveillance system
field. In their research, Kyungroul Lee et al. has introduced

a framework that manages to adopt heterogeneous video
networks and protocols in supervisory management. Mean-
while, Mei Kuan Lim et al. have proposed iSurveillance that
is able to detect several events, in various areas of interest
(ROI) of a scene, at certain times by adapting and apply-
ing knowledge-based architecture to the video surveillance
domain for a broader and integrated analysis of real-world
surveillance scenarios. Antonio C. Nazare Jr and William
Robson Schwartz have proposed SSF as a tool that provides
an environment and a set of functions that enable researchers
to implement and evaluate their algorithms in relation to an
integrated monitoring system. Bita Darvish Rouhani et al.
have also proposed RISE, which is designed by applying a
background subtraction algorithm, a new adaptive methodol-
ogy, based on streaming that studies/updates the appropriate
dictionary matrix of background pixels for real-time monitor-
ing of persistent and transient objects in an uncontrolled envi-
ronment. Loredana Caruccio et al. have proposed EDCAR
which implements video-based event recognition to interpret
activities or behaviors in video sequences to detect, recog-
nize, isolate certain events, and then warn of any unplanned
activities.

There are many limitations and open challenges for
researches in the field of video surveillance. The problem
with motion detection in dynamic scenes is a difficult task
to deal with illumination and weather changes, and shadow
detection. A fast and accurate method is still needed to apply
segmentation techniques to improve process performance.
Tracking many people or groups of people is difficult due to
crowded environments, poor lighting, noisy images, and the
presence of camera movements.
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