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Abstract. We propose a coherent set of tasks for protest information
collection in the context of generalizable natural language processing.
The tasks are news article classification, event sentence detection, and
event extraction. Having tools for collecting event information from data
produced in multiple countries enables comparative sociology and politics
studies. We have annotated news articles in English from a source and
a target country in order to be able to measure the performance of the
tools developed using data from one country on data from a different
country. Our preliminary experiments have shown that the performance
of the tools developed using English texts from India drops to a level
that are not usable when they are applied on English texts from China.
We think our setting addresses the challenge of building generalizable
NLP tools that perform well independent of the source of the text and
will accelerate progress in line of developing generalizable NLP systems.
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1 Introduction

Comparative social studies on social protest requires collecting protest event
data from multiple countries. The utility of these collections increases with the
number of countries covered, the length of the time span and the weight of the
information gathered from local sources. The performance of natural language
processing (NLP) tools, those of text classification and information extraction
in our setting, has not been satisfactory against the requirements of longer time
coverage and working on data from multiple countries [16, 8]. In this study, we
introduce a set of tasks, supported with the relevant data, for facilitating the
creation of protest event databases that are better equipped to handle variations
in country settings through both space and time. The setting we propose facil-
itates testing and improving state-of-the-art methods for text classification and
information extraction on English news article texts from India and China. The
direction of our work is towards developing generalizable information systems
that perform comparatively well on texts from multiple countries.
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The need for collecting protest or conflict data has been satisfied by utilizing
manual [4, 18], semi-automatic [9], and automatic [9, 2, 10, 11, 13] methods -each
of which presents a different set of challenges that limit the utility of that method.
The methods that rely on manual and semi-automated coding, though reliable,
require a tremendous amount of effort to replicate on new data as they depend
intensely on high quality human effort. On the other hand, text classification
and information extraction systems that rely on automated methods yield less
reliable results as they tend to perform poorly on texts different from the ones
they were developed and validated on [6, 12]. The huge amount of news articles
that are required to be analyzed and the constant need of repeating the same
analyses on new data force us to push limits of automated protest information
collection yet again. Furthermore, addressing and remedying performance issues
when faced with difficulties presented by variations across datasets requires the
tools to be as generalizable as possible.

Much of the difficulty presented by automated methods of data collection
on contentious politics events1 stems from the fact that contentious politics take
slightly different forms in different countries and time periods in line with spatial
and temporal variation of sociopolitical phenomena. The automated tools run
the risk of being biased towards the country and/or time period of the cases
that they are trained upon and the need to adapt them to different cases leads
developers to either redesign tools from scratch for each individual case or take
certain shortcuts which somehow makes variety more manageable. A common
such recourse which imposes a level of uniformity to data universe is key term
based filtering -a method which relies on an a priori set of keywords related
to protest events to filter irrelevant cases out of the training dataset. It is our
conviction that this method is arbitrary and possibly cripples the reliability of
data collection from the outset by leaving out potentially relevant protest events.
Moreover, there is no inbuilt way to determine if or to what extent such unwanted
exclusion occurs as the filtering is external to the training-evaluation cycle.

Rather than developing case specific classifiers for every single country or
limiting the raw data via key term filters, we strive to develop generalizable in-
formation systems that perform comparatively well on multiple country settings
and can be applied to any set of random selection of news articles. In order to
accommodate the geographical and historical variability of sociopolitical con-
texts, the chief aspect of our task design takes the tools that are developed on
the basis of the data from a certain country and evaluates them on data from a
different country. Thus, the evaluation feedback forms a novel basis on which the
tools are further developed to accommodate even more variation in the future.
This rolling training-evaluation cycles is expected to create a virtuous circle of
feedback loop which will be more generally applicable with every new country
case that is introduced.

1 The term used when referring to these events in collective is “repertoires of con-
tention” [7, 14]. We will use “protest events” from here on for the sake of brevity
simplicity.



Automatic Protest Information Collection across Multiple Countries 3

This paper describes how we will realize the proposed setting within the
lab ProtestNews in the 2019 edition of the Conference and Labs of the Eval-
uation Forum (CLEF).2,3,4 We introduce the methodology we apply to create
the corpus, and the task set we propose, in 2 and 3 respectively. We report our
preliminary results in Section 4 and conclude our report by pointing to future
directions of our work in Section 5.

2 Data

We collect online English news articles from a source and a target country, India
and China respectively.5 We first download the freely accessible part of an online
news archive and create a random sample of these articles from each source in
order to have a representative sample for labelling and annotation for each task.

We apply the same labelling and annotation manuals on data collected from
different countries. This approach enables obtaining comparable measures of au-
tomatic system performance. Our data preparation process applies state-of-the-
art annotation methodology in terms of being based on an annotation manual,
sampling the news articles from various sources and periods, and continuously
monitoring the annotations to achieve a high inter-annotator agreement.

Annotators that are master students or PhD candidates in social or polit-
ical sciences work in pairs. In each pair, both annotators annotate the same
document, sentence, or token depending on the task.6 The annotation start by
labelling articles in a sample of news articles as containing a protest or not.
Sentences of these positively labelled documents are then labelled as containing
protest information or not. These sentences should contain either an event trig-
ger or a reference to an event trigger in order to be labelled as positive. Finally,
the protest-related sentences are annotated at token level for the information
they denote.7 The supervisor, who is a social scientist and responsible of main-
taining the annotation manuals as well, resolves the disagreements between the
annotators.

We analyze the annotator agreements as well. To prevent cases where annota-
tors may agree on wrong labelling, we applied the following means of improving
the corpus. First, we regularly apply a spot check in which the expert double
checks a small sample of labels and annotations the annotators agree on the
attached label. Second, any erroneous annotation in the positive cases may be

2 http://www.clef-initiative.eu, accessed January 19, 2019.
3 http://clef2019.clef-initiative.eu, accessed January 19, 2019.
4 https://emw.ku.edu.tr/clef-protestnews-2019, accessed January 19, 2019.
5 Using available corpora that are already being allowed to be distributed freely is not

an option for our setting due to the requirement of having a representative sample
from the source and target countries. Also, the dataset should contain data created
in more than one country in order to be useful in our setting.

6 The overlap ratio is 100%.
7 We mainly annotate the event trigger, place, time, participant, organizer, and target

of the protest.
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captured in the following step where the annotators do a more detailed annota-
tion for the following task. Third, we semi-automatically check the documents
labelled as non-protest, by training a classification model on 80% of the all la-
belled and adjudicated documents or sentences and testing on the remaining
20%. The cases that are predicted as protest by the classifier but labelled as
non-protest by the annotators are double checked manually to verify they are
indeed non-protest. Finally, in order to eliminate risk of wrong labelling due to
lack of knowledge about a country, a domain expert instructs the annotators
before they start to do annotation.

We distribute the data in a way that does not violate copyright of the news
sources. This involves only sharing information that is needed to reproduce the
corpus from the source in cases it is not allowed to distribute the news articles.

3 Tasks

We designed the tasks as depicted in Figure 1. The analysis should start by pre-
dicting whether a random news article mentions a protest. Then, the sentence(s)
that contain protest information should be identified. Finally, protest informa-
tion such as participants, place, and time should be detected in the protest
related sentences. This order of tasks provides a controlled setting that enables
error analysis and optimization possibility during annotation and tool develop-
ment efforts.

c
c
News

Protests

Event 
Participant 

Target 
Place 
Time 

... 

Protest sentence(s)

Fig. 1. The lab consists of a) Task 1: News article classification as protest vs. non-
protest, b) Task 2: Protest sentence detection, and c) Task 3: Event extraction. Tasks
2 and 3 will be based on news articles labeled for task 1. Participants can choose to
participate in one or more of these tasks independent of each other.

The set of tools that will tackle these tasks should be implemented and val-
idated for data originated from a country and tested on data collected from a
different country, which are India and China. There will be two level of evalua-
tion, which we refer as Test 1 and Test 2, on data that is not accessible to the
lab participants. The first level, which is Test 1, is on test data from the country
used for training and developing the methods. The second evaluation, which is
Test 2, will be on data from the target country. The primary score for ranking
the submissions will be the one on the target country.

We use macro averaged F1 for evaluating the Task 1 and Task 2. The event
extraction task, which is Task 3, will be evaluated on F1 score that will be based



Automatic Protest Information Collection across Multiple Countries 5

on the ratio of the match between the prediction and the annotations in the test
sets.

Although the annotation effort is continuing to increase amount of news
articles for each task, we would like to report the recent approximate number
of news articles we have labelled and annotated for each task in Table 1. The
training and development columns illustrates the number of documents that
will be accessible to the lab participants. These documents are from the source
country. The document count for Test 1 and Test 2 columns are from the source
and the target countries respectively.

Table 1. Number of annotated news articles for each task

Training Development Test 1 Test 2

Task 1 8,000 1,000 1,000 4,000
Task 2 600 100 100 200
Task 3 300 50 50 20

4 Preliminary Results

We performed various analyses and experiments on the corpus we created in
order to further shed light on characteristics of the dataset and the tasks we
propose. First, we filtered our corpus with the key terms that were used by
Wang et al. (2016) [15], Lorenzini et al. (2016) [10], and Weidman and Rød
(2019) [17]. The Table 2 shows the protest coverage of these key terms in our
corpus. The low recall demonstrates the difference between the coverage of a
random sample and a key term filtered sample.8 We assume that our random
sampling method ensures complete recall.

Table 2. Coverage of the key terms used by recent studies in our corpus

Precision Recall F1-score

Wang et al. (2016) .57 .75 .65
Lorenzini et al. (2016) .42 .88 .57
Weidman and Rød (2019) .60 .58 .59

We have performed automatic classification experiments by training binary
machine learning models for task 1 and task 2. For task 1, a support vector
machine (SVM) and a deep neural network (DNN) classifiers were trained using
the training data by being optimized on the development data. The SVM model

8 The difference between our and these projects’ annotation manuals potentially affects
the precision and recall as well.
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has yielded .85 and .25 F1 score on Test 1 and Test 2 respectively. The pretrained
BERT model’s [5] performance is .90 and .64 in the same setting. For task 2,
three binary sentence classifiers, which are random forest, decision tree, and
SVM, were created using the training and development data. The F1 scores of
these classifiers are .47, .52, and .56 on Test 1 data. Finally, our experiments for
task 3 yielded around .30 lower F1 score than ’t is reported in publications of
these tools on test 1 data [1, 3].9

5 Conclusion and Future Work

Comparative social science studies deploy concepts, and work on variables that
must be applicable across multiple different countries and time periods. As the
particular cultural, political and linguistic characteristics of each different geo-
graphical and historical context reflect on the news articles, the NLP tools that
are utilized to construct news databases used by these studies must have gener-
alized applicability. The preliminary analysis and tool performance results show
that the difference in news content and performance differences on data from
different countries are significant, which presents a challenge for the text pro-
cessing systems aiming at such generalizability. The task design we propose in
this paper is expected to fulfill such requirements, and will certainly be enriched
and moved closer to perfection through contributions in this shared task.

As to the future development path of our line of research, we envision the
following improvements to the dataset in line of our broader goal of developing
tools for creating a high-quality global protest database with general applicabil-
ity: (i) the corpus should be extended with English data from additional coun-
tries; (ii) data in languages other than English should be included; (iii) instead
of labeling only as protest or non-protest, categorization of protest events into
types such as demonstration, industrial action, group clash, and armed militancy
should be integrated into the task set; and (iv) the problem of distinguishing ex-
pressions of events that have not taken place, such as threats and plans of protest
events, from events that have taken place must be addressed. Tasks which label
planned/threatened events separately from events and non-events promises to
tackle this challenge.
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