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Abstract A theoretical framework to include the influences

of nonbreaking surface waves in ocean general circulation

models is established based on Reynolds stresses and fluxes

terms derived from surface wave-induced fluctuation. An

expression for the wave-induced viscosity and diffusivity as

a function of the wave number spectrum is derived for

infinite and finite water depths; this derivation allows the

coupling of ocean circulation models with a wave number

spectrum numerical model. In the case of monochromatic

surface wave, the wave-induced viscosity and diffusivity

are functions of the Stokes drift. The influence of the wave-

induced mixing scheme on global ocean circulation models

was tested with the Princeton Ocean Model, indicating

significant improvement in upper ocean thermal structure

and mixed layer depth compared with mixing obtained by

the Mellor–Yamada scheme without the wave influence.

For example, the model–observation correlation coefficient

of the upper 100-m temperature along 35° N increases from

0.68 without wave influence to 0.93 with wave influence.

The wave-induced Reynolds stress can reach up to about

5% of the wind stress in high latitudes, and drive 2–3 Sv

transport in the global ocean in the form of mesoscale

eddies with diameter of 500–1,000 km. The surface wave-

induced mixing is more pronounced in middle and high

latitudes during the summer in the Northern Hemisphere

and in middle latitudes in the Southern Hemisphere.

Keywords Surface wave .Wave-induced mixing .
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1 Introduction

An accurate representation of the upper ocean mixing

processes and thus the oceanic surface mixed layer (ML) is

important for ocean circulation models, whether they are

aimed at small-scale coastal simulations or for large-scale

global climate simulations. The vertical mixing in many

three-dimensional numerical ocean circulation models are

often based on turbulence closure schemes, such as the

widely used Mellor–Yamada (M-Y) scheme (Mellor and

Yamada 1982). However, a common problem of such

schemes is an underestimation of the vertical mixing in

upper layer and the mixed layer depth. Thus, the sea surface

temperature (SST) is often overestimated, ML is too

shallow, and the strength of seasonal thermocline is under-

estimated, especially during summer (Martin 1985; Kantha

and Clayson 1994; Ezer 2000; Mellor 2001). The oceans

contain nearly all of the thermal content of the coupled

ocean–atmosphere system and are regarded as the flywheel

of climate fluctuations. ML is particularly important to the

process of atmosphere–ocean interaction, e.g., in El Niño–

Southern Oscillation prediction models. Therefore, better

parameterization of diapycnal mixing in the upper oceans in

climate models is important in improving our understand-

ing of the atmosphere–ocean system.

Initial attempts to improve mixing under very stable

stratification conditions assumed that processes such as
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internal waves at the bottom of the ML are not well

represented in the M-Y scheme (or most other mixing

schemes used in ocean models). Adding either a Richardson

number-dependent mixing below the ML (Kantha and

Clayson 1994) or a Richardson number-dependent dissipa-

tion (Ezer 2000; Mellor 2001) show some positive results,

in particular when also using high-frequency winds and

adding short-wave radiation penetration under the surface

(Ezer 2000). However, the effects of those changes are

limited and there is evidence from different models that

there is still insufficient mixing in the upper ocean for

ocean models.

Recently, a new focus has been put on the contribution

of surface waves to oceanic mixing and on wave–current–

turbulence interaction processes (Craig and Banner 1994;

Terray et al. 1996; Stacey 1999; Burchard 2001; Malcherek

2003; Mellor 2003, 2008; Mellor and Blumberg 2004;

Kantha and Clayson 2004; Ardhuin and Jenkins 2006).

Including the mixing effects associated with the breaking of

surface waves can be applied to ocean models by using

surface boundary conditions (Craig and Banner 1994;

Terray et al. 1996; Stacey 1999; Mellor and Blumberg

2004; Kantha and Clayson 2004). Although those studies

indicate some improvement in simulated ML, SST and

surface currents, the breaking wave effects are mostly

limited to the top few meters near the surface and may

require very fine vertical resolution in the surface layers of

the model. A more complicated problem is how to represent

the vertical distribution of the wave–circulation interaction

in three-dimensional ocean circulation models. A step in

this direction has been recently taken by Mellor (2003,

2008) who developed a set of wave–circulation interaction

equations. Mellor's scheme introduces the production of

turbulence by wave–current interaction, while the original

M-Y scheme only includes shear and buoyancy turbulence

production. This new scheme, as well as other approaches

now under development, has not yet been fully imple-

mented or tested in ocean models.

Here, a simpler mixing parameterization approach is

proposed, by deriving Reynolds stress expressions intro-

ducing a wave mixing coefficient which is added to the

shear-induced turbulence mixing coefficient of the M-Y

scheme (or any other scheme such as K-Profile Parameter-

ization, KPP hereafter). Phillips (1961) pointed out that

“although the use of potential theory has been very

successful in describing certain aspects of the dynamics of

gravity waves, it is known that in a real fluid the motion

cannot be truly irrotational.” Wave-induced motion has the

potential to increase mixing beyond the classical production

of turbulence by the mean current shear. While the exact

mechanism of wave–turbulence interaction is not fully

understood, the underlying assumption here is that some

wave-induced motions may have scales comparable to that

of shear-induced turbulence, thus we use the correlation

between wave-induced motion and shear-induced turbu-

lence to drive a parameterization and designate it as the

wave-induced mixing coefficient. Although the horizontal

scales of surface gravity waves, with the order of ~100 m,

is much smaller than the scales of horizontal ocean

circulation, the scale of the wave-induced vertical velocity

in the upper ocean can be comparable or even greater than

vertical velocity variations. A recent derivation of wave–

energy equations by Malcherek (2003) also introduces

similar wave eddy viscosity concept. For monochromatic

surface wave, the wave-induced vertical mixing decays

with the depth away from the surface in the form of e3kz

(with k as the wave number) which is exactly the same as

that deduced from Anis and Moum's observation (Anis and

Moum 1995; Huang and Qiao 2010). Our wave-induced

viscosity (or diffusivity) is the function of the wave number

spectrum which can be easily obtained from a third-

generation wave number spectrum numerical model (Yuan

et al. 1991; Donelan and Yuan 1994; Yang et al. 2005).

This approach allows the coupling of a wave model with an

ocean circulation model. While many different approaches

for the wave–turbulence interaction parameterizations are

being developed, preliminary testing of our approach shows

that the additional wave-induced mixing significantly

improves the model ML and SST, when compared with

model runs without the wave effects.

A wave-induced mixing penetration depth D5 is defined

as the depth at which the surface wave-induced viscosity

decreases to 5 cm2 s−1. The wave number spectral model

results indicate that D5 can reach to nearly 100 m in high

latitude and about 30 m in tropical areas (Qiao et al. 2004a).

In fact, a large part of the global deep ocean has vertical

mixing in the order of 0.1 cm2 s−1. The wave–circulation

coupled model has shown satisfactory performances in a

series of circulation modeling studies in the Yellow Sea and

East China Sea (Qiao et al. 2004b, 2006; Lü et al. 2006;

Xia et al. 2006). Preliminary results even indicate that the

wave-induced mixing can improve a common problem in

climate models known as the “too cold tongue” in the

tropical Pacific (Song et al. 2007). Based on similar ideas to

those proposed here and on observation, Babanin (2006)

suggested that wave motion may generate additional

turbulence beyond that associated with breaking waves

and showed the existence of nonbreaking wave-induced

turbulence from skillful measurements (Babanin and Haus

2009), and their experimental approximation is also

consistent with the e~a3 dependence implied by Qiao et

al. (2004a, 2008). Observation in the East China Sea

(Matsuno et al. 2006) indicates that the vertical profiles of

diffusivity are in accord with the theoretical results of Qiao

et al. (2004a). Application in Bohai Sea of the wave-

induced vertical mixing showed much improved tempera-
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ture simulations (Lin et al. 2006). However, the note of

wave-induced vertical mixing by Qiao et al. (2004a) is a

too simplified version of the parameterization suggested

here: the previous formulation of wave-induced mixing

coefficient, BV, did not include shallow-water regime; little

discussion was made on the wave-induced Reynolds stress

which also transfers energy from wave to currents; only

limited numerical applications were given due to paper

length limitation.

In this paper, we describe the method of parameteriza-

tion for the wave–circulation coupled model in Section 2.

The method is then applied into a global implementation of

the Princeton Ocean Model (POM) in Section 3 (imple-

mentation in several other models has been completed with

similar results, but for lack of space will not be reported

here). Discussion and conclusions conclude the paper.

2 Basic theory

Ocean surface waves play an important role in the

processes of heat, momentum, and material fluxes

between the double systems of atmosphere and ocean.

Surface waves influence ocean circulation system mainly

through two ways: (1) Both wave breaking and wave-

induced vertical movement stir the upper ocean and, as a

consequence, enhance the viscosity and diffusivity

coefficients of the ocean circulation processes. Most of

the previous studies focus on the wave-breaking process,

while the present work discusses the mixing induced by

the vertical wave motion (hereinafter, the wave-induced

mixing). (2) Three-dimensional wave-induced Reynolds

stress transfers kinematic energy from surface waves to

ocean circulation.

2.1 Governing equations of ocean circulation

For the study of wave–circulation coupling, the ocean

circulation elements including velocity, temperature, and

salinity are commonly separated into a mean (upper case)

and a fluctuation (lower case). The governing equations of

ocean circulation at the mean state can be written as:

@Ui

@xi
¼ 0

@Uj

@t
þ Uk

@Uj

@xk
þ "jklfkUl ¼

@
@xk

�hukuji
� �

þ @
@xk

nEikð Þ � 1
r0

@P
@xj

� gj
r

r0

@T
@t

þ Uk
@T
@xk

¼ @
@xk

�hukqið Þ þ @
@xk

k @T
@xk

� �

@S
@t
þ Uk

@S
@xk

¼ @
@xk

�huksið Þ þ @
@xk

D @S
@xk

� �

r ¼ r T ; S;Pð Þ

ð1Þ

where x1, x2, and x3 indicate the x, y, and z axes of the

Cartesian coordinates, respectively, Ui and P are the mean

current components and pressure, respectively, ui is the

fluctuation velocity, T and S represent the mean temper-

ature and salinity, respectively, θ and s are their fluctua-

tions, respectively, f and g are the Coriolis parameter and

gravitational acceleration, respectively, ν, κ, and D are

the molecular viscosity coefficient, molecular heat diffu-

sivity, and molecular salt diffusivity, respectively, and

Eil ¼
@Ui

@xl
þ @Ul

@xi
.

We separate the velocity fluctuation into a current-

related part (c) and a wave-induced part (w) (Yuan et al.

1999), i.e.:

ui ¼ uiw þ uic: ð2Þ

Then, the Reynolds stress can be expressed as:

�huiuji ¼ �huiwujwi � huiwujci � huicujwi � huicujci ð3Þ

and the Reynolds fluxes of temperature and salinity are:

�huiqi ¼ �huiwqi � huic qi; ð4Þ

�huisi ¼ �huiwsi � huic si: ð5Þ

In Eq. 3, �huiwujwi is the wave-induced Reynolds stress,

�½huiwujci þ huicujwi� is the momentum mixing induced

by surface wave motion, and �huicujci is the turbulence

Reynolds stress generally considered in ocean circulation

models. In Eqs. 4 and 5, �huiwqi and �huiwsi are the

wave-induced Reynolds fluxes for temperature and salin-

ity, respectively, while �huicqi and �huicsi represent the

Reynolds fluxes for temperature and salinity, respectively.

In order to deal with the wave-related parts of Eqs. 3, 4,

and 5, the expression of ocean surface wave velocity is

described in the following section.

2.2 The linear ocean wave theory in the deep/infinite ocean

The main features of ocean surface waves in the deep ocean

can be described by the following linear equations:

Δf ¼ 0 z � 0 að Þ;
u1w; u2w; u3wf g ¼ rf z � 0 bð Þ;

@z
@t

¼ @f
@z

z ¼ 0 cð Þ;
@f
@t
þ gz ¼ 0 z ¼ 0 dð Þ;

jrfj ¼ 0 z ! �1 eð Þ

ð6Þ

where f is the velocity potential function, u1w, u2w, and

u3w are the wave velocity components at the x, y, and z

directions, respectively, and ζ is the surface wave

elevation. For the surface wave, z is upward positive and

z=0 at the mean sea level.
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Assuming that the ocean wave is a stationary and locally

uniform process, then the surface elevation of the ocean wave

can be expressed in terms of the wave number spectrum:

z *x0; t0;
*x; tð Þ ¼ XX

*
k

A x0; t0;
*
k

� �

exp i
*
k � *x� wt
� �� �

d
*
k ð7Þ

where subscript 0 of *x0; t0 indicates the slow varying of

horizontal space and time, A x0; t0;
*
k

� �

is the amplitude of

wave elevation,
*
k and ω are the wave number and frequency,

respectively, and *x ¼ x
*
iþ y

*
j.

Inserting Eq. 7 into Eq. 6a and e yields the velocity

potential function:

f *x0; z0; t0;
*x; z; tð Þ

¼ XX
*
k

6
*x0; z0; t0;

*
k

� �

exp kzf g exp i
*
k � *x� wt
� �� �

d
*
k ð8Þ

where 6 *x0; z0; t0;
*
k

� �

is the amplitudes of velocity potential

function with wave number and frequency k
*

and ω.

From Eq. 6c and d, we have the wave dispersion

relationship:

w ¼
ffiffiffiffiffi

gk
p

ð9Þ

and the relationship between wave amplitude and potential

amplitude:

�iwA
*
k
� �

¼ k6
*
k
� �

: ð10Þ

Combining Eqs. 8 and 10 gives:

f *x; z; tð Þ ¼ XX
*
k

�i
w

k
A

*
k
� �

exp kzf g exp i
*
k � *x� w t
� �� �

d
*
k: ð11Þ

Inserting Eq. 11 into Eq. 6b, we obtain the wave

velocities:

u1w; u2w; u3wf g ¼ rf

¼

XX
*
k

w
kx

k
A

*
k
� �

exp kzf g exp i
*
k � *x� wt
� �� �

d
*
k

XX
*
k

w
ky

k
A

*
k
� �

exp kzf g exp i
*
k � *x� wt
� �� �

d
*
k

XX
*
k

�iwA
*
k
� �

exp kzf g exp i
*
k � *x� wt
� �� �

d
*
k

8
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>

;

:

ð12Þ

2.3 The closure of momentum equations of ocean

circulation

2.3.1 Wave-induced Reynolds stress

From Eq. 12, one component of the wave-induced

Reynolds stress is:

tww1 2¼ �hu1wu2wi¼ �Re XX
*
k

XX
*
k 0

ww0 k1k
0
2

kk 0
hA

*
k
� �

A
» *
k
0� �

i

exp k þ k 0ð Þzf g exp i
*
k �

*
k 0

� �

� *x� w� w0ð Þt
	 
� �

d
*
kd

*
k 0:

ð13Þ

Since we assume that the ocean wave is a stationary

process, we have:

hA
*
k
� �

A
» *
k 0
� �

i ¼ d
*
k �

*
k 0

� �

E
*
k
� �

ð14Þ

where E
*
k
� �

is the wave number spectrum which can be

computed from a third-generation wave number spectrum

numerical model (Yuan et al. 1991; Donelan and Yuan

1994; Yang et al. 2005).

Inserting Eq. 14 into Eq. 13 gives:

tww1 2 ¼ �hu1wu2wi ¼ � XX
*
k

w2 k1k2

k2
E

*
k
� �

exp 2kzf gd
*
k:

ð15Þ

Similarly, we can obtain:

tww1 1 ¼ �hu1wu1wi ¼ �XX
*
k

w2 k1
2

k2
E

*
k
� �

exp 2kzf gd
*
k;

tww2 2 ¼ �hu2wu2wi ¼ �XX
*
k

w2 k2
2

k2
E

*
k
� �

exp 2kzf gd
*
k;

tww3 3 ¼ �hu3wu3wi ¼ �XX
*
k

w2E
*
k
� �

exp 2kzf gd
*
k;

tww1 3 ¼ �hu1wu3wi ¼ �Re XX
*
k

iw2 k1
k
E

*
k
� �

exp 2kzf g d
*
k ¼ 0;

tww21 ¼ �hu2wu1wi ¼ �XX
*
k

w2 k1k2
k2

E
*
k
� �

exp 2kzf gd
*
k;

tww3 1 ¼ �hu3wu1wi ¼ 0;

tww2 3 ¼ �hu2wu3wi ¼ 0;

tww 32 ¼ �hu3wu2wi ¼ 0:
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Finally, the wave-induced Reynolds stress tensor has the

form:

�huiwujwi
� �

¼

�XX
*
k

k1
2

k2
EE

*
k
� �

d
*
k � XX
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>

>

>

>

>

>

;

ð16Þ

where EE
*
k
� �

¼ w2E
*
k
� �

exp 2kzf g.

2.3.2 Momentum mixing induced by surface wave motion

We use an analogy to the Prandtl mixing length theory to

parameterize the momentum mixing induced by wave

motion. Thus, the second and third terms on the right-hand

side of Eq. 3, twci j ¼ �huiwujci � huicujwi, are expressed as:

twc11 ¼ 2BH
@U1

@x1
; twc22 ¼ 2BH

@U2

@x2
; twc33 ¼ 2BV

@U3

@x3

twc12 ¼ twc21 ¼ BH
@U1

@x2
þ @U2

@x1

� �

twc13 ¼ twc31 ¼ BH
@U3

@x1
þ BV

@U1

@x3

twc23 ¼ twc32 ¼ BH
@U3

@x2
þ BV

@U2

@x3

ð17Þ

where:

BH ¼ h l 1wu
0
1wi ¼ h l2wu

0
2wi

BV ¼ hl3wu
0
3wi

: ð18Þ

For ocean surface wave processes, we assume that the

mixing length liw is proportional to the range of the particle

displacement in the i-th direction. We need to note that the

concern of the expression u′iw here is not the mathematical

derivation, but a concept and assumption of equivalent

scales. u′iw should be understood as the increment of the

wave motion velocity at the spatial interval of liw in the i-th

direction, and so can be expressed as:

u0 iw ¼ liw
@

@xi
huiwuiwi

1
2 : ð19Þ

For example:

u01w ¼ l1w
@
@x1

hu1wu1wi
1
2

¼ l1w
@
@x1

XX
*
k

w2 kx
2

k2
E

*
k
� �

exp 2kzf g d
*
k

 !1
2

:

Since ocean waves are locally uniform, the horizontal

changes of statistic parameters for ocean waves within the

length of liw is nearby 0. Therefore:

u01w � 0; u02w � 0: ð20Þ

But, for the vertical direction:

u03w ¼ l3w
@

@z
XX
*
k

w2E
*
k
� �

exp 2kzf g d
*
k

 !1
2

: ð21Þ

So, we have:

BH ¼ 0; ð22Þ

BV ¼ hl23wi
@

@x3
hu3wu3wi

1
2 ¼ hl23wi

@

@z
XX
*
k

w2E
*
k
� �

exp 2kzf g d
*
k

 !1
2

ð23Þ

where the mixing length l3w is proportional to the wave

partial displacement:

l3w � XX
*
k

A
*
k
� �

exp kzf g exp i
*
k � *x� w t
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d
*
k:

ð24Þ

Thus:

hl23wi ¼ aXX
*
k

E
*
k
� �

exp 2kzf g d
*
k

ð25Þ

where α=O(1) is a parameter which should be determined

by observations or numerical experiments. If we regard

wave amplitude or wave height as the mixing length, α

should be 4 or 1, respectively. For the initial test here, we

suggest α=1.

Inserting Eq. 25 into Eq. 23 gives:

BV ¼ aXX
*
k

E
*
k
� �

exp 2kzf g d
*
k @

@z
XX
*
k

w2E
*
k
� �

exp 2kzf g d
*
k

 !1
2

:

ð26Þ

Wave number spectrum E
*
k
� �

is a function of x, y, and t

and can be computed by integrating a wave number

spectrum numerical model. BV is a function of x, y, z, and t

and is defined as the wave-induced viscosity (or diffusivity).

Finally, we get:

twci j ¼ � huiwujci þ huicujwi
	 


¼

0 0 BV

@U1

@x3

0 0 BV
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@x3
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>

>

;

: ð27Þ
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2.4 The wave-induced mixing for temperature and salinity

In Eqs. 4 and 5, the wave-induced Reynolds fluxes for

temperature and salinity, �huiwqi and �huiwsi, need to be

closed.

Similar with the momentum equation, we also follow the

Prandtl mixing length theory:

�hu1wq i ¼ BH
@T
@x1

; �hu2wq i ¼ BH
@T
@x2

;

�hu3wq i ¼ BV
@T
@x3

;
ð28Þ

�hu1ws i ¼ BH
@S
@x1

; �hu2ws i ¼ BH
@S
@x2

;

�hu3ws i ¼ BV
@S
@x3

:
ð29Þ

Provided that surface ocean waves are locally uniform,

we have:

�hu1wqi ffi �hu2wqi ffi 0; �hu3wqi ¼ BV

@T

@x3
; ð30Þ

�hu1ws i ffi �hu2ws i ffi 0; �hu3ws i ¼ BV

@S

@x3
: ð31Þ

So:

�huiwqi;�huiwsif g ¼

0 0

0 0

BV
@T
@z

BV
@S
@z

8

<

:

9

=

;

: ð32Þ

With Eqs. 16, 26, 27, 32, and 1, the governing equations

of ocean circulation with surface wave processes incorpo-

rated are formulated. It is shown that the wave-induced

mixing can be considered in ocean circulation models

simply by adding BV to the viscosity (or diffusivity)

coefficient. The three-dimensional wave-induced Reynolds

stress can be included in ocean models by Eq. 16. The wave

number spectrum E
*
k
� �

can be calculated from a third-

generation wave number spectrum numerical model.

2.5 The closure of the wave-induced mixing in term

of a monochromatic wave

Instead of Eq. 7, if we regard the surface wave as the

following monochromatic wave:

z ¼ A exp i
*
k � *x� wt
� �� �

; ð33Þ

the wave velocity components can be written as:

u1w; u2w; u3wf g

¼

w
k1

k
A exp kx3f g exp i kaxa � wtð Þf g

w
k2

k
A exp kx3f g exp i kaxa � wtð Þf g

�iw A exp kx3f g exp i kaxa � wtð Þf g

8

>

>

>

>

<

>

>

>

>

:

9

>

>

>

>

=

>

>

>

>

;

ð34Þ

where A, k, and ω are the amplitude, wave number, and

frequency of the monochromatic ocean surface wave,

respectively.

Following the idea of the Prandtl mixing length theory,

we get:

u03w ¼ l3w
@

@x3
hu3wu3wi

1
2 ¼ l3ww Ak exp kzf g

and

BV ¼ hl3wu
0
3wi ¼ l3w

2w Ak exp kzf g: ð35Þ

Since the mixing length l3w is proportional to the wave

particle displacement:

l3w � A exp kzf g exp i
*
k � *x� w t
� �� �

;

so:

hl23wi ¼ aA2 exp 2kzf g ð36Þ

where α is a constant which should be determined by

observations or numerical experiments. In the present study,

it is set to be 1 as above.

At last, we get:

BV ¼ aA3 k w expf3kzg ¼ aA us expf3kzg ð37Þ

where us=c(Ak)
2 is the Stokes drift and c ¼ w

k
is the phase

velocity of surface wave.

2.6 The wave-induced mixing for finite water depth

Instead of Eq. 6, we use:

@f

@z

�

�

�

�

�

�

�

�

¼ 0 z ¼ �H ð38Þ

where H is the water depth. The wave dispersion relation is:

w2 ¼ gk tanhðkHÞ: ð39Þ
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ba

dc

Fig. 1 The spatial distributions of the upper 20-m averaged BV and

Khc from the M-Y turbulence closure model. a BV in the Northern

Hemisphere in July, b Khc in the Northern Hemisphere in July, c BV in

the Southern Hemisphere in February, and d Khc in the Southern

Hemisphere in February. For a and b, contour interval is 5 cm2 s−1

from 0 to 20 cm2 s−1, 20 cm2 s−1 from 20 to 200 cm2 s−1, and 100 cm2

s−1 from 200 to 2000 cm2 s−1; for c and d, contour interval is 5 cm2 s−1

from 0 to 20 cm2 s−1, 40 cm2 s−1 from 20 to 200 cm2 s−1, and 100 cm2

s−1 from 200 to 2000 cm2 s−1

Bv

Khc

Bv

Khc

Bv/Khc Bv/Khc

L
a
ti
tu

d
e

ba
Fig. 2 Zonally averaged BV

(solid, cm2 s−1) and Khc

(dashed, cm2 s−1) in Fig. 1 in a

the North Pacific and Atlantic

and b the Southern Hemisphere
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Fig. 3 Profiles of zonally aver-

aged summer BV (solid, cm2 s−1)

and Khc (dashed, cm
2 s−1) in the

Pacific and Atlantic (120° E–0°

W) a along 35° N in July and b

along 35° S in February
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Fig. 4 The upper panel shows the temperature distribution of the

Levitus data; the middle panel is the temperature difference between

the model calculations without BV and the Levitus climatology; the

lower panel is the temperature difference between the coupled wave–

circulation model results and the Levitus data. The left column is along

35° N in July and the right column is along 35° S in February
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The wave velocity components for finite water depth can

be derived as:

u1w; u2w; u3wf g¼ rf¼

XX
*
k

wkx
k
A

*
k
� �

cosh kðHþzÞ
sinh kH

exp i
*
k � *x� wt
� �� �

d
*
k

XX
*
k

wky
k
A

*
k
� �

cosh kðHþzÞ
sinh kH

exp i
*
k � *x� wt
� �� �

d
*
k

XX
*
k

�iwA
*
k
� �

sinh kðHþzÞ
sinh kH

exp i
*
k � *x� wt
� �� �

d
*
k

8

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

:

9

>

>

>

>

>

>

>

>

=

>

>

>

>

>

>

>

>

;

: ð40Þ

In a similar way to that described above, the wave-induced

vertical kinematic viscosity (or diffusivity) is derived as:

BV ¼ a XX
*
k

E k
*
� � sh2 k H þ zð Þf g

sh2 kHf g
dk
* @

@z XX
*
k

w2 sh
2 k H þ zð Þf g

sh2 kHf g
E k

*
� �

dk
*

2

6

4

3

7

5

1
2

:

ð41aÞ

For monochromatic surface wave in finite water depth:

BV ¼ aA3kw
sinh kðH þ zÞ

sinh kH

� 3

¼ aAus
sinh kðH þ zÞ

sinh kH

� 3

:

ð41bÞ

2.7 The wave number spectrum numerical model

In order to get E
*
k
� �

, the marine science and numerical

modeling (MASNUM) wave number spectral model is

adopted. This wave numerical model was first developed by

Yuan et al. (1991). It has been validated many times by

observations (e.g., Yu et al. 1997) and applied in ocean

engineering in China (Qiao et al. 1999). Recently, it was

expanded into the global ocean with spherical coordinates by

Yang et al. (2005) and is used in this paper to compute the

wave number spectrum, which is necessary for computing the

wave-induced viscosity (or diffusivity), BV, in Eq. 26 or 41a.

The computational domain is (78° S–65° N, 0°–360° E)

with a horizontal resolution of 0.5° by 0.5° and a time step of

30 min from 1 Jan. 2001 to 31 Dec. 2001. The National

Centers for Environmental Prediction reanalyzed wind fields

with the horizontal resolution of 1.25° by 1.0° and time

interval of 6 h interpolated into the model grid are used.

From Yang et al. (2005), the wave model results agree with

altimetry data reasonably well. Although current has some

effects on surface wave through wave–current interaction

source function, this kind of effect can be neglected except

in high wind speed such as typhoon or hurricane cases.

3 Model results

In order to evaluate the effects of the wave-induced vertical

mixing, BV, we first test the wave-induced mixing scheme

by employing POM (Blumberg and Mellor 1987). Note that

the scheme has been implemented also in other community

ocean models, including the Regional Ocean Model System

(ROMS; Haidvogel et al. 2000) and the Hallberg Isopycnal

Model; the impact of the wave-induced mixing improved

their performance in a similar manner to the POM test here,

and the results will be presented in separate papers. The

simulation area is (78° S–65° N, 0°–360° E) with solid

boundary in the north. While the exchanges of water and

heat at 65° N between the Arctic Ocean and the Atlantic

Ocean are important for climate simulations, in the context of

the upper ocean mixing tests discussed here, the simulation

results should not be affected by this limitation, especially for

the region far away from the north boundary areas. The

horizontal resolution of POM is 0.5° by 0.5°. The vertical

sigma grids have the following16 sigma levels with a fine

resolution in the upper layers (0.000, −0.003, −0.006, −0.013,

Fig. 5 Longitudinal distributions of zonally averaged correlation

coefficient between simulated temperature and Levitus data in the

upper 100-m ocean. Solid and dashed lines denote results from

coupled POM and uncoupled POM, respectively
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−0.025, −0.050, −0.100, −0.200, −0.300, −0.400, −0.500,

−0.600, −0.700, −0.800, −0.900, −1.00). The model topogra-

phy is interpolated from the global 5′ by 5′ ETOPO5 dataset.

As this paper focuses on the upper oceans, the maximal water

depth is set to 3,000 m in order to improve the vertical

resolution at a reasonable cost.

The climatological sea surface wind stress and heat flux

(Q) are from the Comprehensive Ocean–Atmosphere Data

Set (COADS; da Silva et al. 1994a, b). Q is modified by

using the Haney equation (Haney 1971):

Q ¼ Qc þ
dQ

dT

� �

c

T 0
c � T0

� �

ð42Þ

where the subscript c means data from COADS and T 0 is

the SST from the circulation model.

The wave-induced vertical mixing can be included

directly as follows:

Km ¼ Kmc þ BV ; Kh ¼ Khc þ BV ð43Þ

where Km and Kh are the vertical viscosity and diffusivity

used in the circulation model, respectively, Kmc and Khc

are calculated by the M-Y scheme (Mellor and Yamada

1982), and BV is the additional term obtained from the

MASNUM wave number spectrum numerical model, which

is saved every 2 days averaged and coupled with the

circulation model with a linear interpolation to each time

step.

The initial conditions of temperature and salinity in

January are from the Levitus (1982) dataset, and the initial

velocity is set as 0. After a 5-year computation for spin up,

a

b

c

d

e

f

Fig. 6 The time evolutions of the upper 50-m temperature at (35° S, 180° E) (left column) and (35° N, 30° W) (right column) with the wave-

induced mixing (upper), without the wave-induced mixing (middle), and from the Levitus data (lower)
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the model has reached a stable condition under which the

total kinetic energy have an annual cycle without obvious

drifts. Then, the model results of the sixth year are used for

the following analysis.

3.1 The distributions of wave-induced viscosity/diffusivity

The left column of Fig. 1 shows the distribution of the upper

20-m averaged BV (monthly averaged) in summer in which

July is selected to represent the Northern Hemisphere (Fig. 1a)

and February for the Southern Hemisphere (Fig. 1c). For

comparisons, the vertical diffusivity from the M-Y turbulence

closure model is shown in the right column (Fig. 1b, d).

In the Northern Hemisphere, the upper 20-m averaged

BV is higher to the north of 30° N than that between 0° and

30° N. In the north Pacific, there are two high-value centers

of 60 and 100 cm2 s−1 at (15° N, 140° E) and (45° N,

160° W), respectively. In the North Atlantic, two high-

value centers of 140 and 100 cm2 s−1 appear around (45° N,

70° W) and (48° N, 15° W), respectively. The vertical

diffusivity, Khc, from the M-Y turbulence closure model

shows a much different pattern (Fig. 1b). In the north of

25° N, Khc is <5 cm2 s−1 with most of the area <1 cm2 s−1,

which means Khc is much less than BV. The wave-induced

mixing plays a control role in the upper ocean at high

latitudes of the Northern Hemisphere in summer. In the

north tropical area of 0°–25° N, Khc can reach more than

100 cm2 s−1 in most areas and two high-value centers of

140 and 100 cm2 s−1 appear at (5° N, 100° W) and (2° N,

5° W), respectively. Although the upper 20-m averaged Khc

is higher than that of BV, Khc is 0 at the surface because the

mixing length is 0 (Ezer 2000), so BV will act as a trigger to

transmit the surface momentum and energy downward.

Thus, BV still have much influence on the upper ocean. The

reason for different spatial distributions of Khc and BV is as

follows. In the area north of 30° N with strong wind stress,

BV is quite large. From the M-Y scheme, Khc=qlSH where

q2/2 is the turbulence kinetic energy and SH is a stability

function associated with the Richardson number (Blum-

berg and Mellor 1987). SH is much smaller in the middle

and high latitudes than those in the tropical area due to

stable stratification; the meridional distribution of the

mixing length scale, l, is relatively even. Khc keeps 0 at

the sea surface because of the surface boundary condition

of l(0)=0. So, Khc is very small in the area north of 30° N,

showing large meridional variation, while BV is large due

to strong surface waves in this zone.

In February, summer of the Southern Hemisphere, the

upper 20-m averaged BV is <20 cm2 s−1 in southern tropical

area (0°–25° S) and is higher as the latitude increases (Fig. 1c)

and can reach to more than 400 cm2 s−1 at 55° S. The upper

20-m averaged Khc is higher in the southern tropics than

averaged BV, but much lower in the midlatitude zone of 25–

45° S than that of BV. Although the 20-m averaged Khc
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Fig. 7 Comparisons among the

simulated temperature (°C) from

the uncoupled (dashed) and

coupled (dotted) POM and the

Levitus data (solid) at (35° S,

180° E) in a February, b May, c

August, and d November
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increases rapidly beyond 45° S (Fig. 1d), the averaged BV is

competitive with Khc or higher, especially near the surface.

Figure 2 shows the zonally averaged BV and Khc

calculated from Fig. 1. In the Northern Hemisphere, Khc

has two dominant peaks near 5° and 15° N and decrease

sharply to high latitudes. At 27° N or so, Khc and BV are

comparable. At higher latitudes, BV is the dominant factor

of vertical mixing in the upper ocean. In the Southern

Hemisphere, Khc has two noticeable peaks located near 7°

and 55° S. From 40° S to higher latitudes, Khc increase to

over 110 cm2 s−1. At 22° S, Khc and BV are comparable, but

for southern latitudes, BV exceeds Khc.

In order to show the basin-scale vertical structure of the

summer wave-induced viscosity (or diffusivity) BV and Khc

(KmC) calculated from the M-Y scheme, we compute the

vertical profiles of zonally averaged BV and Khc in the Pacific

and Atlantic (120° E–0° W) along 35° N in July (Fig. 3a)

and along 35° S in February (Fig. 3b). Qiao et al. (2004a)

defined D5, the depth at which BV decreases to 5 cm2 s−1, as

the wave-induced mixing penetration depth. Both along

35° N and 35° S, zonally averaged BV decreases with depth,

and averaged D5 reaches about 20 and 25 m along 35° N and

35° S, respectively. Compared with that, Khc is so weak,

especially in the upper ocean. The wave-induced mixing, BV,

controls the mixing processes of the upper ocean in these

areas.

3.2 The effect of BV on the simulation of the temperature

structure

Figure 4 shows a comparison between the Levitus data and

numerical simulations (with and without BV) along 35° N in

July and along 35° S in February. Transects of the left

column cross the Pacific and Atlantic Oceans in which the

land is removed to zoom in. The Levitus data are regarded

as observations. Without BV, the simulated temperature

shows a large difference, of over 5°C at some locations,

between the model and observed climatology (Fig. 4b, e) in

summer of both hemispheres. In contrast, the simulated

vertical temperature structure with BV (Fig. 4c, f) is quite

close to the Levitus observation (Fig. 4a, d) with much

smaller differences. The correlation coefficients are calcu-

lated to assess the seasonal variability of temperature

(Fig. 5). Along 35° N, the upper 100-m transect–mean

correlation coefficient increases to 0.93 with BV from 0.68

without BV. The model improvement by BV shows distinct

latitudinal distribution (Fig. 5). In the tropical area, the

effects of BV are trivial, but the correlation between

observation and modeling is substantially enhanced toward

the poles by incorporating the wave-induced mixing into

the model. Obviously, such characteristics are due to the

distribution of wave height. Figure 5 is plotted after twofold

averaging: the correlation coefficients of the temperature
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Fig. 8 Comparisons among the

simulated temperature from the

uncoupled (dashed) and coupled

(dotted) POM and the Levitus

data (solid) at (35° N, 30° W) in

a February, b May, c August,

and d November
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fields have been averaged both zonally along the whole

latitude circles and vertically from sea surface to 100-m

depth. Therefore, BV brings about global, rather than local,

improvements in modeling the upper ocean thermal

structure especially in middle and high latitudes.

The evolution of the two temperature profiles of (35° S,

180° E) and (35° N, 30° W) are selected as the

representatives of the South Pacific and North Atlantic

basins. At (35° S, 180° E) in the south Pacific, the

simulated temperature with BV (Fig. 6a) is much closer to

observation than that without BV (Fig. 6b), which is

obviously higher than the observations (Fig. 6c) at the

surface. In Fig. 6b, SST higher than 21°C appears from the

early January to the end of March, and the ML is too

shallow, the same as mentioned by Martin (1985) and Ezer

(2000). For the evolution of the profile at (35° N, 30° W) in

the North Atlantic, the simulated SST with BV in summer is

24°C and last for 1.5 months from early August to mid-

September (Fig. 6d). That is similar with the observed SST

of which the 24°C isotherm lasts for a little less than

2 months (Fig. 6f). While in the simulation without BV, the

summer SST reaches 25°C, with the period of SST higher

than 24°C lasting nearly 3 months, and the thermocline is

clearly too shallow (Fig. 6e). One can clearly find that the

wave-induced mixing makes the simulated vertical tempera-

ture structure (Fig. 6d) much more similar to that observed

(Fig. 6f).

The simulated temperature profiles in four seasons are

compared with the Levitus data in Fig. 7. In the summer

Southern Hemisphere, the simulated SST without BV is too

high and the depth of ML is too shallow in comparison

with the Levitus data (Fig. 7a). With BV, the simulation

can rebuild the main feature of the temperature profiles

(Fig. 7a–c) except for November (Fig. 7d), spring of the
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Fig. 9 The time evolutions of the upper 50-m temperature at (15° N, 120° W) (left column) and (20° N, 40° W) (right column) with the wave-

induced mixing (upper), without the wave-induced mixing (middle), and from the Levitus data (lower)
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south Pacific. The temperature simulation of the North

Atlantic (Fig. 8) shows similar results.

From Fig. 2, we note that, at low latitudes, BV is much

weaker than Khc, especially in the Northern Hemisphere.

In order to show that the wave-induced mixing can still

affect the vertical temperature structure in tropical areas,

two profiles are selected (Fig. 9). The left column of Fig. 9

is the evolution profile at (15° N, 120° W) located

in eastern tropical Pacific, the points located in the middle

and western tropical Pacific show the same tendency

(not shown). The simulated isotherm of 26.5°C with BV

reaches 31 m in August (Fig. 9a), which is similar with

the results from Levitus, 32 m (Fig. 9c), while the

simulated depth without BV is only 22 m (Fig. 9b), and

the duration of SST over 27.5°C is 1.1, 1.4, and more than

2.0 months for the Levitus data, with and without BV,

respectively. The comparisons among simulations with

and without BV and Levitus data at the middle tropical

Atlantic of (20° N, 40° W) show similar tendency (right

column of Fig. 9).

3.3 The effect of BV on the simulation of ML

ML is an important characteristic parameter for both ocean

and atmosphere. Unfortunately, the general ocean circulation

model cannot reconstruct the main feature of the observation,

i.e., the simulated ML depth is too shallow in summer. Similar

to the study of Ezer (2000), we transform the simulated

da

eb

fc

Fig. 10 Results of ML depth (defined as the depth where the

temperature differs from the SST by 1°C). The upper panel shows

the distribution of ML depth from the Levitus data; the middle panel

shows the differences between modeling without BV and Levitus data;

the lower panel shows the differences between modeling results with

BV and Levitus data. The left column is for the South Pacific in

February and the right column is for the North Atlantic in August
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temperature profiles from the sigma grid to high-resolution z

levels and calculate the ML depth at each horizontal model

grid by searching for the depth where temperature differs

from the SST by 1°C. The same definition is adopted for the

Levitus (1982) dataset. In general, the ML is the shallowest

in summer; we chose February and August to represent

summers of the South Pacific (left column of Fig. 10) and

North Atlantic (right column of Fig. 10) Oceans, respective-

ly. Figure 11 shows the zonal average of parameters in

Fig. 10. For clarity, basins are shown in Fig.10 instead of the

whole hemisphere or globe.

In February, summer of the South Pacific, the ML depth

of the Levitus data is large in the tropical zone of 0°–20° S

and at high latitudes to the south of 45° S (Fig. 10a).

Without BV (Fig. 10b), there is a high-value center of ML

depth difference in the tropical area, the averaged depth is

more than 10 m shallower than that of Levitus, and the

difference generally increases with latitude. For example,

the differences are more than 45 m near 55° S. On the

contrary, distribution of the simulated ML depth with BV

(Fig. 10c) has much more similar pattern to the observa-

tions. In general, the simulated ML depth with BV is

shallower at latitudes lower than 38° S and deeper at

latitudes between 38° and 56° S (Fig. 11a).

In August, summer of the Northern Atlantic, besides the

high-value zone centered in 5° N, there is a basin-scaled

region near the subtropics where the ML is quite deep

(Fig. 10d). The simulated results with BV (Fig. 10f) can

reconstruct the main characteristics of the ML depth from

the Levitus climatology. Without BV, the simulated ML

depth is shallower than that of Levitus almost everywhere

(Figs. 10e and 11b).

3.4 The wave-induced Reynolds stress and wave-driven

circulation

McWilliams and Restrepo (1999) mentioned that the

surface waves contribute to the slow-time dynamics via

the Stokes drift and wave-averaged modifications to the

boundary conditions. We now look at the potential impact

that wave-induced stress may have on oceanic transports

through the Reynolds stress contribution (Eq. 16).

Let:

*t w ¼ tw�x1

*
iþ tw�x2

*
j

tw�x1 ¼
@tww11

@x1
þ

@tww12

@x2
; tw�x2 ¼

@tww12

@x1
þ

@tww22

@x2
:

Because the surface gravity waves mainly affect the

upper ocean, we run a barotropic mode of the POM with

the maximum water depth of 200 m for improving vertical

resolution, forced by the daily averaged 3-D wave-induced

Reynolds stress t
*

w which is calculated from the MASNUM

wave number spectrum numerical mode. The stream

function (associated with wave-only stress) shows what

seems like an eddy field with variations of 500–1000 km

scales and ~0.5 Sv amplitudes over the upper 200 m as

shown in July (Fig. 12, only the northwest Pacific is shown

for a zoom-in view). This result suggests that the additional

convergence/divergence in the surface stress field associat-

ed with wave-related stresses may add to oceanic eddy

variability. However, how to separate the wave-induced
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Fig. 11 Zonally averaged ML

depth simulated by POM with

the wave-induced mixing

(dashed), without the wave-

induced mixing (dotted), and

from the Levitus data (solid) a

in the South Pacific in February

and b in the North Atlantic in

August
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Fig. 12 The stream function (in sverdrup) of wave-driven-only

circulation in the Northwest Pacific in July
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circulation from field observations remains to be further

explored.

4 Discussion and conclusions

In this paper, the surface wave-induced velocity fluctua-

tions are considered in closing the Reynolds stress and

fluxes terms of the governing equations for ocean circula-

tion equations. Based on this approach, we proposed a way

which allows considering the contribution of surface

gravity waves to ocean general circulation models by

including the wave-induced Reynolds stresses and wave-

induced vertical mixing BV (viscosity and diffusivity). The

expressions of BV is derived as functions of the Stokes drift

for a monochromatic wave and the wave number spectrum

in the cases of infinite (“deep-water waves”) and finite

(“shallow-water waves”) water depth, respectively. BV is the

key factor for the wave–circulation coupled processes; its

impact may dominate the mixing of the upper 100 m in

middle and high latitudes. In tropical areas, the effect of BV

on the upper ocean mixing is important, but not as

dominant compared with shear-produced turbulence. Note,

however, that preliminary experiments with ocean–atmo-

sphere coupled general circulation model with the addi-

tional BV mixing (not shown) reveal a significant

improvement in the common problem of tropical biases

(Song et al. 2007); further research is needed in this area.

In comparison with the diffusivity coefficient calculated

by the M-Y scheme in the POM, Khc, in summer, the

surface wave-induced mixing, BV, shows its importance in

middle and high latitudes in the Northern and Southern

Hemispheres where Khc is quite small. So, in a global non-

eddy-resolving ocean circulation model of POM, simula-

tion of the upper ML and seasonal thermocline in these

regions is greatly improved by including the wave-induced

mixing. The transect–mean correlation coefficient along

35° N increases from 0.68 without BV to 0.93 with BV. Even

in low latitudes where BV is much weaker than Khc, it can

also improve the upper thermal structure simulation. The

simulated ML depth is much more similar to the observa-

tions by including BV.

We also test the wave-induced mixing relative to another

popular mixing scheme, the KPP (Large et al. 1994) in

ROMS. Simulations of ML depth by ROMS (not shown)

are similar to those of POM (Fig. 10). Note that, unlike the

M-Y scheme that was originally developed for high-

resolution small-scale problems (and may require suffi-

ciently small grid size), the KPP scheme is more commonly

used for large-scale problems with coarse model resolution.

We have to emphasize that the exact mechanism of

wave–turbulence interactions are far from being under-

stood, so the proposed methodology and, in particular, the

assumption of correlations between wave-induced motions

and shear-induced turbulent velocities, need further support

and calibration based on theoretical studies, laboratory

experiments, and field observations. The direct measure-

ments of nonbreaking wave-induced turbulence by Babanin

and Haus (2009) are consistent with the idea of the present

paper. The conclusion that surface wave-induced mixing

plays an importance role in temperature simulation from

Jacobs (1978) gave us more confidence. More important,

the preliminary tests with the POM ocean model indicate

that the proposed wave-induced parameterization clearly

works to improve ocean simulations and eradicate known

problems in modeling surface processes and ML dynamics.

Additional improvements of the representation of mixing in

ocean models due to processes such as surface wave

breaking and internal waves also need further attention.
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