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Abstract— A 50 MS/s two-step flash-MASH 1-1-1 time-
to-digital converter (TDC) employing a two-channel
time-interleaved time-domain register with an implicit
adder/subtractor realizes an error-feedback topology. Such
an error-feedback unit of 1st-order noise-shaping TDC can be
cascaded as a multi-stage noise shaping (MASH) configuration to
achieve higher-order noise-shaping and, thereby high resolution.
This paper also discusses different noise sources, linearity and
noise tradeoffs in noise-shaping TDC and then demonstrates a
histogram testing technique to correct the mismatch of 1st stage
flash TDC. An on/off-chip delay modulation (DM) measurement
technique is presented to characterize the TDC linearity and
noise performance. Fabricated in 40-nm CMOS technology,
the proposed TDC consumes 1.32 mW from a 1.1 V supply.
At frequency below 2.5 MHz, the TDC error integrates to
147fsrms, which is equal to equivalent flash resolution of 1.6 ps.

Index Terms— Two-step TDC, noise shaping, time-domain
register, time-domain adder/subtractor, time-domain signal
processing, error-feedback, delta-sigma, MASH, histogram test-
ing, mismatch correction, TDC measurement technique, time-to-
digital converter.

I. INTRODUCTION

T
HE relentless scaling of CMOS process technology over

the past decades has enabled integration of a large num-

ber of transistors on a single chip while significantly improving

the circuit performance. Especially in nanometer-scale CMOS,

exploiting time-domain resolution is becoming more and more

popular over voltage-domain resolution due to the high-speed

of transistors and the reduced supply voltage. A time-to-

digital converter (TDC) quantizes the time-domain signal,
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represented, for example, by a time interval between two signal

transitions, into a digital signal, and becomes widely used

for jitter measurements [1], time-of-flight range finders [2],

space science instruments [3], all-digital phase-locked loops

(ADPLL) [4], and so on. In these applications, it is crucial to

have high-performance TDCs achieving high resolution, wide

dynamic range, and large signal bandwidth.

Various types of analog-to-digital converter (ADC) archi-

tectures have been suggested for exploitation in TDCs in

order to satisfy the aforementioned requirements. Just like

ADCs, the TDCs can also be classified into Nyquist-rate and

oversampling types. For Nyquist-rate TDCs, such as flash [5],

ring oscillator (RO) based [6], vernier [7]–[10], coarse-fine

two-step [11], [12], interpolation [13], [14], pipeline [15],

pulse shrinking delay-line [16], [17] and successive approx-

imation (SA) [18], [19], the mismatch of the delay cells

and nonlinearity of devices will degrade their resolution and

dynamic range. Therefore, randomization and calibration tech-

niques are often used to optimize their linearity [20]–[25]. For

oversampling TDCs, such as gated-ring-oscillator (GRO) [26],

vernier-GRO [27] and relaxation oscillator 16-TDC [28],

they achieve noise shaping by gating the oscillator and

preserving the sampled phase during the off-state. Because

the noise-shaping property is dependent on maintaining

the off-state phase, these TDCs are susceptible to leak-

age and charge injection which worsen with the nanometer

CMOS technology scaling. The switched-ring oscillator (SRO)

TDCs [29], [30], however, significantly suppress leakage and

charge redistribution by not gating the oscillator but by switch-

ing it between two frequencies. However, they still suffer

from the nonideal voltage-to-frequency transfer characteristic.

Since the quantization step of SRO TDCs is equivalent to the

stage-delay of the oscillator, a high sampling frequency or high

oversampling ratio (OSR) is also needed to achieve fine time

resolution, which will inevitably increase power consumption.

It is noted that the aforementioned noise-shaping TDCs

are based on the RO structure. In addition, the conventional

16-ADC approach can be applied to the TDCs by using

a time-to-voltage (T-to-V) converter as its preceding stage,

which converts a time interval of input to a correspond-

ing voltage level [31], [32]. As shown in Fig. 1(a), the

16-TDC includes an analog-intensive charge-pump (CP) cir-

cuitry and a noise-shaping 16-ADC. However, the nonlinear
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Fig. 1. Architecture of (a) ADC based TDC; (b) time-domain TDC.

T-to-V conversion is inevitable due to mismatches of up/down

current sources and the non-ideality of switching. Furthermore,

that analog-intensive TDC topology is also sensitive to PVT

variations and, as the technology scales down, it becomes less

attractive due to the reduced supply voltage.

An alternative implementation of noise-shaping TDC is

by applying signal processing functions, such as adder/

sub-stractor, register/unit-delay and accumulator, to time-

domain, as well as some digital signal processing algorithms

and ‘tricks’ that have digital or analog equivalents [15],

[33]–[35], as shown in Fig. 1(b). However, directly processing

the signal in time regime is still not feasible with cur-

rent technologies, therefore, the time information has to be

first converted into intermediate voltage or charge for local

processing, and then resumed by a V-to-T conversion. The

unavoidable nonlinearity of T-to-V conversion function, illus-

trated in Fig. 1(b), can be reversed by the following V-to-T

transformation if their transfer-functions are invertible:

t = f −1(v) = f −1{ f (t)}. This is advantageous in avoiding

errors and distortion in time-domain signal processing.

In this paper, we leverage a time-domain signal processing

technique to realize a 3rd-order noise-shaping TDC [31], [35].

It achieves 147 fs resolution within 2.5 MHz bandwidth when

a raw quantization step of 20 ps is used. The impact of

various noise sources in the noise-shaping TDC are analyzed,

as well as tradeoffs between linearity and noise performance.

We also demonstrate a measurement technique to character-

ize the noise-shaping TDC linearity and noise performance

without using expensive laboratory low-jitter signal sources.

Furthermore, a mismatch correction technique is proposed to

improve the two-step TDC linearity.

The remainder of this paper is organized as follows. First,

the time-domain signal processing techniques are explained

in Section II. The architecture and circuit implementation

of the two-step 3rd-order noise-shaping TDC are revealed in

Section III. Section IV investigates the noise and linearity

with regards to the conversion of voltage noise to jitter in

time-domain. Next, the TDC mismatch correction by means

of a histogram testing is discussed. Finally, the TDC measure-

ment techniques and the experimental results are presented in

Section V.

Fig. 2. Voltage transfer trajectory of switched-RC circuit.

II. TIME-DOMAIN SIGNAL PROCESSING TECHNIQUE

Time-domain signal processing is a type of signal process-

ing conducted on time intervals or widths of pulses by means

of fundamental operations, such as delay/shift, addition/sub-

traction and multiplication. The proposed concept is to convert

the input time interval into an intermediate voltage/charge,

process it, and afterwards, retrieve the processed time interval

from the final voltage/charge. For ease of understanding,

the scheme and voltage-transfer trajectory of a switched-RC

circuit are graphically shown in Fig. 2, where only the

high-to-low transition is considered. When the fully charged

capacitor C is switched from its original VDD voltage to the

ground via the resistor R, the transient voltage response can

be expressed as:

VC(t) = VDD(e−t/RC) (1)

and the inverse function of VC (t) can be obtained as:

t = −RC × In(VC

/

VDD) (2)

The tVTH in Fig. 2 is defined as the discharging time when

the transient voltage VC(t) crosses the threshold voltage VTH .

The concept of time-domain signal processing can be

described by the above switched-RC circuit exhibiting the

voltage transfer trajectory in Fig. 2. Initially, the capacitor C

is pre-charged to VDD. When the switch is then connected

to the resistor, the capacitor is being discharged through it

until the switch turns to hold at time t1. Then, the top plate of

the capacitor is left floating while holding the voltage VC(t1).

Up to this point, the scheme of Fig. 2 operates similarly to a

sample-and-hold (S&H) in a traditional ADC [36]. However,

the sampled voltage VC is not considered here as output but

only as an intermediate quantity. The held voltage on C is

thereby resumed to discharge when the switch is connected to

R again at time tAWK . As a result, the trajectory in Fig. 2 is

distinctly separated into four regions: pre-charge (ϕ1), pre-

discharge (ϕ2), hold (ϕ3), and residual discharge (ϕ4). Assum-

ing no leakage on the capacitor, the merging of voltage

transfer trajectories of the two separated discharging regions

(ϕ2 and ϕ4) is equivalent to the continuous one (without the

holding), as shown in Fig. 2. This intuitive conclusion can

be obtained from the time-invariant property of equation (2),

that is, regardless of the holding region, the discharging time

is dependent only on voltage (VDD and τ=RC are assumed

constant). Therefore, the discharging time is expressed as

tVTH1 − tVTH = tAWK − t1 (3)
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Fig. 3. Concept of time-domain (a) subtractor, (b) adder.

Given that tVTH and tAWK are constant, the above linear

function can be used to realize various linear algorithms.

The simple switched-RC circuit thus acts here as a basic

component. It can achieve different arithmetic operations in

time-domain.

A. Concept of the Time-Domain Subtractor and Adder

The time-domain subtraction in Fig. 3(a) is simply realized

by a couple of switched-RC circuits. The time difference,

1t , is obtained by separately applying t1 and t2 as t1 in (3),

and then subtracting the resulting tVTH2(t2) from tVTH1(t1) as

follows

1t = tVTH1 − tVTH2 = t2 − t1 (4)

Theoretically, the time-domain addition can be obtained

directly from the subtraction operation by, for example, revers-

ing the polarity of the t1 input in (4). However, in order

to ensure the discharging phase, that is t1,2 ≥ 0, a time

offset is inserted to each input as: t1 = tof f − t ′1 and t2 =

toff + t ′2. As shown in Fig. 3(b), the cross-connected input

of t ′1 makes the time interval its inverse element. As a result,

the equation (4) can be rewritten as

1t = tVTH1 − tVTH2 = t2 − t1 = t ′2 + t ′1 (5)

The time events tV T H1 and tV T H2, whose difference is the

output of the adder, can be detected in practice via the output

voltage comparison with the threshold voltage VTH .

B. Concept of the Time-Domain Multiplier

As indicated above, the time-domain ×2 multiplication can

be conceptually obtained from equation (5) if t ′1 = t ′2, that is,

the input time intervals are equal, and the sum of inputs can

be written as

1t = t ′2 + t ′1 = 2 × t ′1,2 (6)

Fig. 4. Time-domain 2n multiplier (a), accumulator (b).

As shown in Fig. 4(a), by cascading a number of n adders, a

time-domain 2n multiplication function can be expressed as

1t = 2 × 2 × . . . 2 × 2
︸ ︷︷ ︸

n

×t ′1,2 = 2n × t ′1,2 (7)

C. Concept of the Time-Domain Accumulator

The delay, which is introduced by the time holding oper-

ation, can be viewed as a time-domain register since the

result of addition/subtraction is temporarily stored as voltage.

Hence, a time-domain accumulator can be built with two

cascaded adders with each output feeding into an input of

the other [33]. Fig. 4(b) shows that one of the adders works

as a unit-gain register by setting one of the inputs to zero

(zero time difference). It is noted that the adder and register

are synchronized by tAWK , thus, a sequence of input time

differences can be accumulated as follows:

1t[k] =
∑n−1

0
t ′1,2[k] (8)

III. PROPOSED TWO-STEP FLASH-MASH 1-1-1 TDC

In this section, the proposed two-step TDC is first linearly

modeled in the discrete-time domain. With a MASH 1-1-1

architecture it exhibits high-order quantization noise shaping.

Next, the aforementioned time-domain signal processing

technique is applied to implement the noise-shaping TDC at

circuit level.

A. Structure of Two-Step Flash-MASH 1-1-1 TDC

The TDC can be modeled in z-domain since the

time-domain input is naturally in the discrete format.

Fig. 5 shows two 1st-order noise-shaping modulators:

delta-sigma (16) and error-feedback (EF). In each structure,

the quantizer is simply a single or multi-bit TDC and the

digital-to-time converter (DTC) of the same number of bits

converts the digitized TDC output back to the time-domain.

Rather than the DTC output itself as in the 16 loop, it is

the quantization error that is fed back to the input in the EF

configuration. Even with the unit-delay instead of the accu-

mulator, the signal and quantization noise transfer functions
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Fig. 5. Model of (a) 16, (b) error-feedback TDC.

of the EF configuration are algebraically equivalent to that of

16. By inspection of the EF scheme:

Y (z) = X (z) · z−1 + E(z) · (1 − z−1) (9)

where X (z) and Y (z) are the input and output of the EF

TDC, respectively, in z-domain. E(z) denotes the quantization

error. Observe that the signal is just delayed by one clock

period while the noise is high-pass filtered. In spite of the

equivalent transfer functions, the EF is preferred for the

MASH 1-1-1 configuration due to the simple implementation

of the unit delay and the DTC with an implicit time-domain

subtractor at the circuitry level. By contrast, in the 16 loop,

the quantization error needs to be extracted by an additional

circuitry.

The block diagram of the realized two-step noise-shaping

TDC is shown in Fig. 6. It is made up of two conversion stages:

flash (coarse) and MASH 1-1-1 (fine). The multi-bit flash

converter coarsely estimates the input time difference yielding

the MSB part, Y0, as well as the LSB part’s primary VI I I

and two intermediate outputs VI I,I . The implicit DTC0 then

converts the digital Y0 back to the time-domain signal, which is

then subtracted from the input to give the coarse quantization

error or residue. Next, the residue is finely quantized by

the 2nd stage MASH 1-1-1 noise-shaping converter, which is

configured by cascading three 1st-order EF modulators, which

are free from stability concerns [37]. Assuming ideal DTCs in

the flash and EF structures as well as the quantization errors

being of equal power, E2
0 = E2

1 = E2
2 = E2

3 , the output of

each stage (Y1−3) in MASH can be digitally post-processed

to cancel the quantization errors and to achieve higher-order

noise shaping. It is noted that the final primary output of

the overall TDC, VI I I , is a combination of the delayed flash

output, Y0 and MASH outputs, Y1−3, and is expressed as

follows:

Vn = U (z) · z−n + En(z) · (1 − z−1)
n
; n = 1, 2, 3. (10)

where n denotes the order of noise-shaping. The output

spectrum of MASH 1-1-1 TDC is clearly discernible in Fig. 6.

However, the noise floor remaining at the low-frequency

offsets cannot be shaped due to the fact that it is the device

noise, such as flicker and thermal noise. From another point

of view, the proposed TDC has a potential of high resolution,

since, in most of cases, the device noise is much lower than

the quantization noise [26]–[28].

Due to the nature of oversampling, the noise-shaping modu-

lators tend to be much slower than their Nyquist-rate counter-

parts. Hence, the applications of the noise-shaping modulator

are usually restricted to those requiring highlinearity albeit at

narrow bandwidths. One approach is through increasing the

sampling rate to broaden the bandwidth. Therefore, it needs

a small value of time constant τ=RC, which is shown

in equations (1) and (2), to speed up the processing of

time-domain signal. However, as shown in Fig. 2, a small

time constant τ leads to a reduction of the input range due to

a shrunk T-to-V conversion. In this work, the sampling rate is

extended via time-interleaved unit-delays, which is based on

multi-rate signal processing theory [38]. As shown in Fig. 6,

the unit-delay is replaced by two interconnected modulators

working in an interleaved fashion to each other and running

at the same clock (but opposite phases). The effective sampling

rate thus doubles the clock rate of each modulator. In other

words, one can achieve the required sampling rate not by

directly increasing the oversampling but by increasing the

number of modulators.

B. Circuit Implementation of Flash TDC

The block diagram of the 1st stage flash TDC is shown

in Fig. 7. A 4-binary-bit TDC with 15 2×td delay-time buffers

(td is equivalent to the inverter delay) quantizes the input

time difference while the multiplexer selects which one of the

residues should be passed forward to the 2nd stage. Note that

the flash TDC here acts also as a DTC; it was shown as two

separate signal-processing components in Fig. 6. Figure 7(a)

shows a buffer-based TDC in a single-ended arrangement.

It illustrates a problem caused by the lagged processing of the

DFFs array. That is, the detection of residue is slower than

its generation [43]. To avoid this dysfunction, an extra path

with N × td delays is added in Fig. 7(b) to compensate for

the required time of residue detection. Meanwhile, the DFF

outputs need to be shifted by the number of added delays, N,

to select the correct time residue.

The structure of delay chain is further shown in Fig. 7(c).

It consists of a transmission gate, two inverter strings and

realigning latches (i.e. cross-coupled inverters). The input

signal, start, is split into two complementary signals which

are ‘forced’ to align their opposite edges by the latches.

This dual-chain scheme conveniently provides both the 2×td
and 1×td rising-to-rising edge buffer delays. Consequently,

an appropriate offset, -td , can be added to the residue by

selecting the (N-1)th rising edge at the stop path while the

DFF array is still shifted by N (even number). This eases the

possible stability issue caused by the out-of-range residues,

which might exceed the input range of the noise shaping TDC.

The introduced offset can be easily compensated at the TDC

digitalized output. In this work, the 2×td delay is chosen in the

flash TDC and the td delay is used in the internal quantizer

of noise-shaping TDC, which will be discussed in the next

section.
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Fig. 6. Block diagram of two-step flash-MASH 1-1-1 TDC.

Fig. 7. (a) Conventional flash TDC; (b) Signal flow of detection and residue
generation path, conceptual solution. (c) Modified flash TDC.

C. Circuit Implementation of 1st -Order Noise-Shaping TDC

Fig. 8(a) shows the details of the 1st-order noise-shaping

TDC in the chosen EF configuration. It consists of a

time-interleaved (TI) adder/subtractor, a 1.5-bit internal TDC

and a 1.5-bit DTC. The TI adder/subtractor is realized using

two parallel identical units. Each of them consists of two-

way tristate inverters, capacitors, and switching/controlling

Fig. 8. Architecture of error-feedback TDC with time-interleaved
time-domain adder (a); transfer function of 1.5-bit TDC and DTC (b).

circuitry. For the TI operation, the noise-shaping TDC runs

at its full speed fS , which is equal to the input sampling

rate, while the de-multiplexer delivers the input samples to

the two-way time registered adder/subtractors, whose indi-

vidual operation frequency is reduced to half of fS . Then,

the multiplexer sequentially selects the output of each channel

to obtain fS , i.e., the full-rate output. A 1.5-bit internal TDC

with resolution of 2×td (20 ps) is used as a 2-step mid-tread

quantizer. Fig. 8(b) illustrates the transfer function and the

quantization error, Qerr , of the internal TDC. It is shown

that as long as 1T is limited between -3×td and 3×td ,

the error Qerr is between −td and td . The delay cell of td
is implemented as the same scheme in Fig. 7(c) to match with

the quantization step of flash TDC.
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Fig. 9. Timing of time-interleaved operation.

The timing generation of TI adder/subtractor is explained

in Fig. 9. It produces quadrature-switching controlling clocks,

G and AWK, at one half the input frequency. The inputs

IN1,2 and HLD1,2 are gated by the OR gates of the

de-interleaving de-multiplexer via the clock G/GB. The gated

inputs IN1,2_gated and HLD1,2_gated are thereby sequentially

sent to each TI adder/ subtractor according to the complemen-

tary phase of G and GB. Meanwhile, the clock AWK/AWKB,

which is in quadrature with G/GB, triggers and synchronizes

the outputs of TI adder/ subtractor. The interleaving multi-

plexer takes in values from these outputs in sequence to realize

the perfect recombination; i.e., the output is a delayed scaled

addition/subtraction of the inputs [39].

As explained in Section II, the time-domain signal process-

ing can be conceptually realized by a pair of switched-RC

circuits through the pre-charge, pre-discharge, hold and residue

discharge operations. In fact, τ=RC in Fig. 2 is not necessarily

a constant, as long as the trajectory of RC-circuit in (2) is still

considered time-invariant; for example, R can be a voltage-

dependent resistor. Therefore, as shown in Fig. 10, a tristate

inverter, whose on-resistance is variable with the instantaneous

voltage, can be used here to functionalize the equivalent switch

and resistor features. A triggered control circuit, consisting

of an edge-sensitive flip-flop and a multiplexer, triggers the

switch on and off under different phases of operation. Further-

more, VTH is determined by the threshold voltage of output

inverter. The discharging voltage crossing down VTH triggers

the inverter and generates a rising-edge transition.

To describe the operation of TI adder/subtractor, a 4-phase

flow diagram is introduced with periodic sequence in Fig. 10:

1) Pre-charge: Just before this operation, the lower NMOS

switch was set on, causing the tristate inverter to simply reset

the capacitor. After IN settles at ‘0’, the loading capacitor is

pre-charged to VDD . 2) Pre-discharge: The voltage on capacitor

starts to be pulled down from VDD when IN transitions from

‘0’ to ‘1’. Note that an appropriate RC constant is required

to ensure that the discharging voltage will not go below VT H ,

which could result in the mistaken triggering of output inverter.

3) Hold: The discharging process is suspended when the HLD

clock is triggered to turn off the switch. The time difference

between IN and HLD is converted into the temporary voltage

Fig. 10. (a) Phases of time-domain adder/subtractor operation and (b) the
waveform.

held on the capacitor. Due to the high input resistance of the

loading inverter, the stored charge is preserved. Observe that

even though IN is ‘1’ and the bottom NMOS is on, there is no

path for the current to flow to ground. 4) Residue-discharge:

the capacitor resumes discharging the residue voltage when

AWK turns the switch on and the output is triggered when the

discharging voltage goes down to VTH .

IV. NOISE AND LINEARITY ANALYSIS

The noise of TDC comes mainly from two sources: the jitter

introduced by the delay cells of the 1st stage flash TDC, and

quantization noise as well as device noise of the 2nd stage

noise-shaping TDC. As revealed in Fig. 6, the quantization

error of flash TDC is not visible at the output since it is

finely quantized by the noise-shaping TDC. However, the

accumulated jitter, which is the sum of jitter contributions from

many individual delay stages in the flash TDC, will appear

at the output without any filtering. If these jitter errors are

independent, then the standard deviation of their sum increases

as the square root of the number of delays being summed [40].

For the noise-shaping TDC, the quantization error E is pushed

to higher frequencies; however, any noise of the time-domain

adder/subtractor, DTC and input buffers, as shown in Fig. 11,

will directly appear at the TDC’s output, without any benefits

of noise shaping.

A. Jitter in Time-Domain Adder/Subtractor

In fact, the in-band noise of TDC is mainly contributed by

the tristate inverter of the time-domain subtractor and depends
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Fig. 11. Noise sources in the noise-shaping TDC.

Fig. 12. (a) Noise models of tristate inverter within different phases;
(b) voltage noise to jitter conversion.

on the charge/discharge current and the loading capacitance.

To simplify the analysis and make the results easier to inter-

pret, we will make the following assumptions regarding the

tristate inverter:

i) all noise sources are white and uncorrelated.

(ii) the tristate inverter is switched instantaneously.

(iii) the propagation delay of tristate inverter is much shorter

than the sampling period, TS .

(iv) when the voltage noise crosses down the threshold it

securely triggers the inverter [41].

For noise analysis, the tristate inverter can be modeled as

shown in Fig. 12(a). At the very beginning of phase ϕ1,

when the capacitor voltage is still low, thermal noise in

the PMOS transistor, MP , is represented by a noise current

source i2
n,P . The capacitor integrates this noise into voltage

over a time interval when MP works in saturation region.

Shortly afterwards, the resulting voltage noise as well as the

deposited noise at the end of phase ϕ4 decays exponentially

with RP C constant after MP enters the triode region (RP is the

channel resistance of MP in triode region). Generally, as long

as iii) holds, the aforementioned noise contributions vanish

when the capacitor is charged to VDD [40]. Prior to the ϕ2

switching event, the channel resistance of the MP pull-up

deposits initial noise on the capacitor. For simplicity, RP is

considered as constant. As RP C ≪ TS , the noise on capacitor

is

V 2
n,c(81) ≈

∞∫

0

i2
n,P ·

(
RP

1 + jωRPC

)2

d f

= 4K T gds0,p ·
R2

P

4RP C
=

K T gds0,p RP

C
(11)

where K is the Boltzmann’s constant and T is the absolute

temperature. The integration interval is conveniently chosen

for the ease of arithmetic simplification. The gds0,p is channel

conductance of MP at zero drain-source voltage [42]. Other-

wise, for general VDS , gds,p = 1/Rp ,

From phase ϕ2 to the threshold toggling point,

t1, in phase ϕ4 (except during ϕ3), the NMOS Mn1

and Mn2 transistors work respectively in saturation and

in triode with resistance of RN . As shown in Fig. 12(b),

the discharging of capacitor is stopped during the hold phase

ϕ3, hence, the voltage as well as noise are kept on the

capacitor. As a result, the integrated voltage noise can be

derived as with the ‘always switch-on’ tristate inverter since

no new noise is introduced in phase ϕ3. Thus, the noise

analysis can be simplified as in [43] and the power spectral

density (PSD) of current noise is

Sin ( f ) = 4K Tγ gds0,n · (
RN

1/gm,n + RN
)2

︸ ︷︷ ︸

Mn1 current nosie contribut ion

4K Tγ gds0,n · (
1/gm,n

1/gm,n + RN

)2

︸ ︷︷ ︸

Mn2 current nosie contribut ion

(12)

where the parameter γ is the noise coefficient. Given that Mn1

and Mn2 are the same and 1/gm,n ≈ RN , the equation can be

simplified as

Sin ( f ) = K T gds0,n(1 + γ ) (13)

The noise current integrates on the capacitor within a

discharge time interval, which is equivalent to the delay of the

loaded tristate inverter, td . In frequency domain, this can be

thought of as passing the noise through a linear block whose

transfer function is the Laplace transform of a rectangular

window of width, td [43]. In terms of the integrated voltage

noise

V 2
n,c(td ) =

1

C2

∞∫

0

Sin ( f )
∣
∣Wtd ( f )

∣
∣
2
d f

=
K T gds0,n(1 + γ )

2C2
td (14)

Conveniently assuming that the threshold voltage is VDD/2

and the discharge current is IN , then td can be expressed as
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follows:

td∫

0

IN

C
dt =

VDD

2
=> td =

CVDD

2IN

(15)

Jitter at the toggle point can be obtained from the square root

of voltage noise at threshold over the slope, IN

/

C .

σ j,TRI−INV

=

√

V 2
n,c(81)+V 2

n,c(td )

/

(IN

/

C)

=
1

IN

√

K T gds0,p RP C +
K T gds0,n (1 + γ ) CVDD

4IN

(16)

For short-channel MOSFETs operating in strong inversion,

a coefficient α = gm,N /gds0,n is introduced to capture the

drop of gm,N . The α is typically in the range between 0 and 1.

Substituting gds0,n with gm,N (≈2IN /(Vgs,N − VtN )) and RP

with gds0,p(≈ 1/RP) in (16), and assuming Vgs,N − Vt N =

VD D/2.

σ j,TRI−INV =
1

IN

√

K T C +
K T (1 + γ ) CVDD

2α(Vgs,N − VtN )

=
1

IN

√

K T (1 + γ + a) C

α
(17)

This is a compact expression for jitter caused by the

current noise integrating on capacitor C . Intuitively, it can

be understood that a sharp discharging can reduce the jitter

by increasing the current and decreasing loading capacitance

as well. However, this inevitably limits the dynamic range

due to the shrink of td as in (15). Fortunately, even for a

given dynamic range, the jitter can be also optimized by

proportionally increasing IN and C since the jitter increases

only as a square root of C in (17). In other words, if a

power consumption budget is specified, a tradeoff between

jitter performance and dynamic range needs to be considered.

Fig. 13(a) plots the simulated noise with Spectre noise

analysis using C=1.1 pF, IN =2 mA and fS=50 MHz. The

integrated voltage noise contributions of Mn1, Mn2 and MP

on the capacitor are separately shown within one period of

tristate inverter operation. In reality, the calculated jitter in (17)

is conservative since the integrated voltage noise, Vn,P of MP

decays in the residue-discharging phase, ϕ4. Fig. 13(b) shows

the simulated and calculated jitter across the capacitance C .

With γ=2/3 and α =0.45, the simulated result verifies that the

jitter increases with the square root of capacitance, as predicted

by (17). In addition, the optimization of jitter, which can be

achieved by increasing IN and C proportionally, is verified in

Fig. 13(c).

B. Jitter in Other Blocks

In applying the noise analysis to the entire noise-shaping

TDC, each noise source in Fig. 11 is obtained from Spec-

tre phase-noise simulations. The σ 2
j,BUF represents the jitter

introduced from the input buffers and built-in test circuit as

well as the de-multiplexer in Fig. 9. σ 2
j,TRIG denotes the jitter

caused by the triggered control circuit in Fig. 10(a). It is

Fig. 13. Contributions of integrated voltage noise on capacitor vs. time (a)
Integrated jitter vs. (b) C; and (c) IN with fixed ratio of C/ IN .

Fig. 14. Simulated jitter contributions.

noted that any external sampling jitter to the triggered control

circuit, such as the sampling clock or timing generator of

Fig. 9, will not degrade the jitter performance since the time

errors are correlated for the pair of tristate inverters. In other

words, the time errors caused by a common source can cancel

each other after the time difference or interval is measured.

The jitter of tristate inverter and DTC are represented by

σ 2
j,TRI−INV and σ 2

j,DT C , respectively.

As shown in Fig. 14, the jitter of 208 fs is obtained by

integrating noise from 1 kHz to 25 MHz, which is half of

the sampling frequency. The jitter can be transferred to phase

noise at the ‘carrier’ frequency of 50 MHz. Note that the

integrated jitter here is defined in terms of the edge-to-edge
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error since the output is a time interval. The σ 2
j,BUF , instead

of σ 2
j,TRI−INV , dominates the jitter performance if the tristate

inverter is properly designed. In fact, σ 2
j,BUF can be virtually

eliminated if the TDC is used as an internal block of, for

example, an ADPLL or TDC-assisted ADC. The flicker noise

at low frequency offset, as shown in Fig. 14, contributes less

than 10% of the total jitter. Therefore, equation (17) can

be used to manually calculate the jitter with a reasonable

accuracy.

C. Linearity of Time-Domain Adder/Subtractor

As mentioned in Section I, the linearity of time-domain

based TDC is theoretically superior to that of the charge- pump

based TDC since the T-to-V conversion is not required here to

be a linear function. Without a loss of generality, the function

of T-to-V and V-to-T can be expressed as v = f (t) and

t = f −1 (v), respectively. For the charge-pump, the time dif-

ference, 1t, is converted to a proportional voltage difference,

1v, as

1v = v1 − v2 = f (t1) − f (t2) = f (t1 − t2)
︸ ︷︷ ︸

linear system

= f (1t) (18)

The property of superposition is only satisfied if f (t) is a

linear system, which is not always valid in practice due to

the nonlinear characteristics of transistors. However, in the

proposed time-domain signal processing technique, a nonlinear

T-to-V conversion is used and expressed as

1v = v1 − v2 = f (t1) − f (t2) (19)

The instantaneous voltages v1 and v2 can be converted back

to 1t afterwards by applying f −1 (·) to v1 and v2 seperately.

The V-to-T conversion is expressed as

f −1 (v1) − f −1 (v2) = f −1 { f (t1)} − f −1 { f (t2)}

= t1 − t2 = 1t (20)

It clearly shows that the voltage difference, 1v, is not

the main concern but it is merely an intermediate quantity.

Equations (19) and (20) are only satisfied if f (·) is invertible

and f −1 (·) is unique, which means there is an exact one-to-

one mapping between t and v, or in other words, a monotonic

T-to-V conversion.

Another observation from (19) and (20) reveals that the

linear time-domain signal processing can be realized with non-

linear components. However, non-ideal effects of the switch

in the tristate inverter, such as channel charge injection,

charge sharing, clock feedthrough and capacitor leakage yield

voltage variance on the loading capacitor and hence lead

to the deterministic timing offset. The simulated integral

nonlinearity (INL) of time-domain adder/subtractor is obtained

by slightly offsetting the frequencies of two input clocks.

Interestingly, the INLs in Fig. 15(b) are largely independent

of loading capacitance. It can be understood that the voltage

variance is proportional to 1/C if parasitic capacitances of

MOSFETs are much lower than C [44]. The time error

Fig. 15. Voltage difference on holding capacitor (a), simulated INL of
time-domain adder/subtractor (b).

obtained from the voltage variance over the slope, IN

/

C ,

is thus independent of loading capacitance.

In fact, the voltage error caused by the non-ideal switch

manifests itself as a constant voltage offset and thus leads to

zero deterministic jitter for pair-like (i.e. pseudo-differential)

tristate inverters. However, as shown in Fig. 15(a), the holding

voltages VC1 and VC2 vary with the input time intervals, result-

ing in variance of IN or discharging slope between tristate

inverter pairs. Given that the following inverter is triggered at a

threshold voltage VTH =0.55 V, the dynamic range of VC1 and

VC2 is limited between 0.6 and 1.05 V. Fig. 15(b) indicates that

lower than 330 fs and 20 fs errors are achieved under an input

range of 740 ps and 20 ps, respectively. Since the input range

of noise-shaping TDC is only tens of picoseconds, the small

nonlinearity can be dithered by the device noise itself.

D. Mismatch Correction

In this two-step topology of TDC, the nonlinearity is mainly

dominated by the delay mismatch of the 1st stage (flash TDC).

The mismatch of MASH TDC in the 2nd stage, however,

usually causes minor input-independent offsets and neglectable

nonlinearities due to its small dynamic range and the high

linearity of the time-domain adder/subtractor, as shown in

Fig.15. In our previous work [45], the time-domain noise-

shaping TDC is used to calibrate the delay mismatch due to

its high linearity and resolution. In this work, a ramp input

sequence is generated for histogram testing of DNL and INL

as well as error correction [48].

Fig. 16 shows a histogram test and correction setup. A linear

ramp waveform, which slightly exceeds both ends of the TDC

range, is obtained by slightly offsetting the frequency between

the two input signals. A large number of samples of the flash

TDC are collected for the ramp waveform input, and the

numbers of occurrence of each code are tailed. If the TDC had

no DNL or INL errors, all codes would have equal probability

of occurrence and there should be the same number of counts
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Fig. 16. Mismatch correction based on histogram testing.

Fig. 17. Simulated PSD (a), and INL (b) of TDC with mismatch correction.

in each code bin. The real DNL for each code can be calculated

from the probability density function and normalized to the

flash TDC resolution. Once the DNL is obtained, it is added

to the flash TDC output for mismatch correction. It is noted

that the histogram test eliminates the effects of random noise

by averaging it out over each code bin.

To simulate the SNR and INL improvements at the top

level, a delay cell (20 ps) with a standard deviation of 300 fs

obtained from a Monte-Carlo analysis is applied to the flash

TDC. In Fig. 17(a), a 113-kHz, 252-ps peak-to-peak sinusoidal

time-domain signal is used as an input. The spectrum shows

that spurious tones, which are caused by the nonlinearity

of flash TDC, are attenuated after the mismatch correction,

Fig. 18. Block diagram of voltage-controlled delay line.

thus SNR is improved by 6 dB within a 2.5MHz bandwidth.

In order to verify the effectiveness of mismatch correction,

different ensembles of nonlinearities are applied. As shown

in Fig. 17(b), the linearity is effectively improved and INL is

performed within ±0.02 LSB/20ps.

V. EXPERIMENTAL RESULTS

The proposed noise-shaping TDC is fabricated in 40-nm

CMOS and occupies an active area of 0.08 mm2. The die

photograph of the prototype IC is shown in Fig. 23. It oper-

ates at 50 MHz from a 1.1V supply. The total consumed

power of the chip is 1.32 mW, which consists of 0.35 mW

for the first-stage flash TDC and 0.97 mW for the sec-

ond stage MASH 1-1-1 TDC (cascaded with three 1st-order

noise-shaping TDCs).

To be able to properly characterize the prototype, a time-

domain sinusoid signal input is generated on-chip. As shown

in Fig. 18, an array of NMOS transistors with capacitors is

added to the load of each delay cell. Two differential sinusoid

voltages are applied to modulate the resistance of the NMOS

transistors. In another words, the NMOS transistor is viewed

as a tunable resistor and the time constant of the series RC can

be adjusted by tuning the control voltage. Note that the delay

cells need to be designed with low noise and high enough

linearity to avoid degrading the TDC performance.

A. TDC Measurement Techniques

Measuring the performance of noise-shaping TDCs is chal-

lenging due to the difficulty in generating a linear and arbitrary

waveform in time-domain. Two measurement setups, as shown

in Fig. 19, are employed to characterize the noise and linearity

of the prototype TDC.

The first technique utilizes an on-chip delay modula-

tion (DM) by tuning the variable delay-lines as shown

in Fig. 19(a). The signal source is followed by a passive

low-pass filter to obtain a ‘pure’ single-tone signal. It is noted

that the jitter from the signal source is invisible for TDC due

to the correlation of noise, thus, the jitter requirement of the

signal source can be dramatically relieved. To verify it, a poor

jitter signal source is intentionally used to generate a fixed

time-interval as a dc input for the TDC. Fig. 19(b) reveals

that the intrinsic TDC noise is concealed by the source (two-

port) jitter, but it is clearly shown in spectrum when using

the on-chip DM technique. Due to the non-linearity of the

on-chip DM itself, especially under a large dynamic range,
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Fig. 19. TDC measurement setup with (a) on-chip DM technique; (b) mea-
sured spectra with one/two-port signal source; (c) off-chip DM modulation
technique.

this technique is, however, only feasible to measure noise

performance.

In the second technique, an off-chip DM is used to extend

the measurement range, as shown in Fig. 19(c). The ramp

input is generated by two signal sources with frequencies

f1(= 1/T1) and f2(= 1/T2), respectively. The time-step can

be set by offsetting frequency deviation 1 f = f1− f2. As (21)

and (22) show, given 1 f =1 kHz and T1 = 20 ns, the ramp

increases about 0.4 ps per step.

T1 + 1T =
1

f1 − 1 f
=

1

f1

(

1 − 1 f
/

f1

)

≈
1 + 1 f

/

f1

f1
= T1 + T11 f

/

f1 (21)

1T
/

T1 = 1 f
/

f1 (22)

The time deviation 1T is accumulated linearly until it sur-

passes the TDC detection range. Thus, this measurement

technique can achieve a large DM range without any penalty

of nonlinearity. The jitter of signal sources, however, will

be inevitably added to the TDC’s input thus degrading the

noise performance. Consequently, in this work, the on-chip

and off-chip DM techniques are applied to measure noise and

linearity performance, respectively.

Fig. 20. Measured PSDs. 65,536 pt FFT is performed with a Hanning window

and averaged for 4 sequential sequences: (a) 1st , (b) 2nd and (c) 3rd-order

noise-shaping at fs=50 MS/s; (d) 3rd-order noise-shaping at fs=100 MS/s.

B. TDC Measurement Results

Firstly, the on-chip DM test is performed to verify the

noise performance of the proposed TDC. A 28 kHz 12.4 ps

peak-to-peak time-domain sinusoidal input is generated by

tuning the differential control voltages. The measured output

power spectral density (PSD) for the 1st, 2nd and 3rd order

noise-shaping at fs=50 MS/s are depicted in Figs. 20(a-c),

respectively, where the shaped noise is clearly visible, with 1/f

flicker noise and thermal noise dominating at low frequencies.

From the measured output spectrums, the integrated noise

up to the signal bandwidth ( fBW = 2.5 MHz) for the 1st, 2nd

and 3rd order is 325 fsrms, 165 fsrms and 147 fsrms, respectively.

To achieve the same integrated noise level with the same

OSR, but assuming white noise PSD, it yields the equivalent

flash-TDC step of 1tres = 3.6 ps, 1.8 ps and 1.6 ps. The

proposed TDC can operate up to fs=100 MS/s in MASH

1-1-1 mode, as shown in Fig. 20(d), where 160 fsrms integrated

noise with 5 MHz band-width are achieved and the equivalent

step is equal to 1.7 ps.

Secondly, the off-chip DM test is employed to measure the

linearity of the proposed TDC. A ramp input is generated by

using 50 MHz and 50.001 MHz clocks. The INL is obtained

by subtracting the TDC’s output from the ideal ramp and

then filtering by a 2.5 MHz low-pass filter. The measured

transfer curve and INL for the MASH 1-1-1 mode are shown

in Fig. 21, where an INL of ±0.07 LSB/20 ps or ±1.4 ps is

achieved when a full-scale input of 320 ps is applied. Other

TDC nonlinearity calibration methods are also possible, such

as [4], [49].

The nonlinearity of the 1st stage flash TDC can be reduced

by applying the aforementioned mismatch correction tech-

nique in Section IV. The output of flash TDC in Fig. 22(a)

is collected and the number of occurrences of each code

(i.e., histogram) are shown in Fig. 22(b). The result of prob-

ability density function can be improved by increasing the

number of samples, for example, ×10 samples in Fig. 22(c).
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TABLE I

PERFORMANCE SUMMARY AND COMPARISON WITH STATE-OF-THE ART NOISE-SHAPING TDCS

Fig. 21. Measured transfer characteristics of the noise-shaping TDC: (a) TDC
output; (b) INL.

The mismatch is obtained through subtracting the number

of samples of each code from the ideal one (in case of

even distribution), then normalized and added to flash TDC

output for mismatch correction. Fig. 22(d) shows the INL is

improved to ±0.03 LSB/20ps or ±0.6 ps, which is mainly

limited by the device noise and nonlinearity of the 2nd stage

noise-shaping TDC. The TDC efficiency is 0.15 pJ/step for

2.5 MHz bandwidth.

The performance of the proposed TDC is summarized

and compared with recent state-of-the-art noise-shaping TDCs

in Table I. Note that, as explained in [28], the maximum input

amplitude of an RO-based TDC is limited only by the depth of

counter or accumulator, which can be extended to arbitrarily

enlarge the effective TDC range. Therefore, to compare FoM

fairly, only 2π radians of the input range are considered

since the phase wrapping around 2π is accounted for by

the counter in [26], [29]. In this fair way, the FoM of this

Fig. 22. Measured transfer characteristics of the 1st-stage flash TDC: flash
TDC output (a); histogram of delay distribution with (b) 800 points and
(c) 8000 points. (d) INL of the two-step TDC with and without mismatch
correction.

work is improved by one order-of-magnitude compared with

TDCs having similarly fine single-picosecond-level resolution

(i.e., [26]). It is also worth noting that references [28] and [29]

produce an even worse resolution than a single inverter can

provide in the given technology.
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Fig. 23. Chip micrograph of the proposed TDC.

VI. CONCLUSIONS

We have presented a two-step flash-16 TDC by employing

the time-domain signal processing technique, which is capable

of storing, adding and subtracting of time information. The

measured TDC displays a 3rd-order shaping of quantization

noise and achieves 147 fsrms integrated noise or 1.6 ps equiv-

alent flash resolution within 2.5 MHz bandwidth. Operating

at a 50 MHz sampling frequency, the power consumption is

1.32 mW from 1.1 V. We also demonstrated an off-chip mis-

match correction technique to linearize the 1st stage flash TDC.

The INL of proposed two-step TDC is only ±0.03 LSB/20ps

or ±0.6 ps.
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