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A time-stepping method for relay systems 

W.P.M.H. Heemels’ M.K. Camhbe12, J.M. Schumacher3 

Abstract 

In this paper we will analyze a time-stepping method 
for the numerical simulation of dynamical systems contain- 
ing Coulomb friction or relay characteristics. Time-stepping 
techniques replace the original dynamical system by a se- 
quence of algebraic problems, that have to be solved for each 
time-step. For relay systems the one-step problem can be re- 
formulated as a linear complementarity problem for which 
a wide range of solution algorithms already exists. As the 
event times at which the relay switches are “overstepped,” the 
consistency of the method in the sense of the convergence of 
a sequence of approximations to an actual solution of the re- 
lay system can be put into question. However, in this paper 
we show that the proposed method is consistent even in the 
case that the event times accumulate (Zeno behavior). By an 
example we will illustrate how the method deals with Zen0 
trajectories. 

1 Introduction 

Simulation is a common tool (and final escape) when an- 
alytical. solutions or properties of model equations cannot 
be derived. It is recognized that new techniques are re- 
quired for approximating the solution trajectories of hybrid 
systems. Simulators and languages like Chi (x) [2], Mat- 
lab/SimulinWStateflow, Modelica [ 181, OmoldOmsim [ 11, 
Psi [4] and SHIFT [8] have recently been developed or added 
hybrid features to their existing simulation environments. 
Most of the mentioned hybrid simulators can be categorized 
as event-driven methods according to a classification made 
by Moreau [19] in the context of unilaterally constrained 
mechanical systems. 

Event-driven methods are based on considering the simu- 
lation interval as a union of disjoint subintervals on which the 
mode (active constraint set) remains unchanged. On each of 
these subintervals we are dealing in general with digerential 
andalgebraic equations (DAE), which can be solved by stan- 
dard integration routines (DAE simulation). As integration 
proceeds, one has to monitor certain indicators (invariants) 
to determine when the subinterval ends (event detection). At 
this event time a mode transition occurs, which means that 
one has to determine what the new mode will be on the next 
subinterval (mode selection). If the state at the event time is 
not consistent with the selected mode, a jump is necessary 
(re-initialization). The complete numerical method is based 
on repetitive cycles consisting of DAE simulation, event de- 
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tection, mode selection and re-initialization. 
The idea of smoothing methods is to approximately 

replace the nonsmooth relationships by some regularized 
ones [19] (see also [12] in which the term “regularization” 
is used). As an example in a mechanical setting, a non- 
interpenetrability constraint will be replaced by some stiff 
repulsion laws and damping actions which are effective as 
soon as two bodies of the mechanical system come close to 
each other. The dynamics of the resulting approximate sys- 
tem is then governed by differential equations with sufficient 
smoothness to be handled through standard numerical tech- 
niques. Discrete modes do not really exist anymore, so event 
detection and mode selection are not necessary. Instanta- 
neous jumps are replaced by (finitely) fast motions, so also 
the problem of re-initialization disappears. A drawback of 
this method is that an accurate simulation requires the use of 
very stiff approximate laws. The time-stepping procedures 
have to resort to very small step-length and possibly also 
have to enforce numerical stability by introducing artificial 
terms in the equations [19]. This results in long simulation 
times and the effect of the artificial modifications may blur 
the simulation results. 

Time-stepping methods replace the describing equations 
directly by some “discretized” equivalent. Numerical inte- 
gration routines are applied to approximate the system equa- 
tions involving derivatives and all algebraic relations are en- 
forced to hold at each time-step. In this way, one has to solve 
at each time-step an algebraic problem (sometimes called the 
“one-step problem”) involving information obtained from 
previous time-steps. In contrast with event-driven methods, 
time-stepping methods do not determine the event times ac- 
curately, but “overstep” them, which puts the consistency of 
the method into question. 

In this paper we will study linear dynamical systems 
coupled to relay switches. Such relay systems attract a lot 
of attention as they are used in many control schemes and 
are suitable for modeling friction in mechanical systems. In 
relay systems one may observe chattering and even when the 
sliding mode is modeled explicitly (as described by Filip- 
pov [9]), the system may display an infinite number of relay 
switches (mode transitions) in a finite interval (see the ex- 
ample in Section 3 below). This so-called “Zeno behavior” 
causes difficulties for simulation methods, especially if one 
uses an event-driven methodology. In [ 121 one proposed sev- 
eral techniques to extend simulations beyond the Zen0 time: 
regularization (called smoothing in the discussion above), 
averaging and Filippov extension (suggested in the context 
of relay systems also in [ 171). The example in Section 3 will 
show that Filippov extension does not always yield a feasible 
option as Zen0 behavior is still present in spite of introducting 
additional modes corresponding to sliding regimes. Arriv- 
ing at the Zeno point still requires simulation with an infinite 
number of mode (relay) switches, which leads to numerical 
difficulties. Smoothing of the non-Lipschitzian relay char- 
acteristic may be an option. However, this route is not taken 



here. A related paper [5] investigates this method for electri- 
cal networks with ideal diodes. The connection to the work 
described in this paper lies in the fact that linear comple- 
mentarity systems [lo, 211, a subclass of hybrid dynamical 
systems, form a superclass of both linear electrical circuits 
with diodes and linear relay systems. 

In this paper we will study an alternative method based on 
time-stepping that can handle Zen0 behavior for (linear) relay 
systems. In particular, the question of consistency will be of 
interest: Will the approximations converge to the solution 
of the original relay system and in what sense? For linear 
complementarity systems the answer to this question is in 
general “no” (see the example in [6]). However, in the case of 
linear relay systems consistency can be proven under certain 
additional assumptions. Moreover, the example in Section 3 
will be discussed in some detail to show how the proposed 
method deals with Zeno behavior. 

2 Linear relay systems 

In this paper, we will be interested in systems given by 

i ( t )  = A x ( t )  + Bii( t )  (la) 
jqt)  = C x ( t )  + Dii(t)  (1b) 

iii(t) = sgn(-ji(t)) (IC) 

with i ( t )  E Rk, x ( t )  E E”, j ( t )  E Rk and A ,  B ,  C and 
D matrices of appropriate dimensions. Each pair ( - j i ,  i i i )  
(note the minus sign in front of ji) satisfies an ideal relay char- 
acteristic U i  = sgn(-ji), where “sgn” denotes the signum 
relation as depicted in figure 1. Sometimes, we will also 
write ( - j j i ,  i i i )  E Frelay. 

Figure 1: The i-th relay characteristic. 

3 Example 

A time reversed version of a system studied by Filippov [9, p. 
1161 (also mentioned in [lo, 16,221) is given by 

i 1  = -sgn(xd + 2 s g n W  (2a) 
i 2  = -2sgn(xl) - sgn(x2). (2b) 

Solutions of this piecewise constant system are spiraling to- 
wards the origin, which is an equilibrium. Since & (1x1 ( t )  I + 
I x? ( t )  I) = -2 when x ( t )  # 0 along trajectories x of the sys- 
tem, solutions reach the origin in finite time (see Figure 2 for 
a trajectory). However, solutions cannot arrive at the origin 
without going through an infinite number of relay switches 
(mode transitions). Since these mode switches occur in a 
finite time interval, the event times contain an accumulation 
point (i.e. the time that the solution reaches the origin) after 
which the solution stays at zero. 

It may be clear that an event-driven methodology will not 
produce a good approximation, since the method can in pnn- 
ciple not simulate beyond the accumulation point. Hence, 
one has to take recourse to some other techniques. 

Figure 2: Trajectory with initial state (2, 2)T 

. 4 The Backward Euler time-stepping method 

For the numerical simulation of a (linear) relay system we 
propose the use of time-stepping methods as used in a me- 
chanical context in [20, 231 and for electrical circuits in 
[14, 151. The particular method considered here is based 
on applying the well-known Backward Euler scheme to the 
differential equations and imposing, the relay characteristic 
on every time-step. This converts (1 ) into 

where h is the chosen step-size (assumed to be constant for 
ease of notation) and ii j , x j  and j j  denote the approximations 
at time instant t j  = j h ,  j = 0,  l,;!, . . . . The relations (3) 
result in the following algebraic onestep problem, that must 
be solved for every time-step: 

The update for the state variable follows now from 

Given an initial state x ( 0 )  = xo, the scheme starts by setting 
xj  := xo and j := 0. Solving the one-step problem for j as 
given in (4) results in i i j+l and j j + l .  Next we can determine 
x j + l  from (5) as x j  and U j + l  are known. The counter j can 
be increased resulting in a new one-step problem ( j  := j + 1). 
This cycle is repeated till the desired end time T is reached 
(i.e. j h  2 T ) .  For a given step-size h this procedure results 
in a sequence of approximations (provided the one-step prob- 
lems are solvable) {ii!}, [xjh}, {Fjh} for j = 1 , 2 , .  . . , [$l 
with denoting the smallest integer larger than or equal 
to E .  Hence, we can define a family of approximations as 
a function of the step-size h.  The functions ( i ih ,  x h ,  j h )  are 
defined on [0, TI as the piecewise constant functions defined 
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5 Complementarity framework 

Next we discuss two methods to rewrite the one-step problem 
(4) as a so-called linear complementarity problem. 

Definition 5.1 (Linear complementarity problem) Given 
a matrix M E Rkxk and a vector q E Rk, LCP(q, M )  
denotes the problem of finding U, y E R" such that 

y = q + M u  (7a) 
0 6 y  I u z o ,  (7b) 

where y l u  indicates orthogonality of y and U, i.e. y T u  = 0, 
and the inequalities should be understood componentwise. 
The equations (7b) are called complementarity conditions. 

It is well-known that a relay characteristic can be refor- 
mulated in terms of LCPs (see e.g. [ 13,16,20]). In this sec- 
tion we will discuss two methods. One method will be used 
to prove unique solvability of the one-step problem (under 
suitable conditions). The other will be utilized for showing 
consistency and for numerical implementation. 

5.1 Solvability of the one-step problem 
The first method is described in e.g. [16]. There it is 

stated that (-vi, U i )  E Frelay (or U j  = sgn(-ji)) for all i is 
equivalent to 

Ya - Yb = j @a> 
u a = e + i i  (8b) 
U b = e - i  (8c) 
0 < u a l y a  > 0, 0 6 Ublyb  > 0, ( 8 4  

where e denotes the vector (of any dimension) with all com- 
ponents being equal to one. 

Combining (3) and (8), defining q := C(Z - Ah)-'x,  
and G := C(h-'Z - A)-'B + D ,  and finally assuming 
that G ( h - ' )  is invertible, we obtain the LCP (omitting the 
subscripts for brevity) 

Definition 5.2 A square matrix M is called a P-matrix, if all 
its principal minors are (strictly) positive, i.e. all determinants 
of the submatrices M I [  := (Mij)icI, j E I  are positive. 

Theorem 5.3 [16] If G is a P-matrix, then the linear com- 
plementarity problem (9) is uniquely solvable for  arbitrary 
4 .  

The corresponding corollary for the time-stepping 
scheme is the following. 

Corollary 5.4 Consider the relay system (1)  and suppose 
that G(s) := C(sZ - A)- 'B  + D is a P-matrix for  all suf- 
ficiently large s E R. The one-step problem (3) (or  equiva- 
lently (9)) resulting from applying the time-stepping method 
based on Backward Euler is uniquely solvable for  arbitrary 
X j  and all h suficiently small. 

5.2 Numerical scheme 
To approximate the solution to the relay system, one 

could recursively solve (4) by just trying all possibilities of 
the relay characteristic (exhaustive search) at each time-step. 
Since each relay has three branches, this amounts to 3k pos- 
sibilities that have to be checked. 

An alternative is the use of LCPs. Although the LCP 
is NP-hard, which indicates an exponential growth of com- 
puting time as a function of the size of the problem ( k )  (in 
worst case), the available algorithms have proven to work 
well in practice and are used for a wide range of applications 
for simulation of electrical circuits [3,14,15] and rigid body 
dynamics [20,23]. 

The reformulation of the one-step problem (4) into an 
LCP of the form (9) is only valid under the assumption of 
invertibility of G(h- ' )  for sufficiently small h > 0. In this 
subsection we will show an alternative modeling method due 
to Van der Schaft and Schumacher [22] that has two advan- 
tages. Firstly, the condition of invertibility is not needed. 
Secondly, it avoids inclusion of algebraic constraints in the 
system equations, which would complicate the use of the 
consistency results of [6] needed in Section 7. The statement 
(-ji, i i i )  E Frelay for all i is equivalent to 

u' = ;(e - U) 
y b = h ( e + i >  

- j = y a - U b  t 10c) 
0 6 ua'lya 3 0, 0 6 u"yb 2 0. 

t loa) 

(lob) 

( 1 Od) 

Note that U: = 0 and yp = 0 cannot occur simultaneously 
because of (loa)-( lob). This implies due to the complemen- 
tarity (10d) that either yp = 0 or U: = 0 must be true. As a 
consequence of (~OC), we obtain that yy = max(0, -ji) and 
U! = "(0, j i ) .  Moreover, it follows that U = e - 2u" and 
yb  = e - U". The one-step problem (4) can thus be rewritten 
as 

and the update of the state is given by 

Note that solvability of (4) and (1 1) are equivalent. Due 
to the relation between (4) and (9) Corollary 5.4 also applies 
to (1 1) under the conditions stated. 

6 Linear complementarity systems 

The modeling of (10) can be directly applied (before any 
discussion on approximation schemes) to the relay system 
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(1) to obtain the following dynamical extension of the LCP: 

f = Ax + B e  - 2Bua (134 

(i>=( e De ) + ( A ) ( $ ) (13b) 

0 < u a l y a  2 0,  0 < u b l y b  2 0. ( 13c) 

The general form of such system descriptions is given by 

i ( t )  = i x ( t )  + bu(t )  + f (14a) 
y ( t )  = Cx( t )  + b u ( t )  + j  (14b) 

0 < Y(t> 1 u ( t )  2 0, (14c) 

and called a linear complementarity system (LCS). Systems 
of this form have been introduced in [21] and were studied 
further in e.g. [6,10,16]. 

7 Consistency of time-stepping for linear relay systems 

By applying Backward Euler to the LCS (14), we obtain 
the one-step problem 

Applying this Backward Euler time-stepping scheme to 
the LCS (13) obtained from the complementarity reformu- 
lation of (1) yields the approximation scheme from subsec- 
tion 5.2, i.e. the one given by (1 1) and (12). Hence, the 
order of complementarity reformulation and application of 
the time-stepping scheme to (1) is irrelevant for the resulting 
approximation scheme. 

In [6] the consistency - indicating the existence of a se- 
quence of approximations that converges to an actual solution 
trajectory of the original system description with the same 
initial condition - of time-stepping methods has been inves- 
tigated for linear electrical networks with ideal diodes. One 
should be cautious in applying a time-stepping method to a 
general LCS (or other multimodal or hybrid systems). This 
is illustrated by an example of a triple integrator connected 
to complementarity conditions for which it has been shown 
that the approximations are not even bounded (see [6]). As 
a consequence, verification of the numerical scheme in the 
sense of showing consistency is needed. 

For the Backward Euler time-stepping method the fol- 
lowing fairly general result has been proven for LCS in [6]'. 

'The result stated in [6] is more general in the sense that it even includes 
the possibility of impulsive motions, i.e. D m c  delta distributions, and the 
corresponding re-initializations in the solution trajectories. 

Theorem 7.1 Consider the LCS given by (14) such that the 
one-step problems given by (16) alie uniquely solvable for 
all suficiently small h. Let T > 0 and xo E R" be given. 
Also let (uh,  xh ,  yh )  E L2[0, TI be the piecewise constant 
approximations obtained for step-si:ie h and initial state xo 
as in (6). Suppose that there exists an a! > 0 such that 
lluh 11 < a! for all suficiently small h, where 11 . 11 denotes 
the L2-norm. Suppose that b is nonnegative definite (not 
necessarily symmetric). Then the following holds for any 
sequence (hk} of step-sizes that converges to zero. 

1. There exists a subsequence { I l k l }  E (hk} such that 
(uhkl, yhki) converges weakly in L2[0, TI tosome ( U ,  y )  
and xhk/ converges in L2[0, TI to some x. 

2. The triple (U, x ,  y )  is a solution to the LCS (14) on 
[0, TI for initial state xo in the sense that for almost all 
t E (0, T )  / 

3. rfthe solution (U, x ,  y )  is unique for the initial state xo 
in the sense of (18), then the sequence (uhk, y h k )  as such 
converges weakly to ( U ,  y )  and xhk converges to x. 

This theorem will be applied to the relay system (1) by 
converting it to the LCS in (13). 

Theorem 7.2 Consider the relay system ( I )  and suppose that 
G(s )  := C(sZ - A)-l B + D is a P-matrix for all suficiently 
large s E IR and D is nonnegative dejinite2. Let T > 0 and 
xo E R" be given. Let {hk] converge to zero and consider 
the piecewise constant approximations (iihk, xhk, j + k >  given 
by (6). Then the following holds for any sequence (hk} of 
step-sizes that converges to zero. 

There exists a subsequence {hkl} {hk] such that 
( U h k / ,  j h k / )  converges weakly in L2[0, TI to some ( U ,  J )  
and xhkl converges in L2[0, TI to some x. 

The triple (ii, x ,  J )  E L2[0, TI is a solution to the relay 
system ( I )  on [0, TI with initial state xo in the sense that 
for almost all t E [0, TI 

If the solution (U, x ,  j )  E L2[0, TI is unique for the 
initial state xo in the sense of (19), then the complete 
sequence (uhk, yhk) converges weakly to ( U ,  y )  andxhk 
converges to x. 

'If D is symmetric the last condition can be dropped, since it is then 
implied b y  the first. See page 147 in [71. 
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Proof: From Corollary 5.4 we obtain that the one-step problems 
are uniquely solvable for sufficiently small h. Moreover, if D is 
nonnegative definite, then the b-matrix of the corresponding LCS 
(13) is also nonnegative definite. Hence, we only have to show 
the uniform boundedness of the approximations ua,h and ubqh as 
appearing in (11) and (13) in the sense of L2[0, TI. It is clear 
that there exists an MI such that lliihlloo Q MI for all h as all 
components of iih are contained in [-1, 11. Here iih denotes the 
approximation of ii for step-size h and II + llm is the Looto, TI-norm. 
The equations (lOa)-(lOb) yield now that also IluaSh 1100 Q M2 and 
I l y b * h l l ~  Q M2 for all h.  Since there exist a > 0 and B > 0 
such that II(J - Ah)-’ll < 1 + ah < B for all sufficiently small 
h,  we obtain from (12) that there exists a constant y > 0 such that 
I l~ jh+~ II Q (1 + yh)llxjhll for all sufficiently small h .  This yields 
the existence of an M3 such that llxjhII 6 M3 for all sufficiently 
small h and all j = 1.2, . . . , r f1  (see the proof of Lemma 6.16 
in [6]). Since Yjh = Cxjh + 0.3 andxh, E h  are uniformly bounded 
in h,  it follows that the approximations satisfy llj$II < M4 for all 
sufficiently small h and all j = 1,2, . . . , [El. Fromthe discussion 
after ( I O )  it follows that y“ = max(0, -7) and ub = max(0,j~) 
(interpret “max” componentwise), so these quantities are uniformly 
bounded in h.  Hence, we showed boundedness of 1 1 ~ “ ~ ~  lloo ,and 

I I U ’ , ~  llm for all sufficiently small h and consequently the required 
L2[0, TI-boundedness. This completes the proof, since we can 
apply Theorem 7.1 and immediately translate all results from the 

0 LCS to the original relay system. 

Note that the theorem also guarantees the global exis- 
tence of a solution to the linear relay system under the as- 
sumptions stated. 

8 Example 

The example of Section 3 can be written in the form (1) with 

A = D ’ ( O  0 0  o ) ; B = ( 2  1 -2 ) ; C = ( h  y ) ,  
Note that G(s )  = C(sZ - A)- ’B  + D = C B ;  is a P-matrix 
for all s > 0. Hence, the theorem above guarantees the 
existence of a sequence of step sizes for which the corre- 
sponding approximations converge to an actual solution of 
the relay system given an initial state. Although in [ 161 the 
uniqueness of solutions has been proven for relay systems 
under the condition that G(s )  is a P-matrix for sufficiently 
large s, the kind of uniqueness does not correspond to the L2- 
uniqueness as formulated by (19). The reason is that in [ 161 
left-accumulations (see [ 111) of events are excluded in the 
solution concept (which we will denote by “forward sense”). 
Hence, convergence of any arbitrary sequence of approxima- 
tions cannot be concluded in general from Theorem 7.2 item 
3. 

The difference between the L2- and the forward sense 
uniqueness can be illustrated best by considering the time- 
reversed version of the system in Section 3 (which is then the 
original example in [9, p. 1161) given by 

Ri = sgn(xl) - 2sgn(xz) (20a) 
R2 = 2sgn(xl) + sgn(x2). 

This system has (infinitely many) solutions in the sense of 
(19) corresponding to initial state xo = 0. To see this, ob- 
serve that infinitely many solution trajectories in (2) reach the 

origin in finite time (e.g. the trajectory depicted in Figure 2). 
The time-reversed trajectories satisfy (20) in the L2-sense 
of (19) with the origin as initial state. These trajectories 
start with a left-accumulation point of events at the initial 
time (see [l 11 for more details). Note that the zero trajec- 
tory satisfies (20) in L2-sense as well. However, the solution 
concept in “forward sense” as used in 1161 allows only the 
zero-trajectory for initial state xo = 03. These phenomena 
might obstruct the uniqueness needed to apply Theorem 7.2 
item 3, which would guarantee the convergence of any arbi- 
trary sequence of approximations. However, for the example 
at hand (2) L2-uniqueness can be proven and consequently, 
convergence of any sequence of approximations is guaran- 
teed. 

We return now to the simulation of (2) by the Backward 
Euler time-stepping scheme. The discretization (3) results 
for (2) in 

This problem has to be solved for given x1.j and x2,j in 
the unknowns xl,j+l and x2,j+l. Considering the three 
possibilities for each relay characteristic yields nine (dis- 
crete) possibilities. Since the problem is uniquely solvable 
for each combination of x1.j and x2.j according to Corol- 
lary 5.4, the nine areas lead to a partitioning of the state 
space (see also [22, p. 301). One of the nine possibilities 
is the case where X l , j + l  = 0 and x2,j+l = 0 (both relays 
will be in the middle branches (“sliding modes”)). We can 
derive necessary and sufficient conditions on XI,,, x2.j for 
this being the right mode. The conditions follow from (21) 
by realizing that the values of Ul , j+ l  := -sgn(xl,j+l) and 
U2,j+1 = -sgn(x2,j+i) mustbe containedin [-1, 11. These 
conditions correspond to the central area in Figure 3. 

Figure 3: Partitioning of plane by relay system. 

Hence, if the previous state XI,,, x2.j lies in this central 
area, the new state will be the origin. The figure shows that 
the discretized system behaves like the original continuous 
system except in the vertical and horizontal strips that do not 
have much influence on the solution trajectory. Only in the 
central area the behavior of the discretized and the original 
system differ considerably. The discretized solution “jumps” 
to the origin in one discrete step, while the continuous solu- 
tion continues to go through (infinitely many) mode changes 

31nterestingly, the Backward Euler time-stepping scheme applied to this 
Filippov example generates only zero-trajectories as approximations starting 
from the origin. Hence, this discretization method might inherently use 
some “forward sense” as well. 
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at an increasing speed. After the discretized system jumps 
to the origin, it stays there. Hence, the discretized system 
reaches the origin in finitely many steps. The theory pre- 
sented above guarantees that each sequence of approxima- 
tions converges to the unique solution of the original system. 

We simulated the above system for the step-sizes h = 
1, h = 0.1 and h = 0.01 and initial state (2,2)T. The 
simulation results can be found in Figure 4. 

j j 1  
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Figure 4: Simulation of the xl and x2 trajectories for h = 1 (top), 
h = 0.1 (middle) and h = 0.01 (bottom). 

For h = 1 the origin is reached within two steps. For 
h = 0.1 the system is at time 1.8 exactly in the origin, while 
for h = 0.01 this occurs at time 1.9. For decreasing step 
sizes this value gets closer and closer to the exact accumula- 
tion point 2 for the original system. Note that the simulation 
is exact beyond time 2 for all step sizes. The time-stepping 
method is able to deal with the Zen0 behavior in this example 
satisfactorily. Moreover, the convergence of the approxima- 
tions has been guaranteed. 

9 Conclusions 

In this paper we proposed and analyzed a time-stepping 
method for simulating a class of hybrid dynamical systems, 
to wit linear relay systems. One motivation for considering a 
time-stepping method instead of an event-driven method, as 
is more usual in the context of hybrid systems, is the possible 
occurrence of Zen0 behavior. A relay system exhibiting this 
kind of phenomena was presented in Section 3. In spite of the 
possible presence of Zen0 trajectories and the fact that event 
times are overstepped, a formal proof of the convergence 
of the approximations to an actual solution of the linear re- 
lay systems was given under certain additional assumptions 
(which guarantee well-posedness in “forward sense”). This 
justifies the use of the method and shows that it is an al- 
ternative technique for simulating systems exhibiting Zen0 
behavior. This has been demonstrated by an example as well. 

The consistency that we showed in the paper guaranteed 
the existence of a sequence of step-sizes such that the cor- 
responding approximations converge to the actual solution 
trajectory. To obtain that any arbitrary sequence of approxi- 
mations converges, it is sufficient to prove L2-uniqueness of 
the solutions to the relay system. Unfortunately, uniqueness 
in the sense of L2 does not necessarily hold when uniqueness 
in “forward sense” is true as shown by Filippov’s example 

(20). Under conditions related to passivity, L2-uniqueness of 
solutions to linear complementarity systems has been proven 
in [lo, Ch. 51. 

References 

[ l ]  M. Andersson, S.E. Mattsson, D. Biiick, and T. Schontal. Omsim - 
An integrated evironment for object-oriented modelling and simulation. In 
Proceedings of the IEEWFACjoint symposium on Computer-Aided Control 
System Design, Tucson, Arizona, pages 285-290,1994. 
121 D.A. van Beek, S.H.F. Gordijn, and J.E. Rooda. Integrating 
continuous-time and discrete-event concepts in modelling and simulation 
of manufacturing machines. Journal of simulation practice and theory, 
5:653-669, 1997. 
[3] W.M.G. van Bokhoven. Piecewise Linear Modelling and Analysis. 
Kluwer, Deventer, the Netherlands, 1981. 
[4] P.P.J.vandenBosch, H. Butler,A.R.M.Soeterboek,andM.M.W.G. 
Zaat. Modelling and simulation with PSUc. BOZA Automatisering BV, 
Nuenen, The Netherlands, 1995. 
[51 M.K. Camlibel, M.K.K. Cevik, W.P.M.H. Heemels, and J.M. Schu- 
macher. From lipschitzian to non-lipschitzian characteristics: continuity of 
behaviors. To be presented at CDC 2000 in Sydney. 
[6] M.K. Camlibel, W.P.M.H. Heemels, and J.M. Schumacher. Dynam- 
ical analysis of linear passive networks with’ideal diodes. Part 11: consistency 
of a time-stepping method. Technical Report OOI/O3, Eindhoven University 
of Technology, Dept. of Electrical Engineering, Control Systems, 2000. 
[7l R.W. Cottle, J.-S. Pang, and R.E. Stone. The Linear Complemen- 
tarity Problem. Academic Press, Boston, 1992. 
[8] A. Deshpande, A. Gollii, and L. Semenzato. The SHIFT program- 
ming language for dynamic networks of hybrid automata. IEEE TAC, 
43(4):584-587. 
[9] A.F. Filippov. Direrentin1 Equation:$ with Discontinuous Righthand 
Sides. Mathematics and Its Applications. Muwer. Dordrecht, The Nether- 
lands, 1988. 
[IO] W.P.M.H. Heemels. Linear complementariry systems: U s t d y  in 
hybrid dynamics. Ph.D. Thesis of the Eindhoven University of Technology, 
Dept. of Electrical Engineering, Eindhoven, The Netherlands, 1999. 
[ i l l  W.P.M.H. Heemels, J.M. Schumacher, and S. Weiland. Well- 
posedness of linear complementarity systems. In 38-th IEEE Conference 
on Decision and Control, Phoenix (USA), pages 3037-3042, 1999. 
[12] K.H. Johansson, J. Lygeros, S. Sasuy, and M. Egerstedt. Simula- 
tion of Zeno hybrid automata. In 38-th IEEE Conference on Decision and 
Control, Phoenix (USA), pages 3538-3543, 1999. 
[ 131 A. Klarbring. A mathematical programming approach to contact 
problems with friction and varying contact surface. Computers & Structures, 

[I41 D.M.W. Leenaerts. On linear dynamic complementary systems. 
IEEE Transactions on Circuits and Systems-I, 46(8): 1022-1026, 1999. 
[I51 D.M.W. Leenaerts and W.M.G. van Bokhoven. Piecewise linear 
modelling and analysis. Kluwer Academic Publishers, Dordrecht, The 
Netherlands, 1998. 
[ 161 Y.J. Lootsma, A.J. van der Schaft, and M.K. Camlibel. Uniqueness 
of solutions of relay systems. Automaticu, 35(3):467-478, 1999. 
[ 171 S.E. Mattson. On object-oriented modeling of relays and sliding 
mode behaviour. In Preprints 13th IFAC World Congress 1996, volume F, 
pages 259-264, 
[IS] S.E. Mattsson, H. Elmqvist, and J.F. Broenink. Modelica: an inter- 
national effort to design the next generation modelling language. Journal 
A, 38(3):16-19, 1997. 
[ 191 J.J. Moreau. Numerical aspects of the sweeping process. Computer 
Methods in Applied Mechanics and Engineering, Computational Modeling 
of Contact and Friction (special issue), T. Martins, A. Klarbring (eds.), to 
appear. 
[ 201 F. Pfeiffer and C. Glocker. Multibody Dynamics with Unilateral 
Contacts. Wiley, Chichester, 1996. 
1211 A.J. van der Schaft and J.M. Schumacher. The complementary- 
slackness class of hybrid systems. Mathematics of Control, Signals and 
Systems, 9:266-301, 1996. 
[22] A.J. van der Schaft and J.M. Schumacher. An introduction to hybrid 
dynamical systems, volume 25 1 of Lecture Notes in Control andlnformation 
Sciences. Springer, London, 1999. 
[23] D.E. Stewart. Convergence of a time-stepping scheme for rigid 
body dynamics and resolution of Painleve’s problem. Archive for  Rationnl 
Mechanics and Analysis, 145(3):215-260, 1998. 

30(5):1185-1198, 1986. 

4466 


