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A Timing Model Incorporating the Effect of Crosstalk
on Delay and its Application to Optimal Channel
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Abstract—Crosstalk is generally recognized as a major problem  The goal of this work is to develop a technique that is in-
inintergrated circuit design. This paper presents a novel approach termediate to the two in accuracy and speed, and to show its
to the efficient measurement of the effect of crosstalk on the delay 4,5jication to optimal crosstalk-conscious channel routing. We
of a net using an algorithm whose worst case complexity is polyno- il trat . iiv h the effect of talk on th
mial-time in the number of nets. The cost of the algorithm is seen to W' C_Oncen rate primarily nere on ge ectorcrossta 9” e
be O(n log n) in practice, wheren is the number of nets, and itis ~ Circuit delay; for methods for measuring the crosstalk noise, the
amenable to being incorporated into the inner loop of a timing opti- reader is referred to [8] and [9]. The delay calculation procedure
mizer. To illustrate this, the method is applied to reduce the effects yses the Elmore delay model in the examples shown here, but
of crosstalk in channel routing, where it is seen to give an average e a5sumptions used herein are general enough that the only
improvement of 23% in the delay in a channel as compared to the . t of the del del is that it should sh .
worst case, as measured by SPICE. requirement of the delay model is that it should show an in-

creased delay for an increased capacitance. Therefore, a higher
order AWE-like delay model is equally applicable to this basic
framework. The application of this approach to optimal channel
routing is shown.
I. INTRODUCTION Recent research on determining the waveform for a set of

N RECENT YEARS, crosstalk has become a major proble ires that are subject to_ coupling effects was published in
affecting the behavior of integrated circuits as device geo 0l. ;I'he a?proacfr pr;)_wdt;ﬁ texacf[ Wa:%eforfrPs tth]rcough I_the
tries have scaled down, bringing wires closer to each other, afef O wavetorm refaxation that capture the etiect of coupling

switching frequencies have increased. Crosstalk can affectt delay. However, V\;]h'le th{e metho? Its m?re atcguratle t;haln
behavior of circuits in two ways: € one we propose here, its computational cost is relatively

introduci ted noise induced i ot line: high. Therefore, it is not appropriate for larger systems of
Introgucing unwanted noise induced In a quiet fine, interconnect wires or for situations where numerous repeated
« altering the delay of a switching transition.

) ) ) ) evaluations are desirable (for example, in the inner loop of an
Each of these is a potentially serious hazard, and this has rggtimizer, where a quick estimate that captures the character
tivated work in the area of crosstalk analysis and crosstalk-tgf the delay variations due to coupling is useful, without
erant design. Published techniques for crosstalk analysis tyﬁé‘cessarily calculating the exact waveforms).
the phenomenon (for example, [1]) or a very high-level modghysical design. In [2] and [3], methods for routing to minimize
nomenon (for example, [2]-[7]). The latter class of approachg@fe spacing between tracks was altered to reduce the crosstalk,
has the advantage of speed over the former class, at the expejisige in [5], the track assignment was performed with the goal
of accuracy, and has been therefore been used in the inner Igpprosstalk minimization. Post-global crosstalk reduction algo-
of optimizers. However, there is a need for greater accuragy,ms were presented in [6] and [7].
the inner loop of an optimizer. Previous approaches that hayga as [2], namely, to reduce the amount of crosstalk in a routed
been fast enough for this purpose have been simplistic in the{fannel. The advantage of performing crosstalk estimation and
approach. For example, they may measure crosstalk using a $dfuction at this level is that since the details of the physical
of their coupling lengths; these approaches do not adequatglign are decided at this phase of the design cycle, the timing
capture the delay reduction objective. and neighborhood information of all nets is available, and con-
sequently, accurate estimates of the timing and crosstalk may
Manuscript received February 28, 1999; revised September 24, 1999. Tha made. Our method takes an initial routing solution that at-
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Fig. 1. Effect of switching times on coupling capacitance.

tracks (one or more individual nets) to be permuted, while mainapacitanceC., between two adjacent nets is proportional to
taining the total number of tracks in the initial routing, therebgverlap, the length along which the nets run next to each other,
allowing a greater amount of flexibility. A simulated annealingnd is given byC.. = ~ overlap, wherey is a constant of pro-
approach is used to perform the permutations. portionality.

The important features of this work are as follows. It is important to emphasize that the exact functional form

1) It provides, for the first time, a procedure for deterthat is used to estimate the capacitance and the delay are not
mining the effect of crosstalk on delay that can be usé@portant. As will be seen later, the only requirement that the
in the inner loop of an optimizer. This is importantdelay model must satisfy is that an increase [decrease] in the
since it implies that the procedure can directly flag crittoupling capacitance should be translated into an increase [re-
ical paths that fail timing specifications due to couplingluction] in the delay of a net; this is a rather simple requirement
Capacitance pr0b|ems_ The procedure has po|yn0m‘aﬁ.t any meaningful delay model would Satisfy. In this work, we
time Comp|exity in the worst case and is experimer\Ni” use the Elmore delay model for simplicity, but we empha—
tally seen never to be worse thél{n logn) wheren, ~ Size that the crosstalk estimation methodology is extendable to
is the number of nets. It does not attempt to consid@py arbitrary delay model that satisfies the above requirements.
the effect of crosstalk on noise; that topic is well cov- The role of the coupling capacitances is greatly dependent
ered by other published research. on the relative switching times of the nets [12]. One of three

2) The application of this procedure to channel routingituations is possible, as illustrated in Figt 1.
is illustrated on several examples, including Deutsch’s < If one net switches and the other remains inactive, then
difficult example. The procedure maintains verticaland  the equivalent coupling capacitance between the two is
horizontal constraints and reorders the nets to reduce modeled a<”...
the effect of crosstalk on delay. The number of tracks « If both nets switch at the same time in opposite directions
is maintained to be equal to the number of tracks for  (i.e., one switches from 1 to 0, and the other from 0 to
the optimal channel routing solution, unless otherwise 1), then the equivalent coupling capacitance is modeled as
desired. For the same number of tracks, average timing 2C..
improvements of 23% over the worst case are shown. < If both nets switch at the same time in the same direction,

Although only the application to channel routing is explicitly ~ then the equivalent coupling capacitance is modeled as
shown, this procedure can be used for global routing strategies. zero.

Current global routing procedures [6], [7] have not directly corFhe complexity of this relationship arises from the interrelation-
sidered the effect of crosstalk on delay. As a fast estimator, tisisips between the timing behavior and the coupling capacitance.
method may be incorporated within those procedures to incdhe value of the equivalent coupling capacitance is affected by
porate delay effects directly into the global routing optimizationhe switching time, which, in turn, is affected by the value of the
However, this issue is not directly addressed in this paper. coupling capacitance.

The outline of this paper is as follows. Section II-A presents To elaborate on this, consider two wires that are laid out adja-
the models used for crosstalk here and presents an exampleeiot to each other. If the input signals to driver of the two wires
motivate the problem. Next, in Section Ill, the algorithm foswitch between time$Ti,in 1, Timax,1] @Nd [Tinin,2, Tinax,2],
delay computation is proposed and its complexity is analyze@spectively, and if the delays required to propagate the
Section IV presents the formulation of the channel routingignal along the wires are in the ran§@ win, d1 max] and
problem, and is followed by experimental results in Section Yz 1in, d2 max], respectively, then the intervals during which

followed by concluding remarks in Section VI. the lines switch ardZnin1 + d1 min, Tmax,1 + d1,max] and
[ﬂnin,? + d?,mirn Tmax,? + d?,max]7 respeCtively- Therefore, the
[I. MODELING CROSSTALK following relationship holds between the switching times and

the equivalent coupling capacitancg, .

) _ ) The value ofC, ., in the first line of Table | is chosen to
This work models a wire as a succession of RC segments c@g-gither 0 or2C., depending on whether the signals switch

nected in series. We assume that the widihsof the wires are j the same direction, or in opposite directions. Note that it is

kept constant through the analysis and optimization. The re%ssime for some of the above intervals to be empty when the

tance,kt;, and intrinsic capacitancej;, of the:th segment are |gwer hound and the upper bound of the interval coincide.

given by the formula?;, = ol;/w; andC; = plw;, where

L. is the Iength of theth segment and and /3 are constants 1we point out that the figure is meant to emphasize a point and should not be
’ ’ taken too literally. In particular, the capacitance ofQ, or 2C. is, in reality,

Qf prop.ortionaIiFy flor the reS_iStance and int.rinSiC Capadta'?%deled as a capacitance to ground rather than a capacitance between the two
(including the fringing capacitance), respectively. The coupliriges.

A. Interconnect Modeling and Crosstalk Effects on Delay
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TABLE |
VARIATION OF C. cq WITH SWITCHING TIME
Interval Ceeq
[maX{Tmin,l + dl,mim Tmin,Z + d2,min}’ min{Tmaz,l + dl,maz, Tmaz,Q + d?,maz}] 0 or 2C,
[min{Tmin,l + dl,mim Tmin,Z + d2,min}s max{Tmin,l + dl,mim Tmin,? + dg,mm}] C.
[min{Tmaz,l + dl,max, Tmaz,? + d2,maz}; maX{Tmaz,l + dl,max’ Tmaz,Q =+ dZ,maz }] Ce

While the relationship shown in Table | looks relatively - 1000
straightforward, it is considerably complicated by the fact thip e, d wirel
d1 mins 41 max; 42 min, aNddz max are dependent on the value T Cload= 10F
of C. .q, Which is itself dependent on the valuesdf.,i, and T 2000 pm
d; max, ¢ = 1,2. Therefore, an iterative approach is required. pyerp d wirj2
It should be pointed out that tile- C,. — 2C. model has some T Cioaa= 10F
limitations. The work of [13] showed that a capacitance of O i Py 1000
not a strict lower bound, and likewis2(, is not a strict upper piverc d viilr_e3
bound on the effective capacitance. In such a case, if a low T Cloaad= 10fF

bound and upper bound capacitance can be arrived at (including

a negative lower bound) priori, the techniques described hererig. 2.  An example showing the effect of crosstalk on timing.
can be used to correctly determine the switching intervals (we

do not provide a technique for determining these boaniori

in this work). picture. Moreover, the effects of the coupling capacitance are

yet to be incorporated, and the calculation of the switching in-
tervals while incorporating their effects is quite involved.

_ o The intervals calculated above are illustrated in Fig. 3. Con-
_The relation between crosstalk and timing is illustrated by thgqer the switching of wire 1. A switching event at any time in
simplified three-wire example in Fig. 2. The details of our calne interval [0.3309 ns, 0.3432 ns] corresponds to a coupling

c_ulat|ons are desgnbed in the Appendix, but the sahgnt assurggpacitance of’,., implying that incorporation of coupling ca-
tions and conclusions are shown here. We assume interconnglitance effects would update these switching times to the in-
parameters in accordance with [14], and assume that the driigfiga| [0.4016 ns, 0.4139 ns]. An event in the interval [0.3432
a, b, and c with resistances of 2K3 K(2, and 1 K2, respec- 5 0.4432 ns] corresponds to a best-case coupling capacitance
tively, and that their inputs switch at times that lie in some spegg (. therefore, no correction in the earliest switching time due
ified time intervals: These times are assumed to be as followg; ihe coupling capacitance is required. Consequently, the ear-

B. lllustrative Example

* driver 1 switches in the interval [0.25 ns, 1.0 ns; liest switching event occurs at time 0.3432 ns, assuming that
* driver 2 switches in the interval [0.1 ns, 0.2 ns]; the switching intervals for wire 2 have been correctly calculated.
» driver 3 switches at 0 ns. However, that is an invalid assumption, as wire 2 has a minimum

For ease of description, we will assume equal rise and fall tim&supling capacitance @, with wire 3, requiring its value to be
We point out, though, that the methods described in this paperrected, leading to the calculation of a new earliest switching
do not require equal rise and fall times and can be extendeditoe for wire 1, and so on.
unequal values using standard methods in timing analysis (seefter several iterations, the final switching intervals for wires
for example, [15]). 1-3 are calculated as [0.4016 ns, 1.2223 ns], [0.5539 ns, 1.0753
On the surface, it would appear that none of the switching], and [0.3016 ns, 0.3016 ns], respectively; for details, the
time intervals overlap, and an equivalent coupling capacitanegader is referred to the Appendix.
of C: would prevail, based on Table I. However, these switching The objective of this example was to help the reader appre-
intervals do not take the wire delay into account and, hence, Wgte the difficulty of the issue of calculating these switching
will now make that correction. intervals, and to motivate the need for a precise, efficient and
Let us, only for a moment, neglect the coupling capacitancgstematic algorithm for the purpose, which is presented in Sec-
The switching time of wires 1, 2, and 3 considering the effectgn 111 and proven to have polynomial time complexity. We will
of their self-capacitance (i.e., area and fringing capacitancgjso point out here that the order in which the switching inter-
and ignoring the effects of coupling capacitance entirely, mgy|s were updated affects the number of iterations required to
be calculated from the Elmore delay formula to be [0.3309 ngqqd these values.
1.0809 ns], [0.3432 ns, 0.4432 ns], and [0.1609 ns, 0.1609 nslypig example illustrates the following points. First, an itera-
respectively (note that the last interval is a single point). TherﬁVe approach is required. Second, different switching times for
fore, it. is clear that thg over[aps in the timing intervals at th&wire may correspond to different equivalent coupling capaci-
driver inputs can be misleading and do not show the Complq%ces, and a uniform value for the entire switching duration is
not valid; this is illustrated by the update to wire 1 in Iteration 1

2Variations in the switching times may occur for various reasons such as @@0Ve- Third, the order in which the updates are made is impor-
existence of multiple paths passing through the gate with different delays. tant for convergence. In the above example, if the updates were



SAPATNEKAR: A TIMING MODEL INCORPORATING THE EFFECT OF CROSSTALK ON DELAY 553

) Oor 2Cc C c
wire 1 @ s e
wie2? O——@
I 1 I ]
wire 3 @ ' \ \
1 ] I i
0.1609ns  0.3309ns 0.3432ns 0.4432ns 1.0809ns

Fig. 3. lllustration of the procedure for calculating switching intervals for a system of interconnects.
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Fig. 4. Updating the value df.,,q.

carried out in an order that processes wire 2 before wire 1, thidse driver resistance of that gate. If the wire originates at the left
the number of iterations would be brought down from two (ses right of the channel, theR, corresponds to the upstream re-
the Appendix for details) to one. sistance. The specification of the range of switching times cor-
The algorithm proposed in this paper attempts to find suchsponds to the range of switching times of the driver of the net,
an order, and determines the number of computations requipgds the Elmore delay of the net assuming that it terminates at
by the iterative procedure in the worst case. For this specifite left edge of the channel; this is justified by the separable
example, our algorithm completes the computation in a singdeucture of the EImore delay computation.
iteration since the heuristic in Section IlI-C will process wire 2 The goal of the algorithm is to incorporate the information in
before wire 1. the G5 graph and the adjacency information derived from the
channel routing solution to arrive at a ran@é.a,t, Tena] for all
of the wires in the channel.
We define the self-delayi,, of a line as its RC delay calcu-
The algorithm is described here in the context of a set of nééged by considering only the intrinsic capacitance of the line.

I1l. AN ALGORITHM FOR CORRECTCROSSTALK ESTIMATION

Ny, ---, Ny in a channel. We will assume that the channel iNote that the self-delay is calculated without incorporating the
positioned with its length along theaxis and its height along effects of coupling capacitance; consideration of the coupling
they axis. capacitance can only cause the delay to increase and, hence,

We define aspatial adjacency grapl,, whose vertices cor- the self-delay is a lower bound on the delay of the line. The
respond to thé nets in the channel. An edge is drawn betweeiask of this algorithm is to determine whether the correction due
vertices: and j if the horizontal spans of net§; and.V; in- to coupling capacitance should assume a capacitan€k of
tersect. If two nodes are connected by an edgé&/prthe cor- 2C, [0 or C.] for the maximum [minimum] switching time. Let
responding nets will affect each other by means of a coupliniglay C.) be the delay on the line due to the coupling capaci-
capacitance if they are placed on adjacent tracks. tance ofC, for each neighbor of a given wire (note that the value

The assumption that is made in this work is that all transitiors C.. for each wire will be different, and this is only a notational
are sharp transitions that occur at a time given by the delayinvenience). The initial switching interval is set to the value of
we happen to use the EImore delay model here, but the badig...¢, Zena], WhereT ot = Tinin + ds @andTeng = Tinax + ds

approach may be extended to other models. +delay(C..), both of which are clearly lower bounds on the ear-
liest and latest switching times for the wire. The pseudocode
A. Outline of the Algorithm below shows how these can be refined to arrive at the actual

The input to the algorithm is a channel routing solution thaetalrIIeSt and latest switching times.

is found without regard to crosstalk, using a standard channeiSeveral bottom-up methods [18], [19] have used the approach representing
router [16], [17], which provides the adjacency information rdbe delay as a sum of the downstream Elmore delay and the delay of the up-

ired for th lvsis E h dri itchi int si:eam net, assuming the downstream nodes to be represented by a capacitance.
quired for the analysis. For eac rver, a SwWIching INterVahis method is the analog of that approach for a top-down computation. For

[Tmin, Tmax] SigNifying the range of switching times at the inputin RC tree with an upstream resistancéqfc.c.. and an upstream delay of
of the driver, and a source resistanég, are specified. If the Dupstroam, the EImore delay at a node in a downstream tree can be computed

. - asls = Dupstream + Rupstream Ctree + L troe, WhereC,.. is the total ca-
wire originates at a gate at the top or bottom of the channel, th%ﬁatance of the tree arfd, ... is the Elmore delay from the root of the tree to

quantities simply correspond to the range of switching times am@ node of interest.



554 IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS, VOL. 19, NO. 5, MAY 2000

ALGORITHM Update Switching_Times
1 For each net {
2 calculate its ds, and delay (C.) and up-
date its Tware and T.,q value

31}

/* OUTER LOOP */
4 Repeat {

/* FORWARD PASS

Update the latest switching time for

between itself and wirg. This results in a potential up-
date shown by the dotted arrow in the figure. The value
of T,,a(?) is updated only if this value exceeds the cur-
rent value; in the situation shown in the figure, no update
is necessary. Mathematically, we write the update formula
asT.,a(?) = max[UpdatéTna (), 2C.), Tena(4)]-

If the two intervals do not overlap spatiall¥,,, cor-
responds to an effective coupling capacitance(if
and Tena(?) = UpdatéZon,q(i),C.) and Tena(j) =

each net using Ceeqg = C.0r 2 C., as ap- UpdatéZ,,a(7), C.).
propriate Tiiare Updates
*/ The updates fdf; .. may be justified similarly and are listed

5 Repeat { below.
6 For each net K { . o If Toare(f) >  Tatars(é), then updateTyi.. (i) =
7 For each neighbor  j of 4 in G, min[UpdateTas (i), Co ), Totart (5)].-
8 Update Zenq for _ o If Tyarc(d) > Tena(j), then updateTiia(i) =
9 For each neighbor g of ¢in G, UpdatéZ, o (i), Ce)..
10 Update Tend for J . If Tend(j) > ﬂtart(i) > Tstart(j)a thenTstart(i) iS Ieft
11 } unchanged and corresponds to a coupling capacitance of

12} until (no Tena changes) 7Er0.
*/ BACKWARD PASS
Update the earliest switching time
for each net using Ceeq = 0 or C,, as ap-

The updates in lines 8 and 10 (and similarly, in lines 16 and
18) are performed in separate loops so that the valg,gf of
netq in the current iteration is fully calculated before its impact

prff“ate on its neighbors is determined. This removes the need for un-
13 Repeat { necessary repeated applications of the update formulee.
14 For each net i { ) )
15 For each neighbor jof iin G, B. Theoretical Results and Complexity
16 Update Tiare for Theorem 1:The iterative procedure in Algorithm Up-
17 For each neighbor  j of ¢ in G date_Switching_Times converges.
18 Update Tiar for j Proof: In the first iteration of the outer loop, at the end of

19 } the forward pass loop, the valuesiQf,; are no smaller than they

20} until (no Titart Changes) were before the pass. This is due to the fact that the coupling ca-

21 } until (no Tena O Titare Changes) pacitance was taken to & before beginning, and during the
forward pass, some of these are update2tp, with a conse-

_ ) qguent increase iff.,q- Similarly, the value off;,,; is always
In practice, the changes in the forward and backward pasggger on completion of the backward pass in the first iteration

are only made for neighbors of nets that were altered in thethe outer loop, since some of the coupling capacitances are
previous iteration, except in the first iteration of the outer '00Q;pdated from O taC.,.
where all nets are processed. In the second iteration of the forward pass, the valuég of
The neighbors of a wirg above correspond to adjacent veryre ypdated to reflect any altered circumstances due to overlaps
tices in the(7, graph. The updates in lines 8, 10, 16, and 18 afgat were either introduced or made absent after the preceding
performed using the scheme in Table I, with the difference thghckward pass. Since the first backward pass Hept unal-
the wire delays are calculated using the value€’of, based tered and only increaseéll ..., it follows that the span of each
on the current values df.: and7enq for the nets. The update syitching interval could only be diminished, and not increased
formulee are as follows. during the backward pass. Therefore, it is not possible for any
Tena Updates new overlaps to be introduced and, consequently, any updates
o If Tena(y) > Tena(t) > Titart(4), asin Fig. 4(b), then during the second forward pass must be due to the fact that some
the worst case corresponds to an equivalent coupling eaerlaps were removed during the first backward pass. The ef-
pacitance of2C. between wireg and j that is seen at fect of a removed overlap is that the worst case equivalent cou-
T..a(4), resulting in the update shown by the dotted linepling capacitance is reduced frd@@’. to C,, and therefore, the
Mathematically, we state this using the formiflg,(¢) = updated value of.,,q must be reduced in the second iteration.
Updaté7.,.q4(¢), 2C.) where the right hand side impliesSimilarly, it can be argued that since the second forward pass
that7.,q is updated so thaf.. ., betweeri and; is setto diminishes the overlaps, the valueff ... must be increased
2C... by the second forward pass.
o If Tona(d) > Tena(d) > Tiari(4) a@sin Fig. 4(b), then  Insubsequentiterations, tig,.,. are either increased or kept
the latest concurrent switching activity occurdata(j), constant, and th&., values are either reduced or kept con-
where a coupling capacitance 2. is seen by wire;  stant. Fom nets, since the number of possible configurations is
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finite (< n - 3™, corresponding to each net having an equivalenecessitated a sorting procedure and, therefor the complexity
coupling capacitance of @, or 2C.. with each other net), and of the entire procedure ©(nlogn).
since the reduction is monotone, the procedure must convergeAs a parenthetical note, the character of the updates can be
In practice, the procedure converges much fasterthahsteps seen to be similar in character to those for the Bellman-Ford
since many of the possible configurations are eliminated by thigorithm [21], where the neighbors of a node are first updated,
monotone path taken by the algorithm, as illustrated in the ndatlowed by the neighbors of these neighbors, and so on. The
theorem. O difference is that the weights on the edges of the timing graph
Theorem 2: The computational complexity of the algorithmthat could be drawn here are liable to change, depending on the
is O(mn?), wheren is the number of nets ang < n is the presence or absence of overlaps, making the algorithm more
maximum number of nets that are spatially adjacent to any nebmplex.
Therefore, assuming that is bounded by a constant, the com-

plexity of the procedure i©(n?). C. Heuristics for Speeding up the Procedure
1) Comment: In practice, this upper bound was never seen ) ) o )
to be reached. The order in which the nets are processed is important in

Proof: We will consider the case of the forward pass iﬁnsur_ing that the s_witghing intervals are calculated efficiently.
which 7.4 is updated; the argument fat,... is symmetric. We.W|II illustrate th|s_ Wlt.h respect to thg backward pass of AIT
In the first iteration of the outer loop of Algorithm Up- g.on'thm Update_Switching_Times, noting that the argument is
date_Switching_Times, there are two ways in whigh, may Similar for the forward pass loop.
be updated, corresponding to the first two bullet items underVe first note that for the backward pass loop of lines 1320,
“T.na Updates” in Section llI-A; by construction, the third ighe iterations are similar to Gauss-Seidel updates, where all up-
never activated in the first iteration and may only occur in sulates in the current iteration are taken into account while pro-

sequent iterations. We will refer to these two types of updat€8SSing & net, rather than a Gauss-Jacobi iteration, where the
as “updates af},,...” and “updates beforé},,....” respectively values from the previous iteration would be frozen in place and
, :

For any given net, if thé .. value of a neighbor is updated,use_d in thg currentiteration. Therefore, while processin@ﬁhe
it could potentially update tHE,,... value of the given net. Once netin the first forw_ard pass, the updatEg,.. values for the first
an “update aff},.,” is made by a neighbor, no further update$ — 1 nets are being used. _ .
that can be made by that neighbor during the current iteration If; in some iteration of the loop on lines 14-19, a metis
since theT},,. values can only increase during a forward pas4dated, then each neighborof is processed. The value of
iteration (as shown in the Proof of Theorem 1), meaning thé::t Of this neighbor is dependent on the valuedpf... and
no overlaps are removed during the execution of the loop. Hokena Of €ach of its neighbors (including.) in the following
ever, an “update beforg,,,,” may result in multiple updates in Ways.
the iterations of the forward pass loop, with each update corre- *+ Due to the monotone shrinking of the switching intervals,

sponding to an update on thg,,, of some neighbor. the T.,,q value of each neighbor can affect tfig,,; of
We observe that each update to g, value of a net must a net precisely once: when the valuelf,, is such that
be initiated by an update to th&,,, value of some other net. a temporal overlap ceases to exist, the effective coupling

Moreover, in every iteration, there must be at least one update capacitance fo¥ ., becomes”. instead of 0.
at7},... since in each switching pair, there must be one net that * A change in thél ;. value of a net can update th&,,,
switches first, and its effect could ripple to all of the other nets.  value of each neighbor according to the update formulae

Therefore, the forward pass loop can have no more than previously described. This update can occur more than
iterations, implying that the total number of updates can be no once if a poor ordering is chosen, and the alignment of
more thanO(n?) in the first iteration of the outer loop. the timing windows for the nets (and the planets) is such

In subsequent iterations of the outer loop, the forward pass that a pathological case is excited. The computation in the
will only update af;,,.x value if an overlap is removed. Since procedure can be reduced by heuristically choosing a good
each net can overlap with at most all of itsneighbors, there ordering.

can be no more thafi(mn) overlaps that could be removed, im-  Our heuristic updates the nets in descending order of the value

plying that the total number of such updates can be no more thafiv .« at the beginning of the procedure. This is based on the

O(mn?). Thisimplies that the overall complexity@¥(mn?).0 fact that sincély..... is guaranteed to be nondecreasing and as a
The Theorem above lists the worst case time complexitgsult, when a net with a lower value @f; ... is updated, it is

of the procedure, corresponding to the most pathologididely not to be limited by ther}; ... values of its neighbors; if

case where every update to every net affects every other reey had largef; ..+ values to begin with, they would have been

However, this is extremely unlikely in practice, and with theipdated already, and if they had smallgy,,; values, then their

use of heuristics (to be described in Section 11I-C), the numbealues are irrelevant as the update depends dh.the value of

of updates can be restricted to a complexity that is practicatlye current net. The cost associated with performing the sorting

of the formO(n). In our experiments, the number of iterationprocedure i (n log n).

of the outer loop of Algorithm Update_Switching_Times Similarly, it can be argued that for the forward pass, nets

never exceeded four and, therefore, we found that the numbbould be processed in increasing order of thejr, values.

of updates was linear in the number of nets. This orderitidpwever, it should be noted that this is only a heuristic, and
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wire a ab a-(b-c) B. Optimized Channel Routing for Reduced Crosstalk
"""""" The algorithm for optimizing the channel routing solution for
wire b crosstalk effects uses a simulated annealing engine. The simu-
a-b b-¢ lated annealing algorithm [22] is a well-known procedure and
wire ¢ /\‘ we will only outline the salient features of the method.
“bc Thecost functionis chosen to be a weighted sum of the max-

imum delay of each net; in our implementation, all weights were
Fig. 5. An example showing that the left-edge ordering is heuristic and neéhosen to be one, but these may be adjusted appropriately to
optimal. assign a larger weight for more critical nets, if desired, or any

alternative cost function. The calculation 6, proceeds ac-
does notguaranteea single pass through the repeat loop; irording to the algorithm described in Section IIl.
fact, it is easy to derive examples where the application of thisA moveconsists of an exchange of a set of nets between two
method would require more than one pass of the repeat lotacks. These nets are chosen so that they are contiguous within
For instance, consider the situation in Fig. 5, where the solite track, and the number of such contiguous nets is chosen
lines show the initial time span§lsiar:, Tend], for switching randomly. For example, in Fig. 6(a), a couple of possible moves
events of three wires that have a spatial overlap. Accordingace (see footnote 4) as follows:

the heuristic, the value df,q for wires a and b will first be up- 1) moving net n2 to the first track and n1 to the second
dated during the forward pass, as shown by the dotted lines a-b, track;

as thel.,q value of wire b plus the delay due to coupling. How-  2) moving nets n2 and n3 to the first track and n1 to the
ever, when wire b is processed, it is seen thatihg values second track.

of wires b and c are updated due to wire ¢, which necessitajgs example of an unallowable move is exchanging the positions
another update to th&.q of wire &, shown by the dotted line ot hets n1 and n4, since this would violate a vertical constraint.
a-(b-c), since thé.,q value for b that was used earlier was ina|| moves are performed in such a way that the feasibility of
correct. the routing solution is maintained. In other words, no move is
permitted to violate a horizontal or a vertical constraint. More-
IV. THE CHANNEL ROUTING PROBLEM over, the number of tracks in the routing solution is maintained.
Therefore, this method may be used as a fine-tuning step after

he ch | . blem i d ) ) the height of the channel has been minimized.
The channel routing problem is to determine an assignmentsrye gimylated annealing procedure proceeds according to

of ngts to trfiCk_S in the channel with the aim of sati_sfyil_flg one Qrcooling schedule for the temperature. At each temperature,
multiple objectives. The most commonly used objective in the , mper of moves are attempted, with cost-reducing moves
past has been to minimize the number of tracks in the Cham}féing accepted and cost-increasing move being accepted

The locations of pins on the_ top and bottom of the channgl arﬂaobabilistically according to the Metropolis function.
fixed, and the nets are required to connect two or more pins at

either end of the channel. In the final routing solution, all nets
are required to satisfy two types of constraints [16].
1) Horizontal Constraints:which imply that two nets ~ The algorithm to minimize the objective function by re-
whose horizontal spans overlap must not occupy tifgdering, subject to horizontal and vertical constraints, was
same track, and implemented in C and executed on a Sparc Ultra 1/170
2) Vertical Constraintswhich imply that a net that is con- Workstation. In our implementation, we assumed that the rise

nected to a pin at the top of the channel must lie abotgnes are equal to the fall times, but this is not essential, and
another net that is connected to a pin at the bottom thye procedure can be extended easily to handle rise and fall

the channel, in the same column. transitions separately.

The process of exchanging tracks in a routed channel anA summary of the results is shown in Table Il for 026
P ging Ctechnology parameters. The algorithm was used to reorder eight

'r:eiducgza';h?f ?rr](()aS?itrasltkt\:vnoelrgzligr:;L I:xéEZnSIZ dplzse);ir:v?/f direrent examples, keeping the number of tracks the same as

F'g. 6(b ,th talk in the ch | Idgb d d_,,tfﬂatinthe original solution that was obtained from a Yoshimura
i9. 6(b), 1€ crosstalk in the channel would be “reduced, %d Kuh channel router [16] that optimizes the height of the

procedure in [2] would produce such a solutiorHowever, channel. The eight examples are taken from [16], with the last

if the focus is on t|m|_ng-_cr|t|cal_ ne_ts, and if n_et_nl 'r_'_the[wo examples being the routing of the Deutsch difficult example
uppermost track of the initial routing is the most timing C”t'calwithout and with doglegs, respectively

it may be better to leave it in its current position, as against The second column of Table Il shows the number of nets for
moving it to the second track, where it would have crosstalach example. The third column shows the improvement in the
interactions with a larger number of nets. objective function at the end of the simulated annealing run, as
compared to the objective function value in the original channel.

The CPU times for the run are shown in the next column.
“4We point out that like [11] and unlike [2], our implementation does not re- The optimization was carried out on the basis of the EImore

strict itself to exchanging tracks, but also exchanges subsets of the nets in aa@'[ay model, modeling the driver as a linear resistor. Due to the
of tracks, if permissible under the vertical constraints. ! ’

A. Introduction

V. EXPERIMENTAL RESULTS
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Fig. 6. Two permuted channel routing solutions.

TABLE I
RESULTS OFCHANNEL REORDERING ONTIMING

Number of | Improvement | CPU | Improvement | Improvement over

nets over initial | Time over initial worst case

(our metric) (SPICE) (SPICE)

vkl 21 20.9% 9s 9.7% 15.6%
vk3a 45 12.2% 22s 3.9% 7.1%
yk3b 47 14.4% 68s 5.9% 14.0%
yk3c 54 12.5% 66s 4.2% 10.6%
vk4b 54 17.4% 87s 11.4% 17.3%
yk5 60 28.1% | 101s 20.6% 36.6%
Deutschl 72 35.2% | 124s 34.6% 74.7%
Deutsch2 72 8.8% | 201s 7.0% 9.6%

well-known deficiencies of the Elmore model and the limita-
tions of the linear resistor model for a driver, we validated the
solution using SPICE, with a 0.25m BSIM3 model for the
drivers and wired appropriately modeled using coupling capac-
itances and capacitances to ground. The improvement provided
by the final solution over the initial solution according to this
model is shown in the next-to-last column of Table II. It is seen
that our optimizer provides improvements in each case, and can
give improvements of over 34%. It is expected that the essence
of this approach can be used to obtain even larger improve-
ments for longer wires, by optimization over multiple channels o . . .
or rOUting regions' 0 I\:ILum.ber of ezxtra track?’s
To obtain an idea of how much the optimal solution differs
from the worst solution, the simulated annealing algorithm wa¥- 7

executed again, this time with the objectivernéximizingthe o ) ] )
objective function. At the end of this run, we have a reorder&@MmPplexity is, in practice, dominated by tti¥n logn) sorting

channel where the effects of crosstalk correspond to the wdp&pcess for the nets required by the ordering heuristic in Sec-
possible scenario. The difference between this objective furfen I1l-C. For larger systems, a more approximate sorting pro-
tion value and the objective function value obtained earlier pré€dure may be used to ease this bottleneck; in this work, the run
vides an idea of how much improvement is possible betwelfies were small enough that we did not need to resort to this.
the most optimal and the least optimal channel routing solution. The €ffect of utilizing additional tracks to reduce the
Note that both of these solutions are valid solutions with t&0sstalk is shown in Fig. 7. All numbers in this figure are
same number of tracks, and it is quite possible for a CAD togficulated from the SPICE validation procedure described
that is not crosstalk-conscious to come up with the worst cadRove. As expected, the cost function reduces with the addition
solution. The last column of Table Il shows the improveme@ more tracks. Note that in Table II, Deutschl shows larger
provided by the result of our technigue over this worst case dgiProvements than Deutsch2 since it uses a larger number of
lution, with the numbers corresponding to the results of SPIGECKkS and has greater flexibility in reordering for crosstalk

simulations. These figures make the case in favor of the usg'gfluction. The graph shows that as more flexibility is permitted
crosstalk-conscious criteria in routing. to Deutsch2 by increasing the number of tracks, significantly

Our claim of a linear number of updates in practice is Va‘grger delay reductions are possible.
idated by the fact that the number of times that the outer and
inner loops ofAlgorithm Update_Switching_Times
are invoked is bounded by a small constant, for all of the circuits A new provably polynomial time iterative procedure for de-
that we tried. Since the inner loops haWén) complexity, the termining the effect of crosstalk on delay has been proposed.

Reduction over original -o—

Percentage average delay reduction

Effect of increasing the number of tracks on example Deutsch2.

VI. CONCLUSION
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From the Proof of Theorem 1, it can be seen that it is applicable simultaneous switching (based on the currently calculated
under any delay model where an increase in the effective contervals) with the neighboring wire. This updates the switching
pling capacitance causes an increase in the delay, and vice vetisgs to the interval [0.3432 ns, 1.2223 ns].
This is a property satisfied by any reasonable delay model. TheFor wire 2, the earliest switching time at 0.3432 ns must be
method was applied to reduce crosstalk in channel routing, amgbdated since there is no simultaneous switching with wire 3
the results were demonstrated to give visible improvements. I{see Fig. 3), and this results in effective coupling capacitances
anticipated that this method will be useful in other applicatiors 0 with wire 1 andC, with wire 3. This updates the earliest
for crosstalk optimization. switching time to 0.5539 ns. Similarly, the latest switching time
With regard to future work, it may be possible to adapt thiat 0.4432 nsis updated since it experiences an effective coupling
work to a full-chip noise analysis scenario, where a changedapacitance ctC.. with wire 1 andC, with wire 2, resulting in
the switching time can impact the arrival time at the inputs @f revised switching interval of [0.5539 ns, 1.0753 ns].
other gates in the circuit, and a ripple effect is possible. StartingWire 3 sees an effective coupling capacitanc€'pivith wire
at the inputs, the wires can be processed in a PERT-like fashi@nand its switching interval is updated to [0.1609 ns, 0.1609 ns].
using current values of arrival times to determine the effective Iteration 2: If the resulting intervals above were consistent
coupling capacitance, continuing until convergence. with the assumptions on coupling capacitance, no further iter-
It should be pointed out that noise reduction and delay redwtions would be necessary. However, we find that the updated
tion are correlated objectives, in that both can be reduced by itervals of wire 1 were dependent on the switching intervals
ducing the distance along which two simultaneously switchirgf wire 2, which were subsequently updated. In reality, the as-
wires run adjacently. The objective of this work has been to preemption of an effective coupling capacitance of zero at time
vide a technique that directly measures the effect of crosst@lld432 ns was incorrect and, therefore, an update to the earliest
on delay. It is expected that it could be used in conjunction wigwitching time of 0.3309 ns witld’. would result in the cor-
noise metrics to simultaneously satisfy requirements on delact value, namely, 0.4016 ns. Similarly, it can be found that
and noise. the latest switching time must be updated, and the resulting
switching interval for wire 1 is now [0.4016 ns, 1,3623 ns].
The iterations stop here since the values of the switching in-
tervals are consistent with the values of the equivalent coupling
capacitances.

APPENDIX |
DETAILED CALCULATIONS FOR THE ILLUSTRATIVE EXAMPLE
OF Section 1I-B
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