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A Tonic Hyperpolarization Underlying Contrast
Adaptation in Cat Visual Cortex
Matteo Carandini* and David Ferster

The firing rate responses of neurons in the primary visual cortex grow with stimulus
contrast, the variation in the luminance of an image relative to themean luminance. These
responses, however, are reduced after a cell is exposed for prolonged periods to
high-contrast visual stimuli. This phenomenon, known as contrast adaptation, occurs in
the cortex and is not present at earlier stages of visual processing. To investigate the
cellular mechanisms underlying cortical adaptation, intracellular recordings were per-
formed in the visual cortex of cats, and the effects of prolonged visual stimulation were
studied. Surprisingly, contrast adaptation barely affected the stimulus-driven modula-
tions in the membrane potential of cortical cells. Moreover, it did not produce sizable
changes in membrane resistance. The major effect of adaptation, evident both in the
presence and in the absence of a visual stimulus, was a tonic hyperpolarization. Ad-
aptation affects a class of synaptic inputs, most likely excitatory in nature, that exert a
tonic influence on cortical cells.

Adaptation is a fundamental sensory pro-
cess that allows neurons to respond with high
sensitivity to a wide range of sensory inputs.
One aspect of sensory stimuli to which neu-
rons in the visual cortex adapt is contrast
(1–4): Adaptation to high contrasts increases
the threshold contrast required to evoke a
given response, whereas adaptation to low
contrasts decreases that threshold (3). Adap-
tation therefore acts as a gain control mech-
anism that maximizes the sensitivity of corti-
cal cells to the average contrast of their most
recent stimuli (4, 5). Recent theories suggest
that adaptation may have an even broader
role in enhancing the coding efficiency of the
cerebral cortex (6).

Previous studies of contrast adaptation
in the visual cortex were based on extracel-
lular measurements of spike responses. Al-
though these measurements indicate what a
cell communicates to the rest of the brain,
they do not provide many clues to the
cellular mechanisms underlying adaptation.

To investigate these mechanisms, we made
intracellular recordings from 27 neurons of
the cat primary visual cortex (7).

Intracellular records for a cortical simple
cell are shown in Fig. 1. In our sample of 15
simple cells, the spike responses to drifting
gratings and their dependence on contrast
were consistent with those observed in ex-
tracellular experiments: (i) The cells’ firing
rates (Fig. 1A) were strongly modulated by
the passage of each cycle of the stimulus
grating (8). (ii) The amplitude of this mod-
ulation, as measured by the first harmonic
(F1) component of the response at the stim-
ulus temporal frequency, grew with con-
trast. (iii) In all cells, the relation between
stimulus contrast and the F1 component of
the firing rate (Fig. 1E, solid circles) was
well fit by a hyperbolic ratio (9),

R(c) 5 Rmaxcn/(sn 1 cn) (1)

where c is stimulus contrast, R is the cell’s
response, and Rmax, s, and n are free
parameters.

The fluctuations in membrane potential
evoked by drifting gratings were nearly si-
nusoidal at all contrasts (Fig. 1C, thick
traces). Increasing contrast had a dual effect

on the responses: It increased the amplitude
of the stimulus-modulated (F1) component
of the response, and it increased the mean
level around which the modulation oc-
curred (the DC component) (10). The de-
pendence of both the F1 and DC compo-
nents on contrast was also well fit by a
hyperbolic ratio, except for a decrease at the
highest contrasts observed in most of our
cells (Fig. 1, D and F, solid circles).

The responses described so far were ob-
tained while the cell was adapted to low con-
trasts, that is, while the seven test stimuli (1,
2, 4, 8, 16, 32, and 64% contrast) were inter-
leaved with exposure to 1.5% contrast adapt-
ing stimuli. To change the cell’s adaptation
state, we alternated these low-adaptation
measurements of contrast response with high-
adaptation measurements in which the same
seven test stimuli were interleaved with expo-
sure to 47% contrast adapting stimuli (3, 11).
Consistent with previous reports (1–4), adap-
tation reduced the spike responses (Fig. 1B).
In particular, it shifted the contrast response
curve to the right (3, 4) (Fig. 1E, open cir-
cles); adaptation thus decreased the sensitiv-
ity of the cell by half, so that obtaining a given
response amplitude required twice the stimu-
lus contrast.

The effect of adaptation on the membrane
potential responses can be seen by comparing
the thick and thin traces (1.5% and 47%
contrast, respectively) in Fig. 1C. Surprising-
ly, the changes observed in the F1 component
of the spike responses were not mirrored by
changes in the size of the sinusoidal mem-
brane potential modulation. Indeed, there was
neither a rightward nor a downward shift in
the contrast response curve derived from the
F1 component of the membrane potential
(Fig. 1D). The main effect of adaptation on
the membrane potential was to shift the mem-
brane potential down by as much as 15 mV
(Fig. 1C, thin traces). This hyperpolarization
was reflected in a downward shift of the con-
trast response curve constructed from the DC
component of the membrane potential (Fig.
1F, open circles). Because of the lack of ad-
aptation effects on the F1 component of the
membrane potential, this downward shift
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must be principally responsible for the com-
monly observed rightward shift in the contrast
response function constructed from the cell’s
spike responses.

In all seven simple cells tested as in Fig. 1,
the effect on the F1 component of the mem-
brane potential response was much smaller
than the adaptation-induced reduction in the
mean potential. The simple cell that showed
the largest effect on F1 is illustrated in Fig. 2.
In this cell, the modulation of the membrane
potential evoked by a 16% contrast test stim-
ulus was noticeably decreased in amplitude by
adaptation (Fig. 2C). This effect is visible as a
rightward shift of the corresponding contrast
response curve (Fig. 2D). Even so, at all con-
trasts, the drop in the DC component of the
membrane potential (Fig. 2F) was larger than
the corresponding reduction in the amplitude
of the F1 component (Fig. 2D). Overall, the

F1 component of the membrane potential was
remarkably invariant in the face of substantial
hyperpolarization. This invariance could be
ascribed to the opposite effects of hyperpolar-
ization on the driving forces of the excitatory
and inhibitory components of the response
(12).

Adaptation effects were measured in 11
cells (9 simple and 2 complex) with a differ-
ent sequence of stimuli from that used in Figs.
1 and 2, a sequence that was also used in
previous extracellular experiments (13). The
gratings were presented with an initial con-
trast of 1%, which was then increased in 4-s
intervals to 64%. Once the contrast reached
64%, it was stepped back down to 1%. With
this method, two stimuli of the same contrast,
one presented on the way up and one on the
way down, were preceded by different con-
trasts and so were presented while the cell was

in different adaptation states. The results of
these ramp experiments are shown for three
simple cells in Fig. 3. In ramp experiments,
adaptation was weaker than in experiments
with interleaved adapting stimuli (Figs. 1 and
2). This difference occurred presumably be-
cause in the interleaved experiments the low-
and high-contrast adapting stimuli differed in
contrast by a factor of .30, much larger than
the factor of 3 or 4 in ramp experiments. As in
the interleaved experiments, substantial hy-
perpolarization was seen at contrasts that
evoked little membrane potential modulation
and few spikes, and adaptation induced a re-
duction of stimulus-evoked membrane poten-
tial modulations that was much smaller than
the accompanying hyperpolarization. In the
nine simple cells tested with contrast ramps,
the strength of adaptation of the DC compo-
nent of the membrane potential was typically

Fig. 1. Intracellularly re-
corded responses of a
simple cell to optimal
drifting gratings pre-
sented at seven differ-
ent test contrasts in
two different adaptation
conditions. (A and B)
Period histograms of
the spike responses af-
ter adaptation to 1.5%
and 47% contrast, re-
spectively. (C) Cycle av-
erages of the mem-
brane potential after ad-
aptation to 1.5% con-
trast (thick traces) and
47% contrast (thin trac-
es). Each block of seven
test stimuli was preced-
ed by 20 s of an adapting stimulus, which was also presented for 4 s
between each test stimulus. Test stimuli lasted 4 s, and their order of
presentation was randomized within each block. Blocks with 1.5% adapt-
ing contrast were alternated with blocks with 47% adapting contrast. Each
block was run three times, so the histograms and traces are averages of
the responses to 24 cycles of the grating. (D to F) Contrast response
curves [(D), F1 component of the membrane potential; (E), F1 component

of the spike train; (F ), DC component of the membrane potential] obtained
after adapting to 1.5% contrast (F) and 47% contrast (E). Error bars are
twice the SEM over different blocks (N 5 3). Data are fitted by Eq. 1, with
the exponent n constrained to be the same for the two fits in each graph.
(G) The DC component of the membrane potential responses to 1.5%
contrast (F) and 47% contrast (E) plotted against the contrast of the
preceding stimulus.

Fig. 2. Effects of con-
trast adaptation on a
second simple cell. The
layout and symbols are
identical to those of Fig.
1. N 5 3 for the un-
adapted condition and
N 5 2 for the adapted
condition.
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nine times that of the F1 component (Fig. 3).
In simple cells, adaptation-induced hyper-

polarizations were larger during low-contrast
stimulation than they were at high contrasts.
To measure this difference explicitly, we re-
versed the roles assigned to the test and adapt-
ing stimuli, plotting the mean potential of the
responses to the adapting stimuli as a function
of the contrast of the preceding test stimulus
(Figs. 1G and 2G). In the seven simple cells
tested with interleaved adapting stimuli, ad-
aptation hyperpolarized the cells by 5.1 6 1.2
mV (mean 6 SEM) at 1% test contrast and
by 3.0 6 0.4 mV at 64% test contrast. All of
our adapting and test stimuli were optimal in
orientation and spatial frequency. Because ad-
aptation-induced reductions in sensitivity
have been shown to be partly selective for the
stimuli used to elicit them (3, 6, 14), it is

likely that the effect at higher contrasts would
depend on the stimulus used to test the cells.
In any event, the strongest effects of adapta-
tion that we measured in simple cells were
most often observed as the contrast of the test
stimulus decreased toward zero, and were thus
independent of the test stimulus.

As expected from extracellular studies of
the responses of complex cells to drifting
gratings (15), we did not find a modulated
(F1) component in the membrane potential
responses of the 12 complex cells in our
sample. As a result, only the DC responses
of these cells were considered. As in simple
cells, at any given adaptation state increas-
ing the contrast of the test stimulus depo-
larized the cells, increasing their mean po-
tential by 2 to 10 mV. This increase was
well fitted by a hyperbolic ratio function

(Eq. 1). In all but one complex cell, adap-
tation induced a decrease in the mean po-
tential of up to 4 mV. Contrary to simple
cells, in complex cells this decrease was
weaker at low test contrasts than at high
test contrasts (0.2 6 0.6 mV at 1% test
contrast, 2.7 6 0.9 mV at 64% test con-
trast; N 5 10). In addition, in 7 out of 10
complex cells, the DC potential contrast
curves appeared to be shifted to the right by
adaptation (not shown). This behavior
would be expected if complex cells received
a substantial portion of their synaptic input
from simple cells, because the contrast re-
sponse curves measured from the spike out-
put of simple cells also shift to the right
during adaptation.

Perhaps the simplest explanation for the
effects of adaptation that we have described is
that simple cells receive two classes of synap-
tic inputs: phasic and tonic (16). According
to this hypothesis, phasic inputs generate the
stimulus-driven modulations in membrane
potential and are unaffected by adaptation;
tonic inputs remain active even in the ab-
sence of visual stimulation, and their activity
is affected by adaptation and produces the
tonic hyperpolarization. Although the phasic
inputs are known to originate from both ex-
citatory and inhibitory neurons (12), we do
not know whether the tonic inputs are exci-
tatory and suppressed during adaptation or are
inhibitory and enhanced during adaptation.
Indeed, both excitation (17, 18) and inhibi-
tion (2, 3, 19, 20) have been proposed as
possible substrates for cortical adaptation.

To distinguish between these two possibil-
ities, we measured visually evoked changes in
membrane conductance. If the adaptation-
induced hyperpolarization were caused by a
reduction in tonic excitation, it would be
accompanied by a reduction in membrane
conductance. Conversely, if the hyperpolar-
ization were caused by an increase in tonic
inhibition, it would be accompanied by an
increase in membrane conductance. Because
of the large difference in the driving forces on
excitatory and inhibitory synaptic potentials,
the withdrawal of excitation required to hy-
perpolarize the cell by 5 mV would produce
only a small change in the cell’s input resis-
tance, whereas the required increase in inhi-
bition would produce a large change in input
resistance (21). To look for such changes in
input resistance, we injected DC currents into
cells during visual stimulation and measured
the current-evoked changes in DC membrane
potential. A complete experiment, repeated
for two different adaptation states, included
three different currents injected during visual
stimulation with two different contrasts. The
relation between current and voltage for each
of the four combinations of visual stimulation
and adaptation was described by a line, the
slope of which is equal to the input resistance

Fig. 3. Effects of contrast adaptation as
measured with the ramp method (13). For
three simple cells (A to C), the F1 compo-
nent of the spike response (top), the F1
component of the membrane potential
(middle), and the DC component of the
membrane potential (bottom) are shown.
The data in (A) are taken from the same cell
as Fig. 1. Stimuli lasting 4 s were present-
ed, the first at 1% contrast and each suc-
cessive one at greater contrasts up to 64%
(F). Contrast was then successively low-
ered back to 1% (E). The curves are fits of
a model in which adaptation depends on
the past responses of the cell. The adapt-
ed responses RA are given by a hypothet-
ical unadapted response R (described by
Eq. 1) minus the sum of the five previous
responses, each weighted by a factor that
decayed exponentially in time:

RA~t! 5 R~t! 2 kO
s 5 1

5

exp~2s/t!RA~t 2 s!

(2)

The two parameters that describe adaptation are the strength, K, and the time constant, t, of the
exponential decay term. For each cell, t was kept the same for all three fits. We use the parameter k to
measure the strength of adaptation. Adaptation was always stronger in the DC potential than in the F1
potential, by a factor of 25 in (A), 4 in (B), 361 in (C), and 2 to 63 in the remaining six simple cells tested
with ramps (median 9.3,N5 9). Although themodel provided excellent fits to the ramp data, it would not
account for the interleaved adaptation data because it predicts that the hyperpolarization induced by
adaptation is the same for all test stimuli, which we know from Figs. 1 and 2 not to be the case.

Fig. 4. Effects of adaptation on input resistance.
(A) Current-voltage relation tested in one cell un-
der four conditions. The contrasts of the test and
adapting stimuli were 47% and 1.5% (■), 47%
and 47% (h), 1.5% and 1.5% (F), and 1.5% and
47% (E). The ordinate is the DC component of the
membrane potential recorded during a 4-s period
of visual stimulation; the abscissa is the DC cur-
rent injected through the recording electrode. In-
put resistance was measured as the inverse of the
slope of the lines fitted to the data (least-squares
fits). (B) Comparison of input resistance (Rin) measured in the two adaptation states. Each of six cells
contributes two data points, one obtained while stimulating with 1.5% contrast gratings (F) and the
other obtained while stimulating with 47% contrast gratings (E). The solid line fitted to the 12 points has
slope 1.06 0.003 and intercept 0.96 0.3 megohm, indicating that adaptation was not associated with
any noticeable change in input resistance.
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Rin (Fig. 4A). The lines were displaced verti-
cally from one another because the different
test stimuli and adaptation states shifted the
DC membrane potential. There was, howev-
er, little effect of visual stimulation (22, 23) or
adaptation on the slopes of the current-volt-
age relation, indicating that Rin changed lit-
tle. This was true on average for all six cells
tested; the linear fit through the points of Fig.
4B has a slope of unity and an intercept of ,1
megohm, indicating no change in input resis-
tance in the adapted state.

These measurements of Rin are more con-
sistent with adaptation being caused by a de-
crease in tonic excitation than by an increase
in tonic inhibition. Supporting evidence for a
decrease in excitation underlying adaptation
comes from in vitro experiments showing that
intracortical synaptic excitation is depressed
after repetitive electrical stimulation (24).
Moreover, antagonists to presynaptic gluta-
mate autoreceptors that mediate excitatory
synaptic depression reduce extracellularly
measured adaptation effects (17). GABA (g-
aminobutyric acid) antagonists, on the other
hand, have little effect on adaptation (17,
18). Taken together, these and our observa-
tions give strong support for the view that
adaptation is caused by a decrease in the
excitation received by a cell. In principle, this
decrease could originate from an activity-de-
pendent decrease in synaptic efficacy (24)
whose effect would be enhanced if there were
excitatory feedback among cortical cells (25).
Our results provide the further constraint that
adaptation must act largely through a tonic
mechanism, which is an indicator of recent
contrast history and operates both in the pres-
ence and in the absence of visual stimulation.
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Regulation of Protein Phosphatase 2A by Direct
Interaction with Casein Kinase 2a

Jean-Karim Hériché, Franck Lebrin, Thierry Rabilloud,
Didier Leroy,* Edmond M. Chambaz, Yves Goldberg†

Timely deactivation of kinase cascades is crucial to the normal control of cell signaling
and is partly accomplished by protein phosphatase 2A (PP2A). The catalytic (a) subunit
of the serine-threonine kinase casein kinase 2 (CK2) bound to PP2A in vitro and in
mitogen-starved cells; binding required the integrity of a sequence motif common to
CK2a and SV40 small t antigen. Overexpression of CK2a resulted in deactivation of
mitogen-activated protein kinase kinase (MEK) and suppression of cell growth. More-
over, CK2a inhibited the transforming activity of oncogenic Ras, but not that of con-
stitutively activated MEK. Thus, CK2a may regulate the deactivation of the mitogen-
activated protein kinase pathway.

Down-regulation of the mitogen-activated
protein kinase (MAPK) cascade is crucial
to normal growth control. PP2A plays an
important role in this process by dephos-
phorylating the activating site in MAPK as
well as in the enzyme that activates MAPK,
MEK (MAPK or extracellular signal–regu-
lated kinase kinase) (1). The core PP2A
enzyme is a dimer of one catalytic (PP2Ac)
and one regulatory (PR65/A) subunit; an
additional, variable regulatory (B) subunit

binds to PR65 and confers substrate speci-
ficity to the dephosphorylating activity (2).
The SV40 virus–encoded small t antigen
substitutes for one type of B subunit, result-
ing in a decrease in phosphatase activity
toward MEK and an abnormal activation of
the mitogenic MAPK cascade (3).

CK2 is a widely expressed, conserved
serine-threonine kinase, the signaling func-
tion of which is obscure (4). Holoenzymic
CK2 is a constitutively active tetramer of
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