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ABSTRACT

Limited-area models (LAMs) are presently used for a wide variety of research and operational forecasting applica-
tions, and such use will likely expand greatly as the rapid increase in the performance/price ratio of computers and work-
stations makes LAMs more accessible to novice users. The robustness of these well-tested and documented models will
make it tempting for many to consider them as turn-key systems that can be used without any experience or formal train-
ing in numerical weather prediction. This paper is intended as a tutorial and caution for such prospective model users,
with the specific purpose of illustrating that, in spite of advanced physical-process parameterizations and high resolu-
tions permitted by faster computers, and modern mesoscale data for initial conditions, there is still a basic limitation to
predictability with a LAM—Iateral boundary conditions (LBC). lllustrations are provided of previous work that show
the serious negative effects of LBCs, and guidelines are provided for helping to minimize their negative impact on fore-
cast quality.

1. Introduction plication, history does not bear this out. Economic or
political exigencies, as well as situations where local
Increases in the performance/price ratio of cordata are not available at central modeling facilities,
puters and workstations have made it attractive fondl often exist such that special needs will generally,
growing number of government, commercial, anat least within the foreseeable future, be met through
educational institutions worldwide to consider usintpe use of locally run, limited-area models (LAMS).
limited-area (in contrast to global) numerical weathd&his unavoidable situation means that it is important
prediction models for a variety of research and spand timely to review the known and major limitation
cific operational applications. The present use of thesethese LAMSs that is related to their lateral bound-
models is wide-ranging, and evidence suggests thay conditions (LBCs), especially because the fore-
this use will expand greatly during the next decadeasts will increasingly be likely used to make major
Even though it is easy to hypothesize that computidgcisions related to public safety, the economy, and
power will be so accessible and economical that glive environment. Such a tutorial, or advice from “a
bal models will have sufficient resolution for any apmodeler,” is especially appropriate because LAMs are
becoming more touted as “turn-key” systems and are

accessible to many in the meteorological and nonme-
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small nations who perceive that their special needs aii¢h significantly poorer horizontal and vertical reso-
not being met by the global forecasts that are avdiltion and simpler physical process parameterizations,
able. They are being used by agricultural consultimgnd the numerical techniques used for interfacing the
companies for operational prediction of weather teo grids inevitably generate error that propagates
which agriculture is sensitive. When coupled with aipnto the LAM grid. Thus, it is essential before one
guality models, they are applied to regional airshedses a LAM to have a good understanding of how the
to help government and business develop strategiedfBICs can negatively affect the predictive skill of the
managing regional air quality. Militaries employ remodel and even entirely negate the benefits of high
gional models for producing specialized forecasts #solution and sophisticated physics. Section 2 will
weather that affects the conduct of their operatiopsovide an initial discussion of the relevance of LBC
over the land and sea. LAMs are also used for plaffects to the practical application of LAMs. Section
ning emergency responses to the accidental releas® will then summarize previous research that can pro-
hazardous chemicals and radioactive material, andade us with insights relative to the potential serious-
to be employed in the near future for nowcasting tiness of this problem, and section 4 will review current
existence of windshear near airports that is hazard@BC formulations. In section 5 these experiences will
to aviation. be summarized and interpreted, and some general

The above applications may become more widguidelines and cautions will be offered that will al-
spread in the future, and a number of new ones &rer users of LAMs to configure their models in such
likely. For example, the large number of consultingway as to minimize these problems in their particu-
companies that produce customized weather forecdatsapplication.
for clients may operate their own modeling systems Note that this paper only provides a brief review
that provide specialized regional products. Coupled the various types of LBC formulations that can be
with surface hydrologic—runoff models, the atmemployed in LAMs. This is a subject that has been
spheric models will almost certainly be used for floodiscussed extensively in the literature, and the sum-
prediction and management of water resources usedry here is intended to direct the reader to more in-
for hydropower, human consumption, and recreaticsepth descriptions elsewhere. Rather, the emphasis
When global models become sulfficiently accurate kere will be on providing general guidance to LAM
predict interseasonal and interannual climate changgers, who perhaps have little formal NWP experi-
with some skill on the large scale, LAMs will be emence, regarding how to configure LAM systems to
bedded within them to predict the regional effectminimize the negative effects of LBCs on forecasts
These regional forecasts may be used in the procasd simulations.
of making major economic, social, and environmen-
tal decisions.

There is, of course, a variety of sources of forecét A pragmatic consideration of lateral-
error that may make a particular limited-area model- boundary effects
ing system unsuitable for a specific application. These
include the physical-process parameterizations, thelt should be recognized from the outset that LBC
initial conditions, the numerical algorithms, and suproblems with LAMs are inevitable, and that our only
face forcing. These limitations can be addressezhlistic objective should be to understand the nature
through a variety of well-known methods. There i®f the problems well and learn how to mitigate their
however, one unique and unavoidable aspect of LAMsgative effects to the extent possible for each particu-
that will continue to represent a significant limitatiotar model application. And, as we will see, the seri-
to their utility for any application, regardless howusness of theirimpact on a model solution can depend
much sophistication we use in limiting the other egreatly on the specific circumstances of the model
ror sources: the lateral boundary conditions. A nurapplication. Thus, it is not possible or reasonable to
ber of studies have demonstrated that the LBCsagdply the same few simple guidelines in all situations.
LAMs can have a significant impact on the evolution LBCs have an influence on the solution of a LAM
of the predicted fields through the propagation difiat can be attributed to at least five factors.
boundary errors onto the interior of the domain. These
boundary errors originate from a variety of sources. The LBCs are defined based on forecasts from
The LBCs are obtained from coarser mesh models coarser resolution models or analyses of data, de-
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pending on whether the LAM is being used fdn some situations, computing-resource factors also
operational or research applications. In either cagéay an important role in this decision. Nevertheless,
the horizontal, vertical, and temporal resolution of thhis distancing of the lateral boundaries from the area
boundary information is generally poorer than thaf meteorological interest is the only possible solu-
of the LAM, and thus the boundary values interpdon to the problem, in addition to, of course, using
lated to the LAM grid at every time step have theBC formulations that generate only minimal numeri-
potential of degrading the quality of the solutioncal artifacts in the solution. Thus, our primary objec-
» Even if the LBC-data resolution is hypotheticallyive here reduces to establishing guidelines on how
similar to that of the LAM, and there is little in-distant the lateral boundaries must be in specific
terpolation error, the quality of the LBC data magodel applications in order that their negative effects
be erroneous for other reasons, especially if thbg acceptable.
are based on other model forecasts. That is, the An important first question is related to how we
forecast that provides the LBCs may simply bgauge the acceptability of LBC error, given that we
wrong in some important respect having nothingannot eliminate it. Most model users would likely
to do with its resolution. In any case, these erroagree on the general condition that the LBC error is
will be transmitted to the LAM domain at the meshcceptable if it is not greater than the error associated
interface. with the other limiting factors—initial conditions, the
» Because specified LBCs determine the computadmerical approximations, the physical-process pa-
tional-domain-scale variations to the meteorologiameterizations, and the surface forcing. However, this
cal fields, these longer wavelengths cannot interaehot an especially easy criterion to apply from a prac-
with the model solution on the interior. This limtical standpoint because we rarely have the ability to
ited spectral interaction can effect the evolution gluantify the individual contributions of any of these
the LAM forecast because the LAM solution carfive sources of error, especially because they can be
not feed back to the large scales. situation dependent. Thus, if we use this approach it
» The specific LBC formulation used can produceill be necessary to make subjective judgments about
transient nonmeteorological gravity-inertia modebe importance of LBC error relative to those from the
on the LAM domain that, even though they arether sources.
thought to not interact strongly with the meteoro- A subjective estimate of the relative importance of
logical solution, can complicate the interpretationBC error can be based on the degree to which the
of the forecast. meteorology in a given case is dominated by initial
» The physical-process parameterizations may, somenditions, local forcing, and advection—propagation
times out of necessity, be different for the LAMf features from outside the area of interest on the
and the coarser-resolution model providing theodel domain. If the model is being applied to a single
LBCs. The resulting inevitable differences in theneteorological case in a research setting, this judg-
solution at the boundary may cause spurious graent can be based on the prevailing meteorological
dients and feedbacks between the two grids, whicbnditions for that case. However, if the modeling
can influence the interior of the LAM domain. system is being established for operational use, the
decisions must be based on worst-case estimates of
As noted above, these limitations are generally urenditions that will prevail over an ensemble of me-
avoidable. Thus, the problem reduces to determiniteprological situations. Given the above, the follow-
how to anticipate the circumstances when they wifig concepts that are generally held to be true by
represent a significant factor influencing the qualityjodelers should be kept in mind when reading the next
of the LAM solution and applying specific modelingsection containing actual examples of LBC impacts on
strategies that will minimize their effect. LAM simulations. In the final section, these concepts
Conventional wisdom has been simply to move tlaad the experiences described in the next section will
lateral boundaries sufficiently far from the area dife synthesized into specific recommendations for lim-
meteorological interest so that their effect is withiing LBC effects to acceptable levels.
acceptable limits during the period of an integration.
However, the specific domain-size decisions madeein Strength of cross-boundary flewThe strength of
this regard are, probably more often than one would the cross-boundary flow in the upwind direction
hope, relatively arbitrary and based on “guesswork.” should be strongly correlated with the timescales
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on which LBC error propagates and amplifies as
it enters the interior of the domain. More specifi-
cally, the degree of the vertical coupling of the
flow field, and the layers in the atmosphere con-
taining the process to be simulated, will determine
the levels for which the magnitude of the cross-
boundary flow is most crucial. For example, if

the model is being used to provide low-level ter-
rain or thermally forced winds and stability for air-

quality studies, and there is relatively small
vertical dynamic coupling, the strength of the
cross-boundary flow in the lower troposphere will

be more important than that in the upper tropo-

conditions for the LAM should be as close as pos-
sible to those of the LAM. This will reduce the in-
consistencies between the solutions of the two
models, thus providing higher-quality LBC data
entering the LAM domain and reducing gradients
at the boundaries that can generate gravity—inertia
waves. Unfortunately, the growing use of ensemble
forecasting techniques for global coarse-mesh
models will tend to exacerbate this problem be-
cause the global-model resolutions tend be poorer
when ensembles are used, and it will be difficult
to choose which single ensemble member to use
for LBCs.

sphere. In general, the speed of error propagatonPhysical-process parameterization consistercy
from the boundaries will be case, seasonally, and The physical-process parameterizations of the

geographically dependent.
Strength of forcing at lateral boundariesThe

LAM and the coarser-mesh model providing the
LBCs should be similar, if not identical. This will

presence of strong forcing, such as associated withreduce gradients near the LAM boundaries that can
complex topography, convection, or an extratropi- generate gravity—inertia waves. Note that this recom-
cal cyclone, at the lateral boundaries should be mendation is sometimes difficult to follow because
avoided when possible because the resulting largesome parameterizations, such as for convection, are
gradients and accelerations are not treated realis-very dependent on the model resolution.
tically by the LBCs. The inertia—gravity waves Length of the integratier-When LAMs are used
produced by the misrepresentation of the effects of for both research and operational prediction, there
these forcing mechanisms can propagate rapidly to are tradeoffs that determine the length of the inte-
the domain interior and sometimes make it diffi- gration. For example, if mesoscale initial data are
cult to interpret the meteorologically realistic com- sparse, it is wise to initialize the model well before
ponent of the solution. the desired forecast period to allow the model in-
» Strength of forcing on the domain intereiThe ternal dynamics to “spin up” mesoscale structures
strength of the local forcing on the domain interior, that are responsive to the large-scale and local forc-
resulting, for example, from terrain and differential ing. However, this tactic allows more time for LBC
surface heating, is important because sometimeserror to penetrate to the domain interior. This
the resulting mesoscale features are relatively in- tradeoff needs to be considered.
sensitive to moderate errors in the large-scale fields Interactive grid nesting-LAMs often have the op-
that result from LBC error. For example, the time tion of using a series of nested computational do-
of onset of a coastal sea—breeze circulation is moremains, where the horizontal resolution of the
strongly correlated with local thermodynamic ef- domains increases by a factor of perhaps 2 to 4 for
fects than with the specific characteristics of the each progressively smaller grid. The LBCs for the
large-scale flow field and its LBC-related errors.  outermost (largest) grid are provided from another,
» Sensitivity of the forecast to initial conditiensf generally global, modeling system or from analy-
the model solution is strongly sensitive to the ini- ses of data. In such nested grid systems, there is
tial conditions, development of dominant meteo- often the option of using an interactive interface or
rological features may take place early in the boundary condition in which each grid can influ-
integration period. Once these features, such as anence the next coarser one as well as the next finer
MCS or extratropical cyclone, are well established, one. Even though it has not been confirmed by re-
their evolution may be less susceptible to LBC search, one would expect that this truly interactive
error that penetrates to the domain interior later in interface should allow the model solution on the
the integration. interior to interact with the longer domain-scale
* Resolution consistency of LBC data and the wavelengths. This improved spectral interaction
LAM—The horizontal and vertical resolutions of should improve the evolution of the LAM forecast.
the coarse-mesh model providing the boundary Thus, interactive boundaries should be employed

2602 Vol. 78, No. 11, November 1997



where possible rather than one-way-specifieaty conditions) and the differences between the model
boundaries. solutions with and without the perturbations are ana-
» LBC temporal resolutionr-A potentially major lyzed and ascribed to specific factors, including the
source of LBC error is that associated with the ukBCs. A third category of study uses an adjoint model
of LBC information from models or observationgrom which actual sensitivity fields are produced di-
that has poor temporal resolution compared to thectly. Relevant studies from which we can gain in-
timescales of the meteorological features that mgsght are grouped below into these three categories.
“pass through” the boundaries. The timescales ldbte that there are numerous early and recent works
the cross-boundary fluxes must be assessed, #mat describe various kinds of evidence of the poten-
the temporal resolution of the LBCs should bially serious effect of LBC error on LAM forecasts
defined accordingly. (e.g., Miyakoda and Rosati 1977; Gustafsson 1990;
e LBC formulation—LBCs for meteorological mod- Mohanty et al. 1990). However, for the sake of brev-
els are inherently ill-specified mathematically, anidy, this review will be limited to selected investiga-
thus many engineering approaches have been ti@as that use relatively state-of-the-science models
vised to minimize the potentially serious numericaind provide special insights that can help us avoid
problems that can develop. Some algorithms areajor problems with LBCs.
understandably, better than others in particular situ- Before reviewing the literature that can provide us
ations. Even though meteorologists who are modeith guidance relative to this problem, it is worth first
users are often more concerned about physicadlating some anecdotal evidence. As one example,
process parameterizations than the numerical dsiring the mid 1980s the NWP group at The Pennsyl-
pects of models, they also need to be concernezhia State University began running a meso-alpha
about the LBC formulation that is being used. scale LAM in real time on a daily basis for research
* Four-dimensional data assimilation (FDDA) and instructional purposes (Warner and Seamen 1990).
The use of a preforecast FDDA period can havéis LAM, whose computational domain spanned the
both a positive and negative effect on the LBC imortheastern United States, was initialized with the
fluence, whether continuous or intermittent assinsame data used for initialization of the U.S. National
lation techniques are utilized. On the one hand, tiéeather Service’'s (NWS) nested-grid model (NGM),
preforecast integration period will allow LBC erand the lateral boundary conditions were driven by the
rors to propagate closer to the domain center by tR&M forecast. The model-physics parameterizations
start of the forecast. Conversely, the data assimiere generally superior to those of the NGM, and the
lated during the period will partially correct forhorizontal grid resolution was a factor of 3 greater.
errors of LBC origin that are within the influencdexpectations were that it would easily outperform the
region of the data. Variational data assimilatioNGM. However, even though the LAM forecasted ex-
through the adjoint approach will have similaceptionally well many verifiable mesoscale features
potential problems. that were not contained in the NGM forecast, its over-
all objectiveskill during much of the year was worse
than that of the NGM. The fact that the LAM skill was
3. Summary of previous experience worse in the winter, when stronger baroclinity pro-
duced higher wind speeds at the upwind LAM bound-
Three general types of recent studies have besw, pointed to the possibility that the coarse spatial
performed from which we can gain insight. One irand temporal resolution NGM solution was sweeping
volves the application of model computational dacross the LAM domain and negating the benefits of
mains of different size to simulate meteorologic#ihe considerably better physics and resolution. This
cases, and from these simulations a direct determimas inferentially confirmed by expanding the LAM
tion is made of the effect of the proximity of the lattomputational domain to the west, which improved
eral boundaries on some measure of the veracity ofthe model's performance statistics. The important
simulation. Another type can be grouped into the ggpeint to be gained from this experience is that, if ob-
eral category of mesoscale predictability studigactive skill is a measure of the value of a model fore-
wherein a control simulation is first performed with aast to a forecaster (which is an open question that will
LAM. Then, perturbations (errors) are imposed on tm®t be addressed here), this relatively sophisticated,
model initial conditions (or sometimes lateral boundhgh-resolution LAM with its original domain con-

Bulletin of the American Meteorological Society 2603



figuration sometimes provided poorer guidance to théthis error distribution with the location of synoptic
operational forecaster than did the standard NVd&turbances (not shown) shows that the error maxima

product. are associated with areas in which significant changes
are taking place at the boundaries. The fairly inactive
a. Domain-size sensitivity studies large-scale meteorological conditions in the subtrop-

One of the first studies of the effect of drivingcs and Tropics generate very little LBC error. In this
LAM LBCs with a coarser-resolution forecast wasase, the errors are primarily associated with an erro-
that of Baumhefner and Perkey (1982). A LAMeous decrease in amplitude of the disturbances as
(Valent et al. 1977) with a 2.5° latitude—longitude grithey propagate onto the domain, in spite of the fact
was embedded within, and obtained its LBCs frorhat the fine grid has twice the resolution of the coarse
a 5° lat-long hemispheric model (Washington argtid that supplies the LBCs. LAM simulations in
Kasahara 1970). Both models used the same vertighlich the LBCs were provided by a 2.5° lat-long
grid structure (6 layers) and physical-process parahemispheric model (i.e., the LAM and hemispheric
eterizations. LBC “error” was first assessed by cormodels had the same horizontal resolution) showed
paring the solution from this nested system with thatrors that were also large and that had a similar dis-
from a nonnested, 2.5° lat—long version of the hentiibution, indicating that significant LAM errors in
spheric model. Figure 1 shows the midtroposphetitese regions resulted from the LBC formulation.
pressure error (difference between LAM and henfrigure 2 summarizes the root-mean-square (rms) er-
spheric model solutions) associated with the LBCs faor growth in 500-hPa heights on the limited-area do-
a 48-h forecast period. Large pressure errors witiain associated with the use of LBCs from the 2.5°
amplitudes of 5-10 hPa propagate rapidly onto t{@otted curve) and 5° (dashed curve) lat—long global
forecast domain at middle and high latitudes (amaodel. The solid curve shows the difference between
amplify), primarily from the west and north boundthe 2.5° and 5° gridhemispherisimulations over the
aries, with speeds of 20°-30° long dagomparison area of the LAM domain, and represents the error that
is associated with the use
of the 5° unbounded grid com-
pared to the 2.5° unbounded
grid. Height differences (m)
are shown for the total domain
(left) and subdomains that
exclude the areas within 20°
(middle) and 30° (right) of the
boundary. The most rapid error
growth is during the first 24 h.
The fact that the error associated
with the 2.5° LBCs begins to
decrease rapidly after 24 h prob-
ably indicates that it is associ-
ated with rapidly propagating
and damped transients gener-
ated at the lateral boundaries
early in the simulation. In con-
trast, when the 5° LBCs are used
there is a continuing propaga-
tion of coarse-resolution infor-
mation throughout the entire
eriod that causes the error to be
glﬁ;erally larger throughout the

Fic. 1. Pressure difference at 6 km (about 500 hPa) between simulations from a 2.5
long hemispheric model and a limited-area model with the same resolution embedded
a 5° lat-long hemispheric model. The differences are associated with boundary-con FM)%CQSL .
errors. The area delineated is that of the LAM domain. The isobar interval is 1 hPa, and NiS, Of course, is not true
negative values are dashed. From Baumhefner and Perkey (1982). forecast error because observa-
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tions are not being used as a ref- TOTAL 20" SUBSET 30° SUBSET
T

erence. However, itis sobering [ 7~ " 4 1 " " S 0 T

to see that, when the global 2.5°9 | LA L s

simulation is used as a reference, Ty I - i .
the global 5° simulation shows “| // 10T /_.f' v s
smaller error than do either of the”® [ /- I | %

2.5° LAM simulations contain- [ /7 1 “T£ 1 °T /

ing the LBC error. Thatis, when ° [’ ] 3 744 o 1 %4 o

using the 2.5-km global solution o 7 24 36 48 o 12 24 36 a8 0 12 24 36 48

gs a St?ndard' hlgher accuracy Fic. 2. Rms 500-hPa height differences (m) for the total domain (left) and subdomains
is obtained by using only theiat exclude the areas within 20° (middle) and 30° (right) of the boundary. The solid curve
coarse global model rather thashows the difference between 5° and 2.5° hemispheric simulations, the dashed line shows
the coarse global model with arthe difference between the 2.5° hemispheric simulation and that from the 2.5° LAM whose
embedded higher-resolution‘-BCS are provided by the 5° hemispheric simulation, and the dotted line shows the differ-
LAM. In another experiment ence between the 2.5° hemispheric simulation and that from the 2.5° LAM whose LBCs

h h h are provided by the 2.5° hemispheric simulation. The abscissa represents forecast hours.
(”Qt shown), W ere the COMPUErom Baumhefner and Perkey (1982).
tational domain was extended by

20° of longitude at the east and

west boundaries, the center of the domain was pome-half of the area coverage of the next larger domain
tected from LBC contamination for a longer periodFig. 3). In each case, global spectral T-126 AVN pre-
but by 48 h the high central latitudes were contamviious-cycle forecasts were used for lateral boundary
nated from both the east and the west by error propanditions. For a winter cyclogenesis case, the 80- and
gating inward at about 30° long dayBaumhefner and 40-km grid-increment models with the full domain
Perkey state that “these experiments lead to the notpooduced a reasonably accurate forecast. However, the
surprising conclusion that boundary locations shouldrecast on the smallest domain, which had its lateral
be determined from the forecast time frame selecteoundaries close to the area affected by the storm, had
and the typical boundary error propagation rate500-hPa rms height errors that were twice as large as
Comparison of model simulation errdefined rela- those of the forecast on the full domain by only 12 h
tive to observed conditiorfer the 2.5° hemisphericinto the forecast period. In addition, the surface low
model and the 2.5° LAM embedded within the 53ressure center was much weaker than observed and
hemispheric model revealed that the LBCs increased

the total simulation error by up to 50% after 24 h at
high latitudes. That is, the total error growth from all
non-LBC sources is about twice that which is related
to the LBCs. Naturally, the relative contribution of th
LBCs to the total error depends greatly on the overall
predictive skill of the model. It is noteworthy that simi:
lar results were obtained using two totally differer
algorithms for specifying the LBCs.

Another well-controlled demonstration of thig
domain-size problem is described by Treadon a
Petersen (1993), who performed a series of expe
ments with 80- and 40-km grid-increment versions
the NWS Eta Model (Black et al. 1993) on a winter
and summer case. While maintaining the same resc=
lution and physics, they progressively reduced the area
coverage and documented the impact on forecast skill. _ _ _ _ _
The “control simulation” utilized the full computa-. Fic. 3. Five collocated integration domains of the 80-km grid

. . . . increment Eta Model used in the domain-size sensitivity study.
tional domain of the Eta Model, while eXp(:"”mem@ilhe grid number corresponds to the factor by which the grid is

simulations used collocated domains that were pligmer than that of the smallest grid. From Treadon and Peterson
gressively smaller, with each having approximate(y993).

11%}
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erroneously placed in the smallest domain forecashiversity—NCAR mesoscale model (Version 4;
Figure 4 illustrates the sensitivity of the simulation t¥M4) (Anthes and Warner 1978; Anthes et al. 1985)
domain size in terms of differences in the rms 500-hRebe used for mesoclimate studies. Simulations of 72-
height forecasts between the largest domain and ebaluration were performed with MM4 for a winter pre-
of the smaller domains. For a summer case, with muwgihitation event in the western United States where
weaker flow over the small domains, qualitativelgrographic modulation of the precipitation was impor-
similar results were obtained in term of error growttant. Three different domain sizes were used, where
In the latter case, rms 500-hPa height errors (relatie smallest had its upwind lateral boundary near the
to data analyses) were more than twice as large ondbastline at the western margin of the precipitation
smallest domain than they were on the largest domarea. In each case the grid increment was 60 km and
by the 36-h forecast time (Fig. 5). An example ihe lateral boundary conditions were defined from a
shown in Fig. 6 of the rapid influence that the LBQarge-scale analysis of the observations. This analy-
can have at upper levels, even when the cross had a horizontal resolution that was similar to that
boundary flow is weak to moderate. For this summef the global climate model within which the LAM
case, Fig. 6 illustrates two 12-h simulations of 250-hRas to be embedded. The smallest domain covered an
isotachs from the 40-km grid-increment Eta modedrea that was approximately one-ninth that of the larg-
Figure 6a shows a strong narrow jet streak simulatest domain. Because the model was to be used for re-
on the largest domain, while Fig. 6b shows that tiggonal climate simulation rather than for operational
same feature on the smallest domain has been congrédiction, the authors chose to compare the structure
erably smoothed. The authors conclude that “smafl the orographically modulated precipitation fields
scale features develop within the integration domaom the three simulations with each other rather than
only when the forcing mechanisms remain local to thettow objective verification statistics. Figure 7 depicts
domain” and that “difficulties arise when mesoscatbe 72-h precipitation totals for the three domains,
development depends on large scale forcing.” where the area shown represents the coverage of the
Similar sensitivities to LAM domain size weresmallest domain. The boundary of the largest grid is
documented by Dickinson et al. (1988) in their dd200 km removed from this area, and for the medium-
velopment of a version of The Pennsylvania Stasezed grid it is removed by a distance of 600 km. It is
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Fic. 4. Temporal evolution of the rms difference in the 500-hPa Fic. 5. Temporal evolution of the rms 500-hPa height errors
height forecasts between the largest domain and each of (tedative to data analyses) for each of the five computational grids
smaller domains for a forecast initialized at 1200 UTC 7 Janudoy a forecast initialized at 0000 UTC 3 August 1992. The grid
1992. The grid number corresponds to those defined in Fig.nBmber corresponds to those defined in Fig. 3. From Treadon and
From Treadon and Peterson (1993). Peterson (1993).
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Fic. 6. Simulated 250-hPa isotachs (1) fom the 40-km grid increment Eta Model initialized at 1200 UTC 3 August 1992 for
the largest computational domain (a) and the smallest (b). The isotach interval#s Brons Treadon and Peterson (1993).

clear that the orographically forced structure to thvected out of the limited domain at the outflow bound-
precipitation field is strongly dependent on the digries, and the use of identical LBCs in the two simu-
tance of the lateral boundaries from the forcing. Flations causes unperturbed atmosphere to be sweptin
example, the dominant precipitation maximum @it the inflow boundaries.

over 6 cm that exists in northern Arizona for the small- In a predictability study that is very revealing of
est domain is barely discernible when the largest ddBC effects, Vukicevic and Errico (1990) used a rela-
main is employed. An additional experiment (ndively coarse resolution version of The Pennsylvania
shown) confirmed that the use of an even larger détate University—NCAR mesoscale model (MM4)
main had little significant impact on the structure afith a grid increment of 120 km for a 96-h simulation
the precipitation fields for a simulation of this durasf Alpine cyclogenesis. LBCs were defined for MM4
tion. Because there are many similarities in the pnesing data analyses and simulations from the NCAR
Cipitation patterns of the large- and medium-siz&gommunity Climate Model-Version 1 (CCM1) that
domains, the authors decided to accept the compuwtas initialized at the same time as the LAM.

tional expense and to use a domain for their future In one experiment, a control simulation was first
work that had the lateral boundaries displaced pgrformed with MM4, and then the initial conditions

900 km from this area of orographic forcing. were perturbed and the model was again integrated.
LBCs were based on analyses of data and were thus
b. Mesoscale predictability studies “forecast-error free” and the same for both simula-

Predictability studies with mesoscale LAMs havions. Figure 8a shows the 96-h 500-hPa geopotential-
demonstrated that error growth is much different thaeight differences between the two simulations. In
that which has been documented for global modelgler to infer the LBC effects on limiting error growth
(Anthes et al. 1985; Errico and Baumhefner 198ifythe above LAM experiment, Fig. 8b shows the 96-h
Vukicevic and Paegle 1989; Warner et al. 198%00-hPa difference between the solutions from un-
When small perturbations (errors) are added to theunded, global CCM1 simulations with perturbed
initial conditions (but not the boundary conditions) aind unperturbed initial condition for the same area
a mesoscale LAM, the simulation from the perturbdde., no LAM was used). Even though there is some
initial state and that from the unperturbed control ingimilarity to the patterns on the downwind (eastern)
tial state do not diverge as they would with an uside of the domain, the amplitudes and patterns are
bounded model. The error growth here is affected guite distinct. Because the model resolutions and
a number of processes, but the LBCs have a defimteysics parameterizations are not the same, the dif-
major impact on the solution that can be attributedfi@ences must be viewed qualitatively. Nevertheless,
at least some of the factors noted earlier. For examjiiés very likely that much of the difference is due to
the perturbed atmosphere on the domain interior is #oe aforementioned effects of the LBCs. Thus, if the
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(b)

Fic. 7. Precipitation totals (72 h, cm) produced using three com-
putational domains of The Pennsylvania State University—-NCAR
mesoscale model initialized at 0000 UTC 15 January 1979. The
isohyet interval is 1 cm. The verification area displayed is the
domain of the smallest computational grid. (a) The simulation from
the smallest grid, (b) the simulation from the next largest grid with
boundaries removed by a distance of 600 km from this area, and
(c) the simulation from the largest grid with boundaries removed by
a distance of 1200 km from this area. From Dickinson et al. (1988).

Thus, this experimental design has considerable rel-
evance to operational forecasting with a LAM because
it isolates the effects of normal errors in a coarse mesh
forecast on the dynamical evolution of a LAM fore-
cast for which it provides LBCs. Figure 9a shows the
500-hPa geopotential height difference in the two 6-h
LAM solutions, where differences of over 10 m ap-
pear near the domain center over Europe. During this
short time, high-frequency transient modes resulting
from the LBC formulation have contaminated the en-
MM4 LAM were being used to produce an actual foréire domain. Figure 9b shows the same field after 96 h,
cast of cyclogenesis on this limited domain, the natoy which time 25—-30 m short-wave amplitude differ-
ral dynamical evolution of the model atmosphernces exist over the Mediterranean. In order to com-
would be seriously affected by the LBCs. pare this error growth on the LAM domain that is
To gain further insight about LBC effects on thassociated with only LBC errors, with the error growth
LAM solution, an additional experiment used contrahat results from errors that originate on the LAM
and perturbed-initial-condition CCM1 forecasts tdomain, another experiment was conducted. Now the
define the LBCs of a corresponding pair of MM4 forewo LAM simulations used the same LBCs obtained
casts that had initial conditions that were identical afidm the CCM1 control run, but the LAM initial con-
equal to those of the control CCM1 simulation. Thditions were defined by interpolating the CCML1 con-
perturbed CCM1 initial conditions were defined so @l and perturbed initial conditions to the LAM grid.
to emulate expected operational measurement errditsus, the previous experiment used perfect initial con-
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ditions on the LAM domain but had realistic LBC e
rors, whereas this subsequent experiment had per
LBCs with realistic initial-condition error. Figure 9

jor differences are at high latitudes in the northw St
and northeast quadrants of the domain where ~fo‘/ ;
CCM1 alone had its greatest error (see Fig. 8b). If'is,_§ 4+
important to recognize that the LAM domain en)-{ PN
ployed here has perhaps four times the area of m 'hy~..,-.9'/-\
typical LAM domains, and thus the LBC error effects 4;“1- AV
would normally be felt on considerably shortdr —Lﬁ
timescales. Based on these results, Vukicevic and

Errico state that “medium range forecasts with nested

limited-area models may not significantly reduce rm

errors relative to the same forecasts performed = -;‘.;

" o - e

global models. 56:, A
7

As noted eatrlier, it is intuitive that, in some situy/!

tions, strong local forcing mechanisms may cause Qé.\
model simulation to show more skill, in spite of LBE X\ wy%

CaPl

i

7
&
el
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errors, than it otherwise would. The existence of SURRES ¥

! . o BEIINES A
forcing-related predictability increases may be _)2) >k ;/,:\////f
important criterion in determining whether a particy 01\ -ﬁ’

lar LAM configuration can be used successfully wit
out unacceptable dominance of the solution by LEE. y
effects after a period of time. Even though Vukicev —-——\\"-{Q._OCH),;"
and Errico did not directly evaluate the influende TIANE i
of local forcing on error originating at the LBCst-=1B 8 AN NS
they did evaluate its effect on the growth of initial- (b)

condition error. These results can be enlightening inFe. 8. The 500-hPa 96-h geopotential-height difference be-
the context of our problem because the effects of lareen a control simulation with MM4 and a parallel one with per-
cal forcing on predictive skill should be qua"taﬂveht/urbed initial conditions (a). The contour interval is 5 m. The LBCs
similar regardless of whether the errors in the metelgre identical and based on analyses of observations. For the same

roloaical area of interest (that is. in the vicinity of tharea (b) the difference between two unbounded CCMI simulations
ogl eaori ( IS, | vicinity Siter the same 96-h period is shown, one with initial-condition per-

forcing) originated locally from initial _conditions Olturbations over its entire domain and one without. From Vukicevic
propagated from the lateral boundaries. The resulisl Errico (1990).

from two pairs of experiments were compared. One
pair included a control simulation and a simulation
with perturbed initial conditions, where both used sitivity of LAM forecasts to initial conditions and
realistic representation of the orography of the Alfmundary conditions. The adjoint operator produces
at the lower boundary. Another pair was identical efields that indicate the quantitative impact of any
cept that no orography was used. After 96 h of sirsmall, but arbitrary, perturbation in initial conditions,
ulation, the vertically averaged rms geopotential heigiwundary conditions, or model parameters on a par-
errors (differences between the control and the pertticular aspect of the forecast. This approach has the
bation runs) were twice as large in the pair with raxlvantage over the traditional types of predictability
orographic variation, thus confirming the hypothesistudies discussed above in that the resulting depen-
dencies are not sensitive to the specific perturbations
c. Adjoint sensitivity studies applied to the initial or boundary conditions. Actual
Recently, variational techniques employing ametrics of sensitivity are produced, and the results
adjoint model have been used to investigate the sapply to any arbitrary set of perturbations, provided
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-~ Fic. 9. Difference in (a) 6-h and (b) 96-h 500-hPa geopotential
i height between two MM4 simulations. The contour interval is 5 m.
Control and perturbed-initial-condition CCM1 forecasts were used
to define the LBCs of a corresponding pair of MM4 forecasts that
had initial conditions that were identical and equal to those of the
control CCM1 simulation. The perturbed CCML1 initial conditions
were defined so as to emulate expected operational errors. In (c),
the 500-hPa 96-h difference field is from two LAM simulations
-~ \> ;| that used the same LBCs obtained from the CCML1 control run,
1.0~ but the LAM initial conditions were defined by interpolating the
9// CCM1 control and perturbed initial conditions to the LAM grid.
- From Vukicevic and Errico (1990).
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computational levels that are within 150 km of the
center of the domain.

Figure 10 shows the sensitivity of the 72-h relative
that they are not too large. For a more in-depth dissrticity in this limited area in the center of the do-
cussion of this technique, the reader should consmlain to perturbations of the 400-hPa v component of
Errico and Vukicevic (1992) and Hall and Cacudhe wind on the domain interior for the winter case.
(1983). (For further discussion of the sensitivity metric, see

Errico et al. (1993) applied this approach to inveEtrico et al. 1993.) The four panels indicate the areas
tigate the sensitivity of LAM simulations to condition@nd the extent to which the 72-h vorticity in this area
on the domain interior and LBCs. A dry version of This sensitive to the v wind component on the domain
Pennsylvania State University-NCAR MM4 modehterior at various times between the initialization and
and its adjoint were employed, where the model hdte 72-h time. For comparison, Fig. 11 illustrates the
a grid increment of 50 km and 10 computational lagensitivity of this vorticity average to the v component
ers. LBCs were provided by linear temporal inteof the wind on the lateral boundaries. Again, the four
polation between 12-h T42 analyses (resolutigranels show the sensitivity of the 72-h vorticity to the
equivalent to about a 300-km grid increment) from theBCs of v at various prior times during the simula-
European Centre for Medium-Range Weather Fortgn period. The LBC-sensitivity metric extends over
casts. The sensitivity was tested in 72-h simulatiofeur rows and columns of grid points near the bound-
of both a summer and a winter case. A number of asy because the LBC formulation in this model is such
pects of the simulations were investigated relative titat LBCs are defined at all four points closest to the
their sensitivity to initial and boundary condition. Wé&oundary. Note that the isopleth intervals differ greatly
will concentrate on the influence of the LBCs on thigetween Figs. 10 and 11 and among the different pan-
72-h relative vorticity for the 29 grid points at alkls within each figure (see captions). Table 1 summa-
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rizes the maximum value of the[™ TR
sensitivity metric on the domain| - W
interior and on the lateral bound-
aries at these times.

Table 1 indicates that, as|
expected, the sensitivity of the
72-h vorticity to conditions on
the domain interior decreases as

Ty

time=48h . :

the initial time of the simulation |, . Ul o
is approached. Thatis, the 72-h_ . ’ .
vorticity simulation tends to | P G Ll

“forget” the impact of the per-
turbations to instantaneous mer -
teorological conditions as these &7
conditions become more tempo- &
rally removed. In terms of the |,
effect on the 72-h simulation, | & ,
the 48-h LBCs are more impor- o " time=2ah ' Tt
tant than those at other timesz¢ R R
(see Table 1) because the 24-h ¢ 10, sensitivity of the 72-h relative vorticity in the limited volume in the center of the
difference is the time requireddomain to perturbations of the 400-hPa v component of the wind on the domain interior for
for the LBC signal to propagatethe winter case. The four panels indicate the areas and the extent to which the 72-h vorticity
to the center of the domain ats sensitive to the v-wind component on the domain interior at the times indicated during

this level. It is interesting that the simulation. Maximum absolute values are 93, 76, 18, and 1.4 units, respectively, for (a)—

. ... (d). Isopleth intervals are 10, 10, 2.5, and 0.25 units, respectively, for (a)—(d). From Errico
the 72-h forecast is less sensitiv t)al. (1%93). P Y. for (@)

to initial condition (h = 0) per-
turbations (1.4 units) than itis to
boundary-condition perturbations at any time (8-156ous integration of a coarser-mesh model or an analy-
units). The results for lower levels (i.e., perturbatiorsés of data. The development of these techniques is de-
below 400 hPa) with weaker winds are qualitativelscribed in Shapiro and O’Brien (1970), Asselin
similar except that it naturally requires more time fq1.972), Kesel and Winninghoff (1972), and Anthes
LBC effects to penetrate to the center of the doma{i974). The first approach is called two-way inter-
For the summer case, the weaker wind speeds cauaetive nesting, and the latter is called one-way, or
factor-of-2 slower propagation of the sensitivity. parasitic, nesting. In both cases, meteorological infor-
mation from the coarser-mesh domain must be able
to enter the fine-mesh domain, and gravity—inertia and
4. Summary of types of LBC other waves must be able to freely exit the fine-mesh
formulations

time=0h . =

As noted elsewhere in this paper, there are twoTasLe 1. Maximum values of the sensitivity metric of the
basic approaches for providing lateral boundary vag!ative vorticity near the center of the domain to the 400-hPa
ues to LAMSs that must respond to temporally and Sﬁ’a'.wind component on the lateral boundaries and on the domain

. . . ... nterior (from Errico et al. 1993).

tially varying larger-scale meteorological conditions.

One involves the simultaneous integration of the

LAM and a coarser-mesh model within which it is em- Simulation time (h)

bedded, where the information flow between the do- 0 24 48 60
mains is in both directions. See Harrison and Elsberr

(1972), Phillips and Shukla (1973), and Staniforth angater_a_' boundary 8 40 150 52
Mitchell (1978) for a historical discussion of such >

techniques. In the other approach, lateral boundanyerior sensitivity 14 18 26 o3

values are prescribed based on the output from a pres
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k2 . 7 small scales in the fine-mesh so-
/ lution near the boundary (Perkey
and Kreitzberg 1976; Kar and
Turco 1995). For example, in the
: i Perkey and Kreitzberg approach,
/1| a wave-absorbing or sponge
o zone near the lateral boundary
St i~ || prevents internal reflection of
/ : outward-propagating waves
through an enhanced diffusion
PR eSO 1 aswell as truncation of the time
LS Y ) derivatives. In these approaches,
the fine grid is forced with large-
scale conditions through a relax-
& ation or diffusion term (Davies
’}' 1976, 1983; Davies and Turner
g 1977).

™
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| time=24h
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5. Discussion and

Fic. 11. Sensitivity of the 72-h relative vorticity in the limited volume in the center of the summary
domain (circle, Fig. 10a) to perturbations of the 400-hPa v component of the wind on the

lateral boundaries for the winter case. The four panels indicate the extent to which the 72-f|he experiences described in

vorticity is sensitive to the v-wind component on the lateral boundaries at the times indi- . . . .
cated during the simulation. Maximum absolute values are 52, 150, 40, and 8 units, re %c_prewous section are_ illumi-
tively, for (a)—(d). Isopleth intervals are 5, 25, 5, and 1 units, respectively, for (a)—(d). Fr&ting because of their con-
Errico et al. (1993). clusions about the potentially

serious influences that LBCs can
have on LAM forecasts. Even

domain. With the two-way interacting boundary corithough none of these studies were ideally constructed
ditions, the information from the fine mesh can affefdr addressing the particular concerns of this discus-
the solution on the coarse mesh, which can feed baabn, this consistent, albeit qualitative, message that
to the fine mesh. An example of the desirability of thibey convey is perhaps the most important knowledge
approach is provided in Perkey and Maddox (198%hat should be derived from them. Before suggesting
who use numerical experiments to show that a ca@ovme general guidelines for minimizing LBC-related
vective precipitation system can influence its largerrors, a review will be provided of the “lessons
scale environment, which can then feed badd&arned” from the modeling experiences described in
to the mesoscale. Note that LAMs that employthe previous section.
two-way interacting nested grid system must gen-
erally obtain LBCs for their coarsest resolution de- Lateral-boundary error propagates toward the do-
main from a previously run global model or from main interior at a range of speeds. Deep gravity—
analyses of data. Thus, whether or not a two-way in- inertia waves generated by geostrophic imbalances
teracting nesting strategy is employed, the use of aat the lateral boundaries can contaminate the do-
one-way interacting interface condition is almost al- main interior within a few hours (Fig. 9a), whereas
ways necessary. slower waves moving at near-advective speeds can

For the interface condition between domains of a penetrate inward on the domain at rates of 20°—
two-way interacting nest, a variety of approaches are 30° day* in middle and high latitudes (Baumhefner
successfully used for interpolating the coarser-grid and Perkey 1982).
solution to the finer grid and for filtering the finer-gri¢  Lateral-boundary-error advective speeds are gen-
solution that is fed back to the coarser grid (Zretrad. erally going to be slower at low latitudes because
1986; Clark and Hall 1991). Fone-way interacting  the conditions are more barotropic and the cross-
grids, techniques are common that filter or damp boundary flow is weaker (Fig. 1). Another latitu-
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dinal effect is that the observed gradients agious as to render the LAM forecast to be of lesser, or
weaker at lower latitudes, and this will meaat least no more, value than that of the coarser-mesh
that advective effects may be smaller in magnitudeodel that is producing the LBCs. In this situation,
than those related to other physical procesde only remedy is to remove the lateral boundaries a
(Baumhefner and Perkey 1982). sufficient distance from the area of meteorological

» Strong local dynamic forcing at the surface may rarterest on the computational domain.
duce the dominance of errors that originate from If sufficient computational resources are available,
lateral boundaries (Vukicevic and Errico 1990}he lateral boundaries can be distanced from the cen-
However, even in these situations, LBC error cdral part of the computational domain so that LBC er-
be significant (Dickinson et al. 1988). rors do not penetrate to this region during a forecast

e The more barotropic conditions during meteoravith the desired duration. Alternatively, a standard
logical summer in middle and high latitudes willomain area can be employed and the forecast dura-
favor a slower rate at which lateral boundary errtion can be limited so as to prevent penetration of the
influences a forecast, compared to the faster r&BC errors into the central area of meteorological in-
that will prevail during typical winter baroclinicterest. To illustrate the ramifications of this need for a
conditions where cross-boundary flow is strongé&uffer zone, a typical LAM configuration will be as-
(Treadon and Petersen 1993; Errico et al. 1993%umed, and the useful length of the forecast will be

» LBC errors can be sufficiently damaging to LAMcalculated. In this example, the lateral boundaries are
forecast quality such that more accurate predictiorsmoved in each direction from the area of meteoro-
can sometimes be obtained from the coarser-resdagical interest (having length scdlg by a distance
tion models with less sophisticated parameterizatioggual to one-half. For example, if the computational
that are used to provide the boundary conditiodemain has 100 grid points in each direction, the area
for a LAM (Baumhefner and Perkey 1982). of meteorological interest on the model domain is rep-

» Errors generated by the LBC formulation alone, iesented by the central subset ok&D points. Most
addition to those associated with interpolation enodelers would agree that this is a reasonable com-
errors in the forecast providing the LAM LBCspromise, even though there are three times as many
can have long-term, significant-amplitude effectsomputational points in the buffer-zone regiutside
on forecast quality (Baumhefner and Perkey 198#)e area of interest than there are in it. This seemingly

» LBC-related forecast error averaged over the LANMrge computational “overhead” is generally accepted
domain grows approximately linearly in time unas unavoidable. The useful period of the forecast is
til reaching a point where it becomes more tempdefined here as the time required for LBC influences
rally uniform (Baumhefner and Perkey 1982p advect to the central forecast area. Also calculated
Treadon and Petersen 1993). The growth in tisgthe lateral boundary displacement, in units @he
domain-average error likely reflects the increaseliength scale of the inner “protected” forecast area of the
the fraction of the domain influenced by the LBCslomain), required to produce a forecast of “standard”
The growth rate diminishes after the entire domadluration without LBC-error penetration to the domain
is affected. interior. In addition, for each of these “extended” do-

» LBC errors can be more damaging to forecast quadains is computed the ratio of the number of buffer-
ity than initial-condition errors of a similar mag-zone grid points to the number of interior forecast-area
nitude, especially for longer simulation timegrid points, which serves as a metric of the computational
(Vukicevic and Errico 1990; Errico et al. 1993). overhead resulting from the need for a buffer zone.

It is assumed here that the advective speed repre-
The experiences described in the last section ss&hts a conservative estimate of the maximum speed
summarized above, and the basic tenets of NWP weth which LBC error penetrates the LAM domain by
lated to LBCs that are listed in section 2, will now beon-gravity—inertia modes. LBC errors may be re-
synthesized into recommendations for how LBC eflected in the characteristics of nonadvective waves
fects can be minimized in any LAM application.  such as Rossby waves; however, such nonadvective
waves generally propagate more slowly than do the

1) Utilize a lateral-boundary buffer zone advective waves.

The LBC errors that reach the central part of a Table 2 shows the useful forecast periods for four

LAM domain aresometimesunavoidably, so egre- different computational areas with different scales and
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for four different meteorological regimes. Averageperationally useful, duration, the computational over-
midtropospheric wind speedS,{ndicated) are used head generally becomes quite large. For example, to
in the advection-time calculation for midlatitude winebtain a 6-h forecast in winter with the metropolitan-
ter and summer regimes, and for the tropical reginaea domain could require an overhead factor of be-
For the midlatitude-uncoupled regime, it is assumédeen 500 and 1000. Figure 12 is based on the data in
that there is weak vertical coupling and that the donTiable 2 and graphically shows the large computational
nant meteorological processes are forced by lowererhead that is associated with protecting the smaller
tropospheric effects. The smallest domain has the sienains from LBC effects using a buffer zone. Often
of a large city, the next larger one spans an area equiv& possible to anticipate an asymmetry in the speed/
lent to the coverage of a WSR 88D, the next larger atieection correlation of the prevailing wind and thus
covers about a quarter of a typical continent, and tinerease the width of the buffer zone more in the di-
largest one covers an entire continent. rection of stronger prevailing flow. Using available
The forecast-duration limits for the domains witkomputational resources wisely by asymmetrically
a standard buffer zone will be discussed first. For theotecting the domain interior is recommended, but
metropolitan area domain, the forecast is hardly mdtes will likely only permit an increase in the useful
than a “nowcast,” regardless of the regime. The radduration of the forecast by less than 50% compared to
range and regional domains are of a scale that mitte use of a symmetric buffer zone with the same num-
be appropriate for regional weather prediction fdrer of grid points.
small to moderate size countries, but unless they areBecause the limitations to LAM applications im-
in the Tropics the forecast period is generally limitgalied by these calculation are quite significant, it is
to considerably less than one day. Only for contineappropriate to reiterate that it has been assumed that
tal domains can useful forecasts have durations beydnel LBC error is sufficiently large such that it over-
a day. whelms the forecast accuracy when the error penetrates
If the buffer zone width is increased for the smaib the domain interior. However, there are measures
domains to allow for forecasts with a longer, moithat can be taken to control the amplitude of the LBC

TasLE 2. For four different computational areas and four different meteorological re@iisefs] range of forecasts for a standard
domain;*width of buffer zone required (in units bj for forecasts of “standard” duration; afretio of buffer-zone grid points to
central forecast-area grid points for forecasts of “standard” duration.

Meteorological regimes

Mid lat
Interior- “Standard” Winter mid lat Summer mid lat Tropical uncoupled
Forecast forecast-area forecast S=30mst S=15mst? S=8ms? S=5mst
domain size length scalel() duration (~60 kt) (~30 kt) (~15kt) (~10kt)
Metropolitan area 50 km 6h @13 min 27 min 54 min 1.4h
*13.0L 6.5L 3.5L 2.2L
€728 195 63 27
Radar-range area 500 km 18 h 2.3h 45h 9.0h 13.5h
3.9L 19L 1.0L 0.6L
76 22 8 4
Regional area 2000 km 36 h 9.0h 18.0h 35.9h 53.9h
1.9L 1.0L 0.5L 0.3L
23 8 3 1.7
Continental area 5000 km 72 h 225h 44.9 h 89.8 h 134.7 h
1.6L 0.8L 0.4L 0.3L
16 6 2 1.3
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errors (described later). Moreover, the dominance df®[— 777 " LEGEND (AREAS) |
LBC error is likely to be less i sty Hropai
y to be less if the phenomena to ke I N - Metropalitan
. ! - -
forecast are related to local forcing from surface gf- | 11/ Mg | R
fects such as terrain and differential heating; an ex- iy ’ ’ Continental
ample might be terrain-forced convection. £ 10l '

T

2) Utilize compatible numerics and physics with LA
and model providing LBCs
The actual magnitudes of LBC errors will depeng
on a number of factors including the quality of thg
coarse-mesh forecast that is producing the LBCs a§1d g
the magnitude of the error associated with the spagal i
and temporal interpolation from the coarse mesh to the |}

CosDve

LAM domain at the lateral boundaries. The latter er-

ror that is associated with the interpolation between
the two grids can be mitigated through appropriate
modeling-system-design decisions such as the use ofie- 12. Computational overhead associated with using a buffer
LAM and coarse-mesh models with horizontal arf¢"e to protect the domain interior from LBC effects. The ordi-

vertical resolutions that are not areatly different. a n@te is the ratio of the number of buffer-zone grid points to the
9 y » AN mber of grid points on the useful domain interior required to

the frequent passage of LBC informat?o_n from th&otect forecasts of various durations (abscissa) from LBC effects.
coarse-mesh model to the LAM. In addition, the uselationships are shown for the different forecast domains and

of reasonably consistent physical-process parameferthe different meteorological regimes (W—winter, S—summer,
izations (convection, cloud microphysics, turbulenc&;—tropical, U—vertically uncoupled). The relationships are
and radiation) on the two grids will minimize the un22sed on the data provided in Table 2.
realistic gradients that develop at the interface and
propagate onto the LAM domain through advection
and gravity—inertia waves. 5) Account for importance of local forcing
If strong local forcing mechanisms generally pre-
3) Employ well-tested and effective LBC formulationgil and dominate the local meteorology, the forecast
The LBC formulation should and can be suffiguality may not be as strongly affected by LBC errors
ciently well tested and designed so that it does rastit would otherwise be. Thus, if the LBC errors are not
generatesignificantamplitude, gravity—inertia wavesespecially large, the need for a wide buffer zone to pro-
that can move toward the central area of the domaé@et the domain interior may not be essential. However,
at much greater than advective speeds. Even thouggny locally forced phenomena can be quite sensitive
some of the examples presented in the previous secerrors that can originate at the lateral boundaries.
tion demonstrate that this error can be significant, the
use of appropriately engineered LBC algorithms c&) Avoid strong forcing at the lateral boundaries
generally limit the amplitude of this mode of error Strong dynamic forcing at the lateral boundaries
propagation to acceptable levels. can create numerical problems with many LBC for-
mulations. Even though it is not possible to avoid the
4) Allow for effects of data assimilation on LB®assage of transient high-amplitude meteorological
impact phenomena through the boundaries, it is possible to
When using FDDA, its influence on LBC effectsaavoid the collocation of the lateral boundaries with
must be allowed for. Because the preforecast integkaown regions of strong surface forcing such as asso-
tion period will allow LBC errors to propagate closetiated with steep topography and surface-forced tem-
to the domain center by the start of the forecast, therature gradients.
influence of the assimilated observations in the buffer
zone must be sufficiently great to control the LBZ) Utilize interactive grid nests when possible
errors. If there is a data void in the upwind direction, When a LAM cannot influence the solution of the
the width of the buffer zone must be increased to awarser-mesh model that provides its boundary values,
count for the preforecast integration period. the scale interactions of the LAM-resolved waves and

Forecast Length (hours)
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