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Abstract 

Image segmentation has received extensive attention due to the use of high-level 

descriptions of image content. This paper proposes a fault diagnosis model using a Gabor 

filter on segmented two-dimensional (2D) gray-level images. The proposed approach first 

converts time domain AE signals into 2D gray-level images to exploit texture information 

from the converted images. 2D discrete wavelet transform (DWT) is then applied to select 

appropriate (vertical) texture information and reconstructed it into an image. The 

reconstructed image is segmented into a number of sub-images depending on the segment 

size and a Gabor filter is applied on each sub-image. Finally, feature vectors are 

extracted from the Gabor-filtered sub-images and utilized as inputs in a one-against-all 

multiclass support vector (OAA-MCSVM) to identify each fault in an induction motor. In 

this study, multiple bearing defects under various segment sizes are utilized to validate 

the effectiveness of the proposed method. Experimental results indicate that the proposed 

model outperforms conventional Gabor-filter-based 2D fault diagnosis algorithms in 

classification accuracy, exhibiting a 97 % average classification accuracy for 64×64 

segmented images. 
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1. Introduction 

With advances in manufacturing has come increased demand for higher production 
rates, improved product quality, and larger throughput volumes. The induction motor is 
one of the most significant elements in a variety of industrial applications. An unexpected 
failure of the induction motor may cause significant economic losses by interrupting the 
production rate. An effective state monitoring system is critical for reducing degradation 
in machine performance by detecting and acting in a reliable and timely manner [1]. 
Therefore, fault detection and diagnosis of induction motors is the subject of intensive 
research. 

Current and voltage signals have been utilized in research for easy signal measurement 
and low-cost monitoring systems [2-5]; however, these signals contain unnecessary 
components (characteristic harmonics) that typically cause signal distortion. Vibration 
analysis has been frequently used to diagnosis induction motor defects because it provides 
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the most intrinsic information about multiple faults using higher energy levels [6-11]. 
However, when compared with vibration signals, acoustic emission (AE) signals can 
improve diagnosis accuracy by inhibiting noise interference with a high-frequency 
spectrum [12]. It also has better capacity for early detection of fault propagation than with 
the vibration signal. Thus, the use of AE signals in state monitoring of an induction motor 
is a preferred alternative. 

A number of diagnosis methods have been developed and are currently in use, 
including power spectrum estimation, fast Fourier transform, and envelope spectrum 
analysis. These methods are based on the assumption of stationary and linearity of input 
signals, so they are not viable for a dominant role in non-linear and non-stationary signals 
analysis. Several techniques have been proposed to analyze non-stationary and non-linear 
fault signals, including short-time Fourier transform (STFT), wavelet transform (WT), 
Wigner-Ville distribution (WVD), Hilbert Huang transform (HHT), and Teiger-Huang 
transform (THT). The limitation between time and frequency resolutions is one of the 
major constraints in STFT. Although the WT has exhibited improved performance over 
the STFT, it is non-adaptive in nature due to its uniform resolution for all scales. The 
WVD of discrete time signals suffers from aliasing problems, while HHT/THT is adaptive 
with input signals and can select intrinsic mode function (IMF) based on the input signals; 
however, selecting the number of IMFs based on the threshold value is a limiting factor in 
HHT and THT [9]. 

In recent years, two-dimensional (2D) representations of signals have been utilized in 
various studies of fault diagnosis [7, 13-17], where time-domain signals are converted to 
2D gray-level images to exploit the texture information from the converted images. In 
[13], Do et al. proposed a fault diagnosis model using a 2D feature of mechanical signals 
utilizing scale invariant feature transform (SIFT). The  drawback  of  this  method  is  that  
the  accuracy  of  extracting  frequency  information is limited by the length of the 
window relative to the duration of the analyzed signal. In [15], Jang et al. proposed a fault 
classification method using texture analysis, where the gray-level co-occurrence matrix 
(GLCM) was used as a feature extraction method. However, during construction of the 
GLCM matrix from a 2D gray level image, the texture information may distort, 
significantly impacting the properties of feature vectors. In [7], Dinh et al. proposed a 2D 
fault diagnosis model using the significant pixels of an image in texture analysis. The 
selection of a threshold value and the order of Gaussian radial functions significantly 
control the number of dominant pixels. Kang et al. proposed a new 2D representation 
technique to observe the clean texture for each fault [18]; this method uses wavelet 
coefficients deduced from the Shannon mother wavelet function with varying dilation and 
translation parameters to generate 2D gray-level images, and a global neighborhood 
structure (GNS) map to extract the texture features of each fault. Since time and 
frequency components were considered in the 2D translation process, we expected to 
extract the distinguishable texture for each fault; however, the robustness of the new 
translation method was not justified with the necessary experimental results. In [14], 
Uddin et al. proposed a 2D fault diagnosis model using GNS/LNS (Local Neighborhood 
Structure) maps to extract the texture feature vectors. The major drawback of this model 
is the non-adaptive selection of window sizes in the construction of feature vectors. In 
[16], Rifat et al. proposed a 2D texture feature-extraction-based fault diagnosis model 
utilizing a local binary pattern algorithm to extract the texture feature vectors; however, 
due to the non-adaptive selection of the number of neighbor pixels and radius of the LBP 
operator, this method is not robust for the extraction of features from the images. An 
efficient image representation approach was proposed in [19, 20] using a Gabor filter. 
Gabor filters possess a number of interesting mathematical properties including a smooth 
and indefinitely differentiable shape, a lack of side lobes in both the space and frequency 
domains, and the generation of high-dimensional representations. 
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When compared to conversional 1D fault diagnosis models, the texture image 
conversion in a 2D fault diagnosis has the additional advantages of reduced noise effects 
and the use of small input signals; however, the extraction of distinct textures for each 
non-stationary and non-deterministic fault signal is still under research [21]. These 
drawbacks have motivated research into a new 2D fault diagnosis model using a Gabor 
filter on segmented images. 

In this paper, a 2D texture image of a time-domain AE signal is segmented into a 
number of equally-sized sub-images. A 2D Gabor filter with various scales and 
frequencies is applied on each sub-image, where the size of the Gabor-filtered image is 
equal to the size of the sub-images. Finally, feature vectors are extracted from the Gabor-
filtered sub-images and utilized as inputs for a multiclass support vector machine to 
identify each fault of an induction motor. 

The rest of the paper is organized as follows: Section 2 describes the proposed 
diagnosis methodology, and Section 3 presents a test fixture for the experiments, 
introduces multiple bearing defects for diagnosis in this study, and validates the 
effectiveness of the proposed model in terms of classification accuracy. Finally, Section 4 
concludes this paper. 
 

2. Proposed Fault Diagnosis Methodology 

The proposed model consists of the following five blocks: (a) the conversion of 1D 
time-domain AE signals to 2D gray images, (b) the application of 2D-DWT for selecting 
appropriate (vertical) texture information, and then the reconstruction of this information 
in a 2D image, (c) the generation of a number of sub-images of the reconstructed image 
depending on segment size, and the application of a 2D Gabor filter on each sub-image, 
(d) the extraction of statistical features from the sub-images, and finally, (d) the training 
and testing of the SVMs with feature vectors to classify multiple faults. Figure 1 
illustrates a block diagram of the proposed fault-diagnosis model using a 2D Gabor filter 
on segmented images. 

  

1D time domain AE 
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selecting appropriate 
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Extract statistical 

features from Gabor 

filtered sub-images  

SVM training and testing
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Figure 1. Block Diagram of the Proposed Fault-diagnosis Model using a 2D 
Gabor Filter on Segmented Images 

In this study we utilize a 2D space conversion to improve feature reliability and reduce 
noise effects. The samples of a time-domain signal are utilized to generate a gray-level 
image. A detailed conversion process of a time-domain signal to a 2D gray-level image is 
presented in Figure 2, where a time-domain AE fault signal is divided into a number of 
subparts. The amplitude of a sample of each subpart becomes the intensity of a pixel in 
2D space, and all the sample values of each sub-band are placed in a column of 2D space. 
Finally, a 2D gray-level image is generated by normalizing the converted 2D space with a 
size of N×M, where N is the number of samples in a sub-band and M is the number of 
sub-bands. In our experiment, we set the sample size of each fault signal at 65536 and 
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divide each time-domain signal into 256 sub-parts, where each part has 256 samples. By 
arranging the samples of each sub-part in a column, we generate a 2D matrix with a size 
of 256×256. At the end, a gray-level texture image is generated by normalizing on a scale 
of 0 to 255. 

 

Figure 2. A Detailed Outline of the Conversion Process from a 1D                    
Time-domain Signal to a 2D Gray Image 

 

 

Figure 3. The Reconstruction Procedure of a Texture Image Considering the 
Vertical Components Only 

In order to extract the significant texture of our experimental AE dataset, we apply a 
2D-DWT to each converted image, resulting in four distinct combinations of coefficients: 
approximation (LL), horigontal detail (LH), vertical detail (HL) and diagonal detail (HH) 
coefficients. As vertical textures are noticeable in numerous experimental AE faults, we 
select only the vertical detail coefficients in the reconstruction of an image. A detailed 
outline of  an image reconstruction considering only the vertical coefficients is depicted in 
Figure 3, where all other coefficients are set to 0. 

The possibility of abnormality still exists in reconstructed gray images due to the 
effects of noise, and these may detract from the reliability of features. In general, for 
smoothing the gray image, a Gabor filter is directly applied to an image and the features 
are extracted from the Gabor filtered image [22]. A 2D Gabor filter consists of a complex 
exponential centered at a given frequency and modulated by a Gaussian envelop. Because 
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of the complex exponential, the filtered image has both real and imaginary parts [22-24]. 
A Gabor filter can be expressed as: 
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 In the case of a 2D image, the absolute square of the correlation between an image and 
the 2D Gabor function provides a local spectral energy density concentrated around a 
given position and frequency in a certain direction. The Gabor filters are self-similar and 
all filters can be generated from one mother wavelet via dilation and rotation. Typically, a 
filter bank consists of Gabor filters, where various scales and rotations are convolved with 
the signal and resultant a Gabor space. The filtering operation with the Gabor filter can be 
expressed as:  

 

y)g(x,*y)I(x,y)G(x,   (3) 

where ),( yxG denotes the complex convolution result, which can be decomposed into 
real and imaginary parts. In our experiment, the pixel intensity of the global feature image 
is used to calculate the feature vectors. The global feature image is calculated using the 
following equation [25]: 
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convolution operator.  
Image processing is a key research area for various applications in the extraction of 

detailed information from a natural image. Content-based image retrieval via image 
segmentation is an effective method to divide an image into a number of different regions 
[26]; however, conventional segmentation methods are complex and many are 
problematic in terms of image retrieval. Therefore, to take the benefits of image 
segmentation and improve feature reliability, in this study we segmented an image into a 
number of sub-images, as depicted in [27]. We then applied a 2D Gabor filter of equal 
size on the sub-images and extract the feature vectors from the sub-images. The sub-
images of an image are calculated using the following formula: 
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where Ns-im is number of sub-images, Nr-pix is the number of row pixels, and Nc-pix is the 
number of column pixels. 

In order to observe the impact of segment size variation on the performance of the 
proposed model, we consider the following sub-image sizes: 16×16, 32×32, 64×64, 
128×128, and 256×256; where the original image size is 256×256. It is notable that the 
number of sub-images varies depending on the segment size. An example scenario of 
generating 64×64 sub-images from a sample 256×256 image is depicted in Figure 4, 
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where the first sub-image is formed by (1-64)×(1-64) pixels and the last sub-image is 
formed by (193-256)×(193-256) pixels.  

 

 
 

Figure 4. A 256×256 Image: (a) Positions of Pixels in a 2D Space, (b) Sub-
Image (64×64) Numbering 

Two important parameters of a Gabor filter, the frequency and orientation angle, have a 
significant impact on feature vectors. While it is important to set the parameters with 
optimum values, there is no formal technique for choosing the parameters. Thus, 
experience-guided intuition, trial and error, or heuristic search is used to select the 
parameters. In this paper, a bank of Gabor filters with various scales and orientations is 

applied and the frequency and orientation angle to 2 and 43  are selected, respectively, 
in order to select the distinct texture information of numerous faults. Figure 5 shows 
sample images of the steps involved in the proposed model, where vertical texture 
information is more visible after applying Gabor filter. 

 

 

Figure 5. Texture Information of Various Blocks Involved in the Proposed 
Model 
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Numerous statistical parameters are measured in this study, including uniformity and 
the mean and standard deviation, to construct the final feature vector of the fault signals. 
Figure 6 shows a sample feature of vectors of numerous faults in a range from 1 to 20, 
where we experience distinct features for all statistical parameters of Gabor-filtered sub-
images. 
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(c) 

Figure 6. Sample Features of Various Faults in the Range of 1 to 20: (a) 
Uniformity, (b) Mean, and (c) Standard Deviation 

The SVM separates the test samples into one of the two classes, and consequently, 
multi-class SVMs (MCSVMs) are utilized to identify multiple bearing defects. In order to 
design MCSVMs, the following three approaches can be considered: one-against-all 
(OAA), one-against-one (OAO), and one-acyclic-graph (OAG). The OAA method, one of 
the most popular and simplest techniques for multi-class classifiers, is employed in this 
study. In the OAA approach, each SVM structure discriminates one class from the others, 
and the final decision can be made by selecting the SVM structure that yields the highest 
output value [7]. As the feature vectors of numerous faults overlap each other, it is not 
possible to classify using a linear classifier; therefore, in this study we utilize the Gaussian 
radial kernel function in each SVM due to its simplicity and dynamic non-linear 
classification capacity. The Gaussian radial basis kernel function is represented as 
follows: 
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where k(svi,svj) is the kernel function, svi and svj are the input feature vectors, and σ is a 
parameter set by users to determine the effective width of the basis kernel function. 
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3. Experimental Evaluation 
 

3.1. Experimental Acoustic Emission Fault Dataset 

The use of a practical dataset is a considerable issue in the performance evaluation of a 
proposed model. Therefore, we setup an experiment as depicted in Figure 7, and then 
collect a dataset by creating physical cracks in various locations of an induction motor 
bearing. A diamond cutter-bit is used to generate a crack on the surface of the bearing. In 
general, a number of fault signals such as inner, outer, roller, ball, case, bore, and face 
may occur at the bearing of an induction motor; however, in our experiment we acquire 
three single induction motor AE faults, inner, outer, and roller, from the bearing. These 
signals are directly collected from the AE sensors attached to an induction motor. In 
addition, a normal bearing is used for benchmarking in this study. As a baseline, a normal 
signal is collected from the normal bearing of a healthy motor. Table 1 shows a detailed 
description of seeded bearing defects, and 90 0.5-second AE signals are obtained for each 
bearing defect sampled at 1MHz in this study. 

 

 

Figure 7. (a) A Test Fixture and (b) Numerous Faults Information 

Table 1. Statistical Information of Fault Signals Used in the Experiment 

Parameters Values 

Operating frequency 15 

Slim ratio 1 

Rotation per minute 900 

Maximum display frequency 900 

Defect frequency of outer 78.6285 

Defect frequency of inner 116.3715 

Defect frequency of roller 74.5980 

 
3.2. Experimental Results and Analysis 

In this study, we evaluate the performance of the proposed model in terms of 
classification accuracy considering the following statistical parameters: uniformity, mean, 
and standard deviation. The mathematical expressions of numerous statistical parameters 
are presented in Table 2. 
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Table 2. Mathematical Expressions of Various Statistical Parameters used 
in the Experiment 

Parameter Mathematical expression 

Uniformity  
i j

d jixU ),(2

 
Mean 

i j

jix
n

),(
1

 
Standard deviation 21

0,
)),((

1   




N

ji
jix

n  
 

The classification accuracy is measured with respect to the true positive (TP), where 

TP is the number of faults in class i that are correctly classified into the class. In order to 
validate the effectiveness of the proposed segmentation based model, the segment size is 
varied in the range of 16-256 (/maximum image size). Finally, for numerous segment 
sizes we obtain different sizes of feature vectors as depicted in Figure 8. 

 

 
 

Figure 8. Segment Size versus Feature Vectors Sizes 

The optimal selection of the sigma (σ) value for the Gaussian radial function is a vital 
issue in determining the non-linear classification accuracy. In this study, the influence of 
σ value on the performance of the proposed model is evaluated in a range from 0.1 to 2 
with an interval of 0.1 for the numerous dimensions to select σ values for each SVM. 
Table 3 illustrates detailed σ values of various SVMs for numerous induction motor 
faults. In addition, we compare the proposed model with the conventional 2D Gabor-
filter-based approach in [26] for various sub-image sizes, as shown in Table 4. 

Table 3. Optimal Sigma Values of Various SVM Structures 

Faults Optimal range Selected values 

Inner (SVM-1: class 1) 0.4  < σ < 0.9 0.6 

Outer (SVM-2: class 2) 0.2 < σ < 1.9 1.0 

Normal (SVM-3: class 3) 0.5 < σ < 1.6 1.2 

Roller (SVM-4: class 4) 0.4 < σ < 0.6 0.5 
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Table 4. Average Classification Accuracy of Various Statistical Parameters 
and Segment Sizes 

Segment Size Feature Size  Uniformity  Mean Standard Deviation 

16x16 256 91.66667 92.22223 91.666668 

32x32 64 97.22223 96.111113 93.333335 

64x64 16 100 97.22223 93.888887 

128x128 4 94.44445 93.88889 93.333335 

256x256*  1 96.11111 93.333333 93.333333 
*
Conventional 2D Gabor filtered method 

 

In Table 4, an image with a segment size of 256×256 represents the conventional 
Gabor filtered approach. The experimental results demonstrate that the conventional 
approach shows comparatively lower performance than the proposed segmentation-based 
approach in various segment sizes. This improved result is due to the extraction of 
detailed and reliable feature vectors from the proposed model compare. However, the 
selection of optimal segmentation size is a vital issue in the proposed model and can 
control the classification accuracy. We consider various segment sizes to evaluate the 
classification accuracy of the proposed model. It is expected that classification accuracy 
will increase with the increment of feature size; however, for our dataset we experience 
less classification accuracy for small and large features. We also observe that maximum 
classification accuracy is obtained for 64×64 segments when the feature vector size is 16. 
The size of the feature vector is small for large segments, which cannot contain 
meaningful information of a fault. In contrast, the feature vector is significantly larger for 
small segments, increasing the computational complexity of the classifier as well as the 
overall model, which decreases the classification accuracy.  
 

4. Conclusions 

In this paper, we proposed a new diagnosis methodology composed of signal 
conversion, feature calculation, feature dimension selection, and classification to achieve 
highly reliable fault diagnosis performance. We first converted a 1D time-domain signal 
to a 2D texture image, segmented the resulting image into a number of sub-images based 
on segment size, and calculated the feature vectors. Finally, we identified multiple bearing 
defects by employing the individually-trained OAA MCSVMs to maximize the 
classification ability of the standard OAA-MCSVMs. The experimental results indicate 
that the proposed method outperforms the conventional Gabor-filter-based approach, 
yielding an average classification accuracy of 97 % with segment sizes less than 64x64. 
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