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ABSTRACT A single-hop LoRa (LongRange) network suffers from a limitation in coverage caused by high

signal attenuation when deployed in industrial areas, which often include wireless unfriendly zones (WUZs).

Thus, some end nodes inWUZsmay fail to transmit data to the gateway (GW). This paper proposes a reliable

two-hop real-time LoRa protocol in which the nodes in WUZs transmit data to another node that relays the

received data to the gateway for reliable transmission. The proposed protocol allocates transmission slots

to nodes with different data transmission periods, so the nodes not only achieve high reliability but also

meet time constraints or periods for delivering data to a gateway. In this case, 1-hop nodes (one hop away

from GW) may consume more energy than 2-hop nodes (two hops away from GW). For energy balancing,

the protocol uses a data aggregation approach to minimize the number of transmissions.We show by analysis

that the proposed protocol can support up to 200 nodes using a single-channel GW when every node sends

one packet with a payload of 30 bytes within 17 seconds, and 30% of the nodes are 2-hop nodes. In addition,

we show by experiment that the proposed protocol can achieve high reliability in data transmission.

INDEX TERMS Two-hop LoRa network, energy balancing, relay, real-time scheduling, reliable

transmission.

I. INTRODUCTION

Recently, LoRa (long range) technology, despite its low spec-

trum efficiency and low data rate, has been drawing atten-

tion as an alternative or a complement to wireless sensor

networks (WSNs) owing to its provision of long-range com-

munications and a reliable link that enables a simple star

topology. However, the use of a LoRa network in industrial

monitoring and control applications is still a challenge since

the network has to cover wireless-unfriendly zones (WUZs)

such as underground tunnels, enclosed spaces, and harsh

construction houses with steel or concrete obstructions, but

still has to deliver data in a reliable and real-timemanner. Fur-

thermore, those applications deal with a relatively high data

rate that can increase the possibility of collision. Therefore,

The associate editor coordinating the review of this manuscript and

approving it for publication was Mingjun Dai .

it is necessary to design an efficient multi-hop LoRa protocol

that can satisfy these industry requirements.

Basically, LoRa technology can overcome the effect of

signal attenuation to some extent by increasing the coverage

of the network with the use of higher spreading factors (SFs).

However, an increase in the SF by 1 degrades the data rate

by the power of 2. Much worse, it aggravates the problem

of data collisions due to the lengthier time on air (ToA)

and the longer transmission range. One well-known LoRa

protocol, the LoRa wide area network (LoRaWAN), operates

based on the star network topology [1]–[3]. This approach

employs the concept of the Aloha protocol [4] in which an

end device (node) transmits data freely as long as it has data.

Once a node sends data to a server via a gateway (GW),

it waits for a command or message from the server in the

next two downlink slots. This protocol targets the applications

with short duty cycles or long data transmission intervals due

to the high possibility of a collision. According to previous

VOLUME 8, 2020
This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ 126239

https://orcid.org/0000-0003-1984-5022
https://orcid.org/0000-0003-2755-2721
https://orcid.org/0000-0003-2262-4124
https://orcid.org/0000-0002-4999-024X
https://orcid.org/0000-0003-4257-4531
https://orcid.org/0000-0003-2602-1937


H. P. Tran et al.: Two-Hop Real-Time LoRa Protocol for Industrial Monitoring and Control Systems

studies, it is known that the rate of successfully transmitted

packets decreases significantly as the number of end nodes

increases [5]–[9].

A number of studies have been conducted to overcome

the reliability problems in LoRaWAN [10]–[15]. In [10],

the authors proposed two-step lightweight scheduling that

helps a node determine its transmission parameters, such as

transmission power, spreading factor, and channel, thereby

improving the reliability and scalability of the LoRaWAN.

However, the protocol still suffers from high packet error

rates with the increase in traffic load. In [11] and [12],

the authors examined the applicability of time-slotted channel

hopping (TSCH) [16] to a LoRaWAN using a small LoRa

network of one GW and three nodes. However, such a modi-

fication did not achieve notable improvement over the legacy

LoRaWAN. In the on-demand LoRa protocol [13], each node

includes a wake-up radio that enables a low-energy listening

state. The GW sends a beacon message to a cluster head that

is responsible for scheduling the data transmissions of its

member(s). This approach improves reliability by removing

collisions within a cluster; however, the cluster head may

suffer from high energy consumption, since it has to remain

in listening mode. Meanwhile, Symphony Link [14] employs

the notion of slotted Aloha and the listen-before-talk (LBT)

mechanism to reduce collisions. It allocates a sufficient num-

ber of slots to only high-priority packets; the nodes with

low-priority packets send data in a channel contention man-

ner. In [15], the authors proposed a low-overhead synchro-

nization and scheduling mechanism for class A LoRaWAN

devices. Data transmissions are scheduled in time slots. It was

verified by simulation that the slot-scheduled approach could

greatly improve the packet delivery rate.

The above protocols using a star topology have limitations

in covering WUZs. Furthermore, if the line of sight (LOS) is

not secured, the signal attenuation becomes worse [17], [18].

In order to deal with this problem, some researchers have pro-

posed multi-hop LoRa protocols [19]–[22]. In [19] and [20],

the authors proposed Glossy-based [23] multi-hop LoRa pro-

tocols that take advantage of the capability for concurrent

transmission (CT) such that a node can demodulate one

message correctly if two or more messages are transmitted

within three symbol periods. In LoRaBlink [19], the protocol

repeats a time frame that consists of a network construc-

tion (NC) period and a data transmission (DT) period, both

being logically divided into a number of slots. In the NC

period, the sink floods the network with a beacon message

to construct the network, in which every node knows the

hop count from the sink. In the DT period, a node that has

data to send selects the next available slot and broadcasts

the data. Upon receiving data, every node that is located at

one level lower than the sender rebroadcasts the data in the

slot immediately following, so that the receiver can demod-

ulate the data correctly. This process allows multiple nodes

to transmit their own data simultaneously, and the receiver

can demodulate the transmission with the strongest signal

while it suppresses the other signals. In addition, the process

can consume high amounts of energy due to the nature of

flooding. In the concurrent transmission LoRa (CT-LoRa)

protocol [20], the authors dealt with how a multi-hop node

can send data reliably to a sink by making use of CT. Instead

of using network construction (like the previous approach),

a source broadcasts data freely within the assigned slot. Upon

receiving data, a node assigns a time offset before rebroad-

casting, so that the receiver can better demodulate the data.

Basically, this approach improves the concept of the Glossy

approach by utilizing the characteristics of LoRa technology.

In a typical multiple-building area network (MBAN) using

18 end nodes, CT-LoRa could achieve a packet delivery rate

of almost 100%. However, if many nodes are involved in

transmitting data, it becomes difficult to assign appropri-

ate offsets. Furthermore, flooding-based transmission is not

free from the efficiency of energy management. In [21], the

authors proposed the LoRa-Mesh protocol in which the GW

maintains a whole tree topology for the participating nodes

by receiving the link state from every node, and sends a query

message to a specified node to get data along a tree path. This

approach could improve the packet delivery rate significantly,

compared to LoRaWAN in network scenarios deployed in

both campus and indoor environments. However, it causes

high overhead, since it has to query the node whenever it

wants to get data from the node. The authors in [22] pro-

posed the synchronous LoRa-Mesh (Sync-LoRa-Mesh) pro-

tocol to collect data reliably fromWUZs like underground or

indoor areas. It defines a repeater node (RN) that has reliable

LoRaWAN connectivity to the GW. The RN forms a tree

with underground nodes, and collects data in a synchronous

manner through scheduling, and it then transmits aggregated

data to the GW using the LoRaWAN. It could improve the

packet error rate significantly for tree nodes. However, the RN

still has to rely on the LoRaWAN, which is not suitable for

high-traffic monitoring systems.

In this paper, a new two-hop real-time LoRa protocol is

proposed that enables end nodes to transmit data reliably to

a gateway in industrial fields including WUZs. The proto-

col first constructs a two-hop tree topology by taking into

account the link quality between end nodes and the gateway.

Based on the two-hop tree, a server performs slot scheduling.

Then, the nodes at tree level 1 (1-hop nodes) can transmit

data directly to the GW, while the nodes at tree level 2

(2-hop nodes) can transmit data via another 1-hop node to

the GWwithout collision by using the scheduled slots. In this

approach, two important things have to be achieved. One is to

construct a reliable two-hop tree autonomously, and another

is to perform slot scheduling efficiently such that every node,

either 1-hop or 2-hop, with different data transmission peri-

ods should be able to send data to the GWwithin the specified

period or by the deadline.

The rest of this paper is organized as follows. Section II

gives the background to this research, and Section III

describes the proposed protocol formally, followed by evalu-

ation of the protocol in Section IV. Concluding remarks are

given in Section V.
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II. BACKGROUND

A. NETWORK MODEL

The considered LoRa network consists of a network server

(NS), multiple gateways, and a number of end devices (end

nodes or nodes) where the NS and GWs are interconnected

by a high-speed backhaul network. The NS collects data from

many participating nodes through the GWs, and provides the

necessary services based on analysis of the collected data.

Since one GW has to deal with many nodes, in general, it

is wall-powered, whereas end nodes are battery-powered.

Every node is required to send data to the server during

its own transmission period, specified during network ini-

tialization. Therefore, every node can have a different data

transmission period. Even though a wireless link in the LoRa

network has a sufficiently long range, if a node is deployed

in a WUZ, it may not directly connect to the GW in a

reliable manner. Thus, nodes form a two-hop tree topology

originating from the GW, where each tree consists of 1-hop

nodes that can connect to the GW directly, and zero or more

2-hop nodes that can connect to the GW via an 1-hop node

or a relay node. Then, the 2-hop node needs a relay node that

can forward its data to the GW. Every node can act as a relay

node. It is believed that a two-hop tree is sufficient to cover

large industry fields, since two GWs can cover a range that

corresponds to five wireless hops. A node that belongs to a

tree is said to be a tree-node, and a link between that node

and its parent is a tree-link.

FIGURE 1. Network topology.

Fig. 1 shows one typical two-hop network that can be

deployed in industrial areas. The network consists of two

GWs and 15 end nodeswhere eight 1-hop nodes (cyan circles)

are located in open spaces, and seven 2-hop nodes (brown

circles) are located in WUZs. Once each tree is constructed,

the proposed protocol works in the same way for different

trees. Therefore, in the rest of this paper, the protocol design

considered will be for only one tree.

B. NOTATIONS AND MESSAGES

Some notations and messages are defined for convenience in

explanations. A data collection cycle, or a frame, is divided

into a number of time slots (slots) such that the length of a

slot is sufficient to send one data packet. Since each node is

required to send data, it can bemodeled as a data transmission

task (a task). Tasks can belong to different classes according

to their data transmission period, such that for a frame with

2N slots where N is an integer value greater than 0, if a task

has as its transmission period P = 2N /2c, this task belongs

to class c(0 ≤ c ≤ N ). For example, a class 0 task (c = 0)

has to transmit one data segment per frame. Then, a task of

node x, denoted by τx , can be represented as a task profile that

includes its node address and class:

τx = (x, class(x))

where x and class(x) indicate the address and the class of node

x, respectively.

Some of the messages that are used to build a two-hop tree

are defined as follows.

Message Description

JREQ =

(forced-flag) A node sends a join request (JREQ) to

a tree-node in order to become a child.

If forced-flag= 1, the receiving node must

accept the sender as a child, regardless of

link quality; otherwise, it may reject the

join request based on the number of its

children.

JRES =

(accept-flag) A tree-node sends a join response (JRES)

to the JREQ. It responds with accept-flag

= 1 to indicate that it accepts the join

request.

TCR =

(nd, ndaddr,

ndlevel) Node nd, either a tree-node or a GW,

broadcasts a tree construction request

(TCR) to construct a tree topology, where

ndaddr and ndlevel indicate the address

and the tree level, respectively, of sending

node nd.

C. THE LOGICAL SLOT INDEXING ALGORITHM

It is not easy to schedule a set of tasks with different data

transmission periods so that every task in the set always

completes its data transmission before the time constraint or

the end of its period. For convenience in task scheduling,

we borrow the notion of logical slot indexing (LSI) [24],

in which the LSI algorithm assigns a logical slot index to

every slot in an array of slots. The importance of the logical

slot index is as follows. In a frame with 2N slots, if a task of

class k is assigned 2k slots corresponding to the 2k sequential

logical slot indices starting with any logical slot index, and it

transmits data in each assigned slot, it can always satisfy its

time constraint.

To explain the LSI algorithm, we introduce the notion of

the 2k -Constraint. It is said that 2k logical indices satisfy a

2k -Constraint if each of the 2k logically indexed slots appear
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in only one of the 2k equally divided parts of a frame. The

LSI algorithm is given briefly in Algorithm 1.

Algorithm 1 Logical Slot Indexing

// Assume that a frame has 2N physical slots

1 21 logical indices are assigned such that they satisfy the

21 − Constraint;

2 for i = 2 to N do

3 for j = 2i−1 + 1 to 2i do

4 assign j s.t. ∀k = 1 . . . i, the logical indices from j to

j+ 2k − 1 satisfy the 2k − Constraint;

In Algorithm 1, the statement in line 1 guarantees that the

first two logical indices are assigned so they appear in each

of two equally divided parts. When i = 2 (line 2), logical

indices 3 and 4 are assigned (line 3) such that when 3 is

assigned, (2, 3) satisfies the 21 − Constraint , and when 4 is

assigned, (4, 3) satisfies the 21 − Constraint , and (1, 2, 3,

4) also satisfies the 22 − Constraint (line 4) in a recursive

manner. When i = 3, the logical indices 5, 6, 7, and 8 are

assigned, similarly satisfying the corresponding constraints.

A detailed description of the LSI algorithm is in [24].

Consider task scheduling in a frame with 23 slots.

Fig. 2 shows a frame-slot architecture with the logical slot

indices and the slot scheduling of two tasks: τA=(A, 0) and

τB=(B, 2). Task τA takes physical slot 1 corresponding to

logical slot index 1, and task τB takes slots 2, 3, 5, and 7 cor-

responding to logical slot indices 2, 3, 4, and 5, respectively.

Then, tasks A and B transmit one packet per the period of 23

slots and the period of 21 slots, respectively.

FIGURE 2. A frame-slot architecture of 2323 slots with the logical slot
indices assigned and the slot scheduling of two tasks: τA = (A, 0) and
τB = (B, 2).

D. MOTIVATION

LoRa technology, characterized by the provision of a long-

range and reliable link, enables a star topology LoRa network

in which a LoRa GW collects data directly from end nodes

against node mobility. The star topology makes it easy to

design a data transmission protocol. However, data transmis-

sion in the LoRa network suffers from data collisions due to a

lengthy packet ToA. Hence, a simple protocol like LoRaWAN

is not suitable for industrial monitoring and control systems

with relatively high data traffic. Furthermore, the stability of

a LoRa link is vulnerable to any failure to secure the LOS.

Hence, the GW often fails to cover the nodes deployed in

WUZs, thereby requiring a relay node that receives data from

those nodes and forwards them to the GW.

FIGURE 3. A small LoRa network deployed across multiple buildings on
the campus of the University of Ulsan.

Experiments were set up in a university campus testbed

that included buildings and closed rooms, as shown in Fig. 3,

where the GW was placed in the laboratory, three nodes

(1, 6, and 7) were inside the buildings, and four nodes (2, 3,

4, and 5) were outside. Every node was programmed to send

a packet with a payload of 20 bytes at regular intervals of

five seconds with SF= 7 on a single channel for 500 seconds.

A comparison of packet reception ratios (PRRs) was made

between nodes 5, 6, and 7 sending data directly to the GWand

sending data via nodes 3, 1, and 2, respectively. The results

are summarized in Table 1. Two-hop transmission shows

clear improvement, whereas node 7 experienced connection

failure with the direct one-hop transmission.

TABLE 1. Comparison of PRRs for one-hop and two-hop transmissions in
FIG. 3.

Meanwhile, some problemswere derived from the two-hop

LoRa network. First, two-hop transmission can increase the

possibility of collision, since the data generated by 2-hop

nodes have to be transmitted twice, and thus, the increased

traffic can increase interference due to the long transmission

range. The interference problem is often resolved by employ-

ing time-division multiple access (TDMA). Second, 2-hop

nodes with different transmission periods also have to send

data within their respective periods or time constraints. A slot

schedule for a two-hop tree requires efficient slot scheduling

and schedule distribution. Third, a balanced two-hop tree

topology has to be constructed to distribute the processing

overhead among the 1-hop relay nodes under the constraint

that every tree-link should be reliable. Lastly, an 1-hop relay

node may consume more energy, since it has to forward the

received data. In the LoRa technology, a node consumes
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much more energy in sending mode [25]. Aggregated data

transmission may alleviate this problem.

The above problems are addressed with the following

design principles. Upon receiving a tree construction request,

every node can evaluate the link quality by examining the

received signal strength indicator (RSSI) and the signal-to-

noise ratio (SNR), and can then judge whether they are

adequate for it to become an 1-hop node. Furthermore, for

energy balancing, an 1-hop relay can limit the number of

nodes it can handle. Once the two-hop tree is constructed,

every node can share its task profile with other nodes via

the GW, and can generate an identical slot schedule for all

the participating nodes based on the frame-slot architecture

and the logical slot indices. A 2-hop node needs two slots

within its data transmission period for its own transmission

and its parent’s relay. This can be done using the logical slot

indices. After slot scheduling, the 1-hop node can locally

rearrange the transmission sequence for itself and its children

and determine which slots are to be used for transmission (or

skipped) to maximize data aggregation. In this paper, a two-

hop real-time LoRa (Two-hop RT-LoRa) protocol is designed

based on the above design principles.

III. THE TWO-HOP REAL-TIME LoRa PROTOCOL

A. PROTOCOL AND FRAME-SLOT STRUCTURE

The protocol structure consists of the network construction

(NC) period, the data collection (DC) period, and an optional

network maintenance (NM) period. During the NC period,

nodes form a two-hop tree originating at GW. Then, during

the DC period, GW repeats the DC cycle that corresponds to

the frame. After a series of frames, GWmay start an optional

NM period if broken links need to be fixed.

FIGURE 4. Protocol structure.

FIGURE 5. Frame-slot architecture.

A frame is divided into a downlink (DL) period and an

uplink (UL) period. The DL period is further divided into two

slots, one for transmission of a command to 1-hop nodes, and

another for rebroadcasting the command toward 2-hop nodes.

At the beginning of the DL period, all nodes listen to the

common channel, say Ch. 1, to receive a command from the

GW. Upon receiving the command, every node synchronizes

the start time of the UL period. The UL period is sliced

into a number of data transmission slots. Multiple channels

can define multiple identical frames. A slot consists of three

parts: guard time, channel activity detection (CAD) time, and

transmission (Tx) time. The guard time is used to make up

for time synchronization errors. Tx time is also referred to as

the packet ToA.

B. TREE CONSTRUCTION AND MAINTENANCE

A tree is constructed such that every node has a good tree-

link quality, and an 1-hop relay node will limit the number

of children to ensure energy balancing. When a node, say x,

receives a TCR from node y, it evaluates the quality of the

link (x, y) using evaluation function linkq(x, y):

linkq(x, y) =











good if RSSI ≥ RSSITh and SNR ≥ SNRTh

fair if RSSI ≥ RSSITh or SNR ≥ SNRTh

bad if RSSI < RSSITh and SNR < SNRTh

where RSSITh and SNRTh are the threshold values for RSSI

and SNR, respectively, which indicate the minimum values

for good link quality. Every node x maintains a tree informa-

tion table, TIT(x), as follows:

TIT (x) = (GW ,P(x), level(x), linkq(x,P(x)),C(x))

where GW is the gateway to which node x belongs, P(x)

is node x’s parent, level(x) is the level of node x, and C(x)

indicates the set of node x’s children.

Tree construction is performed as follows. The GW broad-

casts TCR = (GW, GW, 0) to initiate tree construction. Upon

receiving the TCR from y, node x becomes an 1-hop node

only if the ndlevel in the TCR is zero and linkq(x, y) is

good. Then, it updates TIT(x) with level(x) = level(y) +

1 and rebroadcasts the TCR after a random delay only if

level(x) = 1. After the delay, an orphan node, say x, selects a

node that provides a good link quality in TIT(x) as a candidate

for its parent. Then, it tries to join the selected node, say y,

by sending JREQ = (0). Upon receiving the JREQ, node y

responds with JRES = (1) only if |C(y)| is less than or equal

to the specified maximum limit, maxChildren, for energy

balancing. If node x receives JRES = (1), it determines

node y as its parent. If it does not receive JRES, it launches

the join process one more time after a random delay. After

two failures, node x executes the join process by excluding

the candidate parents that were tried previously. If it again

receives JRES = (0), it tries the join process with another

parent candidate. In this process, every node x can maintain

its C(x). Some remaining orphan nodes can join the 1-hop

nodes that provide a fair link quality by sending JREQ = (1).

If necessary, some additional GWs can be installed.

If a node does not receive a command from its parent for

three consecutive frames, it judges that it has lost its parent.
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If an 1-hop node fails to receive data from a specific child

for three consecutive frames, it removes the child from its

children list and releases the corresponding slot schedule.

A disconnected node or new node waits for the next NM

period to try the join process. In the NM period, a node

informs its child of a bad link if it finds the PRR from the

child is less than a specified value, so it can find a new parent.

C. TIME SYNCHRONIZATION

Simple time synchronization is performed, considering the

low data rate of LoRa technology. A GW broadcasts a syn-

chronization (SYN) message at the start of a frame period,

StartDL, as illustrated in Fig. 6. Upon receiving SYN, every

1-hop node that has at least one child rebroadcasts it at

StartRB:

StartRB = sysTime− ToA+ DL/2 (1)

In this process, if a 2-hop node receives multiple SYNs, it will

get one with the strongest signal based on the notion of con-

current transmission [23]. Upon receiving SYN, a node can

calculate the start time of the UL period, startUL, as follows:

StartUL =

{

sysTime− ToA+ DL for 1-hop node

sysTime− ToA+ DL/2 for 2-hop node

(2)

where sysTime is the local time at which the corresponding

node finishes receiving the SYN message.

FIGURE 6. Time synchronization.

D. SLOT SCHEDULING

We assume that every node has one task. Given gateway g

that covers n 1-hop nodes, the GW maintains network profile

information NPI (g) as follows:

NPI (g) = (pf1, pf2, . . . , pfn)

where pf i as the profile information of 1-hop node i,

expressed as follows:

pfi = (τi, τi1, . . . , τij, . . . , τiCi )

where τij indicates the task of the j
th child of node i, and ci is

the number of children for node i.

Two-hop tree slot scheduling can be performed based on

NPI (g) using the frame-slot architecture and the LSI algo-

rithm. Basically, an 1-hop node needs one slot, whereas a

2-hop node needs two slots to send one packet. Let us use two

notations, SD1 (i) and SD2 (i), to indicate the slot demands

of 1-hop node i and 2-hop node i, respectively. Then, the total

slot demand, TSD(i), of 1-hop node i is given as the sum of

the slot demands needed by node i and all its children:

TSD(i) = SD1(i) +
∑

j∈C(i)
SD2(j) (3)

where SD1 (i) = 2
class(i)

and SD2(j) = 2∗2
class(j)

.

A node can obtain the demanded slots by using the logical

slot indices if it knows its start logical slot index. Node i can

calculate its start logical slot index, startLSI(i), as follows:

startLSI (i) =
∑i−1

j=1
TSD(j) + 1 (4)

Naturally, the start logical slot index of node i is obtained

by increasing unity assuming that all preceding nodes have

obtained their demanded slots in NPI (g). Then, node i gen-

erates a slot allocation list, Alloc(i), for itself and Alloc(j) for

each node j in C(i) according to Algorithm 2.

Algorithm 2 Get Slot Allocation Lists

// i: is the ith node in NPI (g)

// lsi: a logical slot index

1 calculate startLSI(i) according to Eq. (4);

2 Alloc(i) = a sorted list of physical slot indices that

correspond to the SD1 (i) logical slot indices starting with

startLSI(i);

3 lsi = startLSI (i) + SD1(i);

4 for each j ∈ C(i) do

5 Alloc(j) = a sorted list of physical slot indices that

correspond to the SD2 (j) logical slot indices starting with

lsi;

6 lsi = lsi+ SD2(j);

7 endFor

Based on the slot allocation lists, 1-hop relay node i can

generate a local slot schedule, LSS(i), for itself and its chil-

dren in C(i) as follows:

For relay nodei,LSS(i) = (TxSlots(i),RxSlots(i))

where TxSlots(i) and RxSlots(i) can be obtained as follows:

TxSlots(i) = ascsort(Alloc(i) ∪ {x|x ∈ Alloc(j)

s.t. (pos(x)%2) = 0, j ∈ C(i)}); and

RxSlots(i) = {x|x ∈ Alloc(j)

s.t. (pos(x)%2) = 1, j ∈ C(i)} (5)

where ascsort(L) indicates the ascending-sorted list of list L,

and pos(x) indicates the position of slot x in the corresponding

list or set.

For each j ∈ C(i), LSS(j) = (TxSlots(j))

where TxSlots(j) can be obtained as follows:

TxSlots(j) = {x|x ∈ Alloc(j) s.t. (pos(x)%2) = 1} (6)

For relay node i, TxSlots(i) is the ascending sorted list of all

the physical slots that node i uses to transmit its own data and
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FIGURE 7. An example of task scheduling in a two-hop LoRa network.

the data delivered from each child in C(i). RxSlots(i) includes

all the physical slots that node i uses to receive data from its

children, given as ∈ RxSlots(i) =
⋃

jC(i) TxSlots(j). For node

j in C(i), TxSlots(j) includes the physical slots that node j uses

to transmit its own data.

Let us examine the scheduling for node B in Fig. 7(a),

where NPI (g) = (((A, 0)), ((B, 0) , (C, 1) , (D, 0) )). Since

C(A) = {}, C(B) = {C, D}, TSD(A) = 1, TSD(B) = 8,

and startLSI(B) = 2, Alloc(B) = (5, 9), Alloc(C) = (3, 7,

11, 13), and Alloc(D) = (2, 15) according to Algorithm 2.

Since TxSlots(B) = (5, 7, 9, 13, 15), RxSlots(B) = (2, 3, 11),

TxSlots(C) = (3, 11), and TxSlots(D) = (2), LSS(B) = ((5, 7,

9, 13, 15), (2, 3, 11)), LSS(C)= ((3, 11)), and LSS(D)= ((2)).

The corresponding slot schedule is illustrated in Fig. 7(b).

E. TWO-HOP DATA TRANSMISSION

1) DATA AGGREGATION

If every node transmits data according to the scheduled trans-

mission slots, a relay node can consume much more energy

than 2-hop nodes, since it has to receive all the data from

its children and forward them to the GW. According to the

datasheet of the LoRa SX1276 [25], shown in Table 2, a node

consumes 28 mA in sending mode, much higher than the

10.3 mA in receiving mode.

In this section, an optimal slot selection (OSS) algorithm is

designed to select the minimal number of transmission slots,

thereby maximizing data aggregation at a relay node. The

design of the OSS algorithm is based on the basic principle

that every node delays its transmission as late as possible

under the condition that it still should be able to transmit its

packet in any of the scheduled slots to complete its transmis-

sion no later than the end of its transmission period. For this,

TABLE 2. Energy consumption subject to the modes of a LoRa SX1276
transceiver.

every node needs to know the latest slot among the allocated

slots within its transmission period.

Given the slot allocation lists, every node can select the

physical slots in which it must transmit based on its data

transmission periods. For the design of the OSS algorithm,

we define the deadline list (DL) for a relay node.

Suppose that node s has the shortest transmission period

among relay r and its children in C(r). Let Px denote the

period of node x. Then, deadline list DL(r) for relay node

r can be obtained as follows:

DL(r)={p|p=a×Ps, p≤UL, a=1. . .k, k is an integer}

(7)

where UL is the uplink period in the slots. DL(r) indicates

the list of the last physical slot numbers in all periods of task

s within one frame.

For example, both tasks τB= (B, 1) and τC = (C, 1) have

the shortest period of 8 in Fig. 7(a). Then, for relay node

B, DL(B) = (8, 16). For relay node r and DL(r), the OSS

algorithm is detailed in Algorithm 3.

Algorithm 3 Optimal Slot Selection

// x.TxFlag: if this is True, a relay must transmit data in slot

x

// r : a relay node

1 for each x ∈ TxSlots(r) do

2 x.TxFlag = False;

3 endFor

4 for each k ∈ DL(r) do

6 x = max{y|y ∈ TxSlots(r), y <= k}

6 x.TxFlag = True;

7 endFor

This algorithm is quite simple, since relay node r selects

the latest transmission slot before missing each deadline in

DL(r). For node B in Fig. 7(a), TxSlots(B) = (5, 7, 9, 13,

15), where the underlined physical slot indices are the slots

in which relay Bmust transmit aggregated data. However, the

aggregated data may exceed the media access control (MAC)

protocol data unit (MPDU) if a relay node waits until it meets

the selected transmission slot. Thus, a relay node has to judge

whether it has to transmit partially aggregated data or not

on-the-fly by checking the size of the aggregated data. If the

size of the currently aggregated data exceeds MPDU, it must

transmit the aggregated data in the current slot to start queuing

again.
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Algorithm 4 Data Transmission

At 1-Hop (Relay) Node r At 2-Hop Node x

1 Upon receiving SYN from GW: // initialization

2 set startULTimer = StartUL − sysTime;

3 When startDLtimer expires:

4 StartUL = StartUL + UL + DL;

5 set startULTimer = StartUL − sysTime;

6 wait for command;

7 Upon receiving a command or SYN from GW:

8 process command;

9 sleep;

10 When startULTimer expires:

11 txseq = 1; rxseq = 1;

12 txsn= TxSlots(r)[txseq]; rxsn = RxSlots(r)[rxseq];

13 set TxTimer = (txsn − 1) ∗ slotLen;

14 set RxTimer = (rxsn − 1) ∗ slotLen;

15 sleep;

16 When TxTimer expires:

17 if txsn∈Alloc(r) then enqueue myPkt;

18 aggregate all queued packets into AggPkt;

19 if (txsn.TxFlag = True) or

20 (MPDU − size(AggPkt) < size(Pkt)) then

21 send AggPkt; clear queue;

22 endIf

23 if txseq <= |TxSlots(r)| then

24 txseq = txseq + 1; txsn = TxSlots(r)[txseq];

25 set TxTimer = StartUL + (txsn − 1) ∗ slotLen −

sysTime;

26 else

27 StartDL = StartUL + UL;

28 set startDLTimer = StartDL − sysTime;

29 endIf

30 sleep;

31 When RxTimer expires:

32 wait for a packet;

33 if r receives Pkt then enqueue Pkt;

34 if rxseq <= |RxSlot(r)| then

35 rxseq = rxseq + 1; rxsn = TxSlots(r)[rxseq];

36 set RxTimer = StartUL + (rxsn − 1) ∗ slotLen −

sysTime;

37 endIf;

38 sleep;

1 Upon receiving SYN from a relay: //initialization

2 set startULTimer = StartUL − sysTime;

3 When startDLTimer expires:

4 StartUL = StartUL + UL + DL;

5 set startULTimer = StartUL − sysTime;

6 wait for command;

7 Upon receiving a command or SYN from a relay:

8 process command;

9 sleep;

10 When startULTimer expires:

11 txseq = 1;

12 txsn = TxSlots(x)[txseq];

13 set TxTimer = (txsn − 1) ∗ slotLen;

14 sleep;

15 When TxTimer expires:

16 send myPkt;

17 if txseq <= |TxSlots(x)| then

18 txseq = txseq + 1;

19 txsn = TxSlots(x)[txseq];

20 set TxTimer= StartUL+ (txsn− 1) ∗ slotLen− sysTime;

21 else

22 StartDL = StartUL + UL;

23 set startDLTimer = StartDL − sysTime;

24 endIf

25 sleep;

MPDU MAC protocol data unit

Pkt A packet

myPkt A packet the node generates itself

AggPkt An aggregated packet

rxseq Used as an index for the RxSlots list

txseq Used as an index for the TxSlots list

rxsn A variable for Rx slot number

txsn A variable for Tx slot number

X [i] The ith element of array or list X

slotLen The time length of a slot

sysTime System time at the processing point

In addition, a filtering technique can be employed. A relay

may discard some data by analyzing its data or the received

data before aggregation. This can further reduce the number

of transmissions, or can reduce the size of aggregated data.

2) DATA TRANSMISSION

Based on TxSlots(i) andRxSlots(i) for node i, given in Eqs. (5)

and (6), Algorithm 4 explains how 1-hop (relay) nodes and

2-hop nodes perform data transmissionwith data aggregation.

Upon receiving SYN from the GW or a relay, every node

performs time synchronization, calculates StartUL, and goes

to sleep. Then, every node wakes up at StartUL to start data

transmission according to the slot schedule. For 1-hop nodes,

as soon as a node enters the UL period, it calculates the

next transmission time from the first slot in TxSlots(r) in

line 13, and calculates the next receiving time from the first

slot in RxSlots(r) in line 14. Then, every node wakes at the

next scheduled slot to transmit (line 16) or receive a packet

(line 31). A relay node performs data aggregation until it must
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TABLE 3. Comparison of the features of multi-hop LoRa protocols.

transmit a packet (line 19) by checking TxFlag or the size of

an aggregated packet that may reach the maximum possible

size (line 20). Furthermore, every 1-hop node always waits

for a packet from its children (line 31). For 2-hop nodes,

as soon as a node enters the UL period, it calculates the next

transmission time from the first slot in TxSlots(x) (line 13).

Then, whenever a node finishes sending a packet, if it has

more slots, it calculates the next transmission slot (line 19);

otherwise, it goes into the next DL period (line 23).

To prevent external interference, the proposed protocol

employs CAD [26] to implement the LBT mechanism. Thus,

a node always senses the channel before its data transmission,

and sets a random delay if the channel is busy. In general,

every node may assume that its signal will be stronger than

any external signal. Thus, even with the existence of external

interference, a node can receive a packet with a high proba-

bility of success by exploiting the capture effect [27].

The GW evaluates the condition of the network periodi-

cally by analyzing the number of successfully received data

packets from the participating nodes. If it fails to receive data

from a certain portion of the nodes, it can initiate network

maintenance by broadcasting a request network maintenance

command during the DL period. Then, at the end of the next

UL period, every node starts the NM period.

IV. PROTOCOL EVALUATION

A. COMPARISION OF CHARACTERISTICS FOR MULTI-HOP

LoRa PROTOCOLS

Table 3 compares the features of different multi-hop LoRa

protocols. Two-hop RT-LoRa allocates distinct transmission

slots to each node by considering signal attenuation of partic-

ipating nodes, and it allows every node to transmit data within

the allocated transmission slots, thereby enabling reliable

data transmission. LoRaBlink allows slotted channel access

by flooding the network with a beacon message for time syn-

chronization, and it also enables a node to transmit data only

at the boundary of the slots. It exploits the notion of concur-

rent transmission, since multiple nodes can broadcast a bea-

con message or data simultaneously. However, this approach

can still experience collisions if a receiver receives multiple

data from two or more nodes simultaneously, where the dif-

ference in receiving power is less than a certain threshold.

CT-LoRa tries to improve the reliability of data transmissions

by giving different time offsets to different concurrent trans-

mitters. However, these two approaches cause high overhead,

since they involve the flooding of messages and data. Thus,

this may not be suitable for industrial monitoring and control

applications with relatively heavy data traffic. LoRa-Mesh

issues a query message whenever a gateway wants to get data
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from a particular node. In sensor networks, every node tends

to send one datum to a gateway periodically. Thus, this way

of data acquisition can cause the transmission of too many

control messages for data acquisition. In Sync-LoRa-Mesh,

a relay node establishes a reliable tree with underground

nodes and acquires data from those nodes synchronously by

scheduling slots, and then acts as one of the LoRaWAN nodes

to forward the collected data to a gateway.

In Two-hop RT-LoRa, nodes share their data transmission

periods with other nodes via a server so that each node can

be allocated transmission slots such that it meets its time

constraint. In CT-LoRa, a gateway can generate a real-time

schedule for the nodes, and every node can send data by

means of flooding without interference within the allocated

slot. Other approaches do not consider real-time data trans-

mission. These protocols (except Two-hop RT-LoRa) do not

limit the number of supportable wireless hops and nodes,

whereas Sync-LoRa-Mesh limits the number of nodes that

a relay can support under a constraint on the data size that

LoRaWAN allows in a single transmission. In Two-hop RT-

LoRa, one gateway allows only two wireless hops, since

more wireless hops can lead to higher amounts of data traf-

fic. Note that data in a 2-hop node has to be transmitted

twice to reach the gateway, and each transmission can eas-

ily interfere with other transmissions in long-range LoRa

networks. In CT-LoRa, data are transmitted to the gateway

using flooding. All nodes have to remain active during data

transmission, and they retransmit data in a concurrentmanner.

In LoRaBlink, nodes control data retransmissions using the

hop distance to the gateway such that a node retransmits data

only if it has a shorter hop distance to the gateway than the

sender. Two-hop RT-LoRa optimizes energy consumption,

since it allows a node to remain active during the assigned

slots, and it uses the optimal aggregated transmission. One

most important feature of Two-hop RT-LoRa is using slot

scheduling-based data transmission that does not allow data

collisions. Therefore, if a slot size is optimized, the optimal

number of nodes can be supported. In LoRaBlink and CT-

LoRa, flooding time becomes a duty cycle that is optimized

by exploiting concurrent transmission. Nevertheless, a single

datum is retransmitted many times by many nodes until it

arrives at the gateway.

According to the discussion so far, Two-hop RT-LoRa

enables energy-efficient, reliable, real-time transmission, and

can support a considerable number of nodes by completely

removing the possibility of collision. In consequence, it can

satisfy the requirements of industrial applications.

B. ANALYSIS

1) NUMBER OF SUPPORTABLE NODES

The UL data format consists of a preamble, the payload, and

a 16-bit payload cyclic redundancy check (CRC). Suppose

that symbols(X ) and bytes(X ) denote the number of symbols

and bytes of message X , respectively. Then, the preamble

duration, Tpreamble, and the payload duration, Tpayload , are

given as follows:

Tpreamble = (symbols(preamble) + 4.25)∗Tsym, and

Tpayload = (symbols(payload + CRC))∗Tsym (8)

where, Tsym = 2SF
/

BW , and 4.25 indicates a fixed num-

ber of symbols including two up-chirps, two down-chirps,

and a 4 up-chirp that are transmitted in the preamble on-air

according to the LoRa modulation specifications, and sym-

bols(payload + CRC) is given as follows [25].

symbols(payload + CRC)

= 8 + max(ceil

[

8PL − 4SF + 28 + 16 − 20H

4(SF − 2DE)

]

× (CR+ 4), 0) (9)

where, PL= bytes (payload), SF is a spreading factor,H = 0

and H = 1 when a header is enabled and disabled, respec-

tively, DE = 0 and DE = 1 when low data–rate optimization

is enabled and disabled, respectively, and CR is the coding

rate in [1, 4].

The lower bound of the UL slot length, slotLenLB, is given

as follows:

slotLenLB ≥ Tpreamble + Tpayload (10)

Then, the lower bounds of the UL slot length for different

payloads with the parameters symbols(preamble) = 8, SF =

7, BW = 125, and CR = 1 are summarized in Table 4, where

Tslot ≥ 107.78 ms when PL = 60.

TABLE 4. The lower bound of the UL slot based on payload (SF = 7,
BW = 125).

Let α be the proportion of 1-hop nodes in the network (0 <

α ≤ 1). For simplicity, assume that every node generates one

packet during a frame period. Then, the network slot demand,

NetSD(n), that n nodes require during a frame period is given

as follows:

NetSD(n) = α∗n+ 2(1 − α)∗n = (2 − α)∗n ≤ 2N (11)

In other words, nSupportableNodes is the number of nodes

that the network can support on a single channel, given as

follows:

nSupportableNodes = n ≤ 2N /(2 − α) (12)

Based on Eq. (12), Fig. 8 illustrates the number of nodes

that a single-channel GW can support with varying N and

α when PL = 30 bytes and SF = 7. It shows that nSup-

portableNodes increases linearly with α. If N = 8 and α =

0.7, a single-channel GW can support 200 nodes. Note that

the minimum frame size with N = 8 (= 256 slots) will

become 17,105 ms. In Fig. 9, nSupportableNodes decreases

logarithmically according to the increase in SF with N =

8 and α = 0.7. This is because the increase in SF by unity

doubles the slot length.
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FIGURE 8. Number of supportable nodes with varying α value (BW=125,
CR=1, SF=7).

FIGURE 9. Number of supportable nodes for different SFs (BW=125,
CR=1, N = 8, α = 0.7).

2) ENERGY CONSUMPTION

In our approach, data can be transmitted in two hops, rather

than one hop, to a gateway to improve reliability. We analyze

how this way of data transmission can affect energy consump-

tion by comparing energy consumption in a two-hop trans-

mission and in a one-hop transmission. Etwohop and Eonehop,

as energy consumptions for two-hop transmission and one-

hop transmission, respectively, can be expressed as follows:

Etwohop = (2∗PTx + PRx)
∗PktToA(SFi), and (13)

Eonehop = P∗
TxPktToA(SFi) (14)

where PTx and PRx indicate sending power and receiving

power, respectively, and PktToA(SFi) indicates the time on air

of a transmitted packet when SFi is used.

In this analysis, the Semtech SX1276 working at 868 MHz

is used as an energy reference model [25] where, at 25◦C

with input voltage = 3.3V, the supply current values for a

transmitter vary according to transmission power, and those

for the receiver vary according to the bandwidth, as seen

in Table 5.

TABLE 5. Supply current values for a transmitter.

FIGURE 10. Comparison of energy consumption for one-hop and two-hop
transmissions with varying payload sizes (BW = 125kHz,[[space]]CR = 1
and Ptx = 13dBm).

Based on Eqs. (13) and (14), Fig. 10 compares energy

consumption for two-hop(SF7), which transmits a packet in

two hops with SF7, and for one-hop(SF8), one-hop(SF9),

and one-hop(SF10), which transmit packets directly to the

gateway using SF8, SF9, and SF10, respectively, in terms of

energy consumption when varying the size of the payload.

The energy consumption of two-hop(SF7) is higher than that

of one-hop(SF8) to some degree, but the difference is not

significant; however, two-hop(SF7) consumes far less energy

than both one-hop(SF9) and one-hop(SF10). Thus, we con-

clude that it is desirable to use two-hop(SF7) for industrial

zones in which nodes can experience high signal attenuation.

C. EVALUATION

1) EVALUATION OF DATA AGGREGATION

The proposed data aggregation approach is evaluated with a

small network that consists of one GW, one 1-hop node, and

three 2-hop nodes, using frame size N = 5 (= 32 slots). Each

1-hop node randomly selects its task class, from 0 to 3, under

the constraint that the total slot demand is smaller than or

equal to the frame size.

FIGURE 11. The normalized number of transmitted packets subject to the
maximum number of aggregated packets limited by the MPDU.

Fig. 11 illustrates the ratio of the number of packets trans-

mitted by an 1-hop node to the total packets generated by

1-hop and 2-hop nodes. The number of transmissions at an

1-hop node decreases rapidly as the number of packets allow-

able for aggregation increases. It shows that if four packets are
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allowed for aggregation, the number of transmitted packets

can be reduced by over 50%.

2) EVALUATION OF RELIABILITY

a: EXPERIMENT SETUP

A testbed that consisted of one GW and 10 end nodes was

constructed for an experiment on the campus of the Univer-

sity of Ulsan, where the GWwas placed inside the laboratory

of the computer engineering building, and the end nodes

were positioned manually, such that some radio signals were

highly attenuated by multiple layers of concrete walls and

buildings. Every node transmitted a packet of 30 bytes per

data-collection cycle of six seconds. The experiment was per-

formed over 500 data-collection cycles. The key parameters

and values are summarized in Table 6.

TABLE 6. Experiment parameters.

b: EXPERIMENT RESULTS

Fig. 12 shows a map of the end nodes deployed on cam-

pus after network construction, where the GW was located

inside our laboratory, nodes 1, 2, 3, 8, 9, and 10 were inside

buildings, and nodes 4, 5, 6, and 7 were in open areas of the

campus. The solid lines and the dashed lines indicate stable,

unstable (or bad) links to the GW, respectively. The nodes

with bad link quality became 2-hop nodes that connected to

an 1-hop relay node. For example, nodes 7 and 8 became

2-hop nodes that used node 5 as an 1-hop relay.

FIGURE 12. The testbed deployed on the University of Ulsan campus.

Experiments were performed by assigning SF7 to every

node, and the results are shown in Table 7. With construction

of a two-hop network, the gateway could achieve PRRs above

95% for 1-hop nodes, and above 94% for 2-hop nodes. The

TABLE 7. Experimental results from using SF7.

PRRs for 2-hop nodes are clearly compared with those for

the same nodes that transmitted packets directly to the GW

(given in parentheses).

More experiments were performed by having the 2-hop

nodes transmit packets directly (i.e., in a one-hop transmis-

sion) to the GW by increasing the SF, as shown in Fig. 13.

In that figure, two-hop(SF7) and one-hop(SFx) indicate

the PRRs when a two-hop transmission was executed with

SF7 and when a one-hop direct transmission was executed

by using SFx. Even though the 2-hop nodes used the higher

SF, say SF10, the improvement in PRR was limited, showing

that nodes 6 and 7 still failed to send packets. This implies

that two-hop transmission is much more effective in terms of

energy consumption and transmission reliability.

FIGURE 13. PRRs with 2-hop nodes using different SFs.

V. CONCLUSION

A two-hop RT-LoRa protocol was proposed for use in indus-

trial monitoring and control systems that require real-time,

reliable, and energy-efficient data transmission. The crux

of the approach lies in the construction of a reliable two-

hop tree, distributed slot scheduling of low complexity, and

optimal data aggregation. In real-time IoT applications, the

proposed protocol can allocate slots easily to 1-hop and 2-hop

end nodes such that every node meets its time constraint
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if it transmits packets in the allocated slots. Furthermore,

the protocol can overcome the problem of packet loss from

signal attenuation by enabling two-hop transmission. For

energy saving, an 1-hop relay node can minimize the number

of transmissions by using data aggregation. It was shown by

analysis that our protocol can support hundreds of nodes on

a single channel. Since the protocol uses a slot-scheduled

approach, it can achieve high reliability in data transmissions,

regardless of the number of deployed nodes.
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