Appl. Math. Inf. Sci.8, No. 1, 431-440 (2014) N=B) 431

Applied Mathematics & Information Sciences
An International Journal

http://dx.doi.org/10.12785/amis/080154

A Two-layer Geo-cloud based Dynamic Replica Creation
Strategy

Zhen Ye*, Shanping Li and Junzan Zhou
Colleague of Computer Science and Technology, Zhejiang Universatyg#hou 310013, P. R. China

Received: 14 Jul. 2013, Revised: 27 Nov. 2013, Accepted: 28 2013
Published online: 1 Jan. 2014

Abstract: To improve data availability and reduce user access latency, geo-csed blata replication is widely used in large global
Web sites, such as Facebook. However, as the popularity of data iredtfi@nd will change as time goes by, simple static replica
creation strategies that assign the same number of replicas to all data,chewmging thereafter, are not suitable. To this issue, we
propose a two-layer geo-cloud based dynamic replica creation strea#tggl TGstag. TGstag addresses the issue with twofold: policy
constraint heuristic inter-datacenter replication and load aware adaptigedatacenter replication. TGstag aims to minimize both
cross-datacenter bandwidth consumption and average access timengtramts of policy and commodity node capacity. To evaluate
the effectiveness of our strategy, we've conducted compreteergjeriments to compare TGstag with other approaches. The results
show TGstag significantly reduces cross-datacenter bandwidth arajewvead access time.
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1 Introduction some data are more popular than others. Thus it is not
suitable to assign the same number of replicas among
them. Second, user access patterns will change over time.
For example, some data that were important or popular in
the past may no longer be, or vice versa. In such
situations, increasing or reducing the replica number

applications that are deployed over the geo-cloud, cros yna;rwilcall)f/t Vr\:'” hbi a f%o:)nd \;]vay.l n a;dd|tr|10r;r,] ?csvehsish
datacenter data replication was introduced and has beeffcatons often change rom one place 1o another, whic
widely used. means data replicas need to be reallocated accordingly.

. . . . I Because of the above-mentioned issues, dynamic
be achieved and more Ioads can be-served. However, aUgPIcaton algoritms are widely studiet71314.
to constraints on storage capacity, cost and replica When dealing with data replication, compliance in
consistency, it is unrealistic to assign replicas to all@ccordance with policy constraints is not unusual.
datacenters. Thus, in many cloud-based applicatians [ Frequently, in order to achieve certain levels of
3], all data have a fixed number of replicas; each replica is2vailability, we need to assign at leasteplicas for each
assigned to specific datacenters according to théjatq in different datacentfars. Add_|t|onally,_ sometimas it
corresponding replica placement algorithms, which weforbidden to place certain data in certain areas or it is
call static replication strategy. In these static appreach Necessary for some data to be placed in specific areas.
the number of replicas is predefined and the locations of ~The current geo-cloud infrastructure usually has two
those replicas will never change once they arelayers: many datacenters are located in different regions o
determined. even on different continents; within one datacenter there

However, static replica creation strategy is not are thousands of commodity machine nodes. In each node,
suitable in some scenarios. First, every piece of data i$0th storage and load capacity are limited.
unigue. Some data may be more important than others With the observation and the consideration of above
and require higher availability or other QoS requirements;constraints and scenarios, we propose a two-layer

As cloud computing is becoming increasingly popular
[20], many cloud service providers use tens of
geographically dispersed datacentets?]. To increase

the availability and improve the performance of

* Corresponding author e-majlezhen@zju.edu.cn

© 2014 NSP
Natural Sciences Publishing Cor.


http://dx.doi.org/10.12785/amis/080154

432 NS 2 Z. Ye et al: A Two-layer Geo-cloud Based Dynamic Replica...

geo-cloud based dynamic replica creation strategy calledayer, ecStore provides additional slave replicas forehos
TGstag. As far as we know, we are the first team that hafiot data. To avoid inefficiency in maintaining access
given consideration to both policy and node capacitystatistics on the data, it uses bucket-based technology to
constraint and has utilized the two-layer datacenterrecord a suitable range of data statistics, and then uses
infrastructure when designing a dynamic replica creationthis record to perform the self-tuning slave replica
algorithm. As regards worldwide systems, crosscreation and clearance. In ecStore, the number of
datacenter bandwidth is a scarce resource andecondary replicas isthe same for all data. Additiondily, i
user-perceived access latency is one of the most importartoes not consider any policy constraints.
factors to be considered. Therefore, TGstag is aimingto DHR [9] is a dynamic hierarchical replication
minimize cross datacenter bandwidth consumption andalgorithm that aims to reduce the file access time due to
average user access latency. Our contribution includes: limited storage space in the data grid environment. In
Proposal of a novel dynamic replica creation strategyDHR, a three-tier hierarchical network topology is
composed of two parts: policy constraint heuristic presented: different regions, the LANs within each
inter-datacenter (Inter-DC) replication and load awareregion, and nodes within the same LAN. When the replica
adaptive intra-datacenter (Intra-DC) replication. 2. is not stored in local nodes, DHR selects the best site with
Extensive experiments have been conducted which provéhe most number of accesses and then replicates the file
our strategy quite effective. remotely into this site. If there is not enough storage,
The remainder of the paper is organized as follows:DHR removes the least recently used data replicas that
Section 2 surveys the related work. Section 3 introducesre available both in the current site as well as the local
the background. Section 4 presents TGstag and how theAN, repeating this process until enough storage is made
access be served. Section 5 describes our simulatioavailable. It selects the site that has the fewest number of
experiment and the obtained result. Finally, therequests if there is more than one replica in the same
conclusion is provided in section 6. level.
In PRCR [LQ], data are divided into types based on
their importance and the storage duration request. One
2 Related Wor k type of data is critical and would be reused over the long
term, while another type of data is only used for a short
Data replica creation strategy has been investigatedime and has no long-term value. For the first type of data,
extensively in the literature. In Windows Azure Storage PRCR stores two replicas in the Cloud where the
[2], data is stored durably using local intra-stamp management of two replicas is based on a proactive
replication, while the geographic inter-stamp replicatio checking methodology. For the second type of data, only
is used to facilitate disaster recovery. Intra-stampone replicais stored in the cloud.
replication is synchronous replication that is focused on DPRSKP [L1] is a periodic replication strategy that
making sure all the data written into a stamp is keptaims to select the best candidate files for replication,
durable within that stamp. It is used to balance a readblacing them in the best locations, assuming limited
load. Inter-stamp replication is asynchronous replicatio storage for replicas. For each site, the DPRSKP strategy
used for both keeping a copy of accounts’ data in otherselects replicas to be created or deleted based on the
locations for disaster recovery and migrating accounts’knapsack algorithm.
data between stamps.
Kadambi et al. 4] presents mechanisms for
selectively replicating a large-scale web database on @ Background
record-by-record basis. Its goal is to minimize replicatio
costs while respecting policy constraints. It designs a fineln this paper, we considered a scenario that there are
coarse data level policy language that describes whiclseveral datacenters distanced from each other (in differen
kind of policy constraints the data should obey. Then itregions or even on different continents) and each data
proposes a minimal bookkeeping dynamic replicationcenter contains many commodity nodes. Each node has
algorithm to migrate replicas dynamically from their constraints on both storage and load capacity. Once the
original locations to the location with a higher read rate. storage or load exceeds its capacity, it replicates data and
However, it does not utilize any past access pattern, noforwards a request to other nodes within the same
does it consider the constraints on node capacity, thus thdatacenter. Figurel presents this geo-cloud network
prediction is not as accurate as ours. topology.
ecStore ] is an elastic cloud storage system that  The data replicas are divided into two categories from
provides effective load balancing schema usingthe view at the datacenter level: the primary replica and
self-tuning replication technology that is specially the secondary replica. All write requests to a data object
designed for large-scale data. ecStore adopts two-tieare first sent to the primary replica and then propagate to
partial replication to provide high availability and to the secondary replicas. These propagation processes are
balance the load. In the first tier, it replicates a smallall asynchronous. In this paper we do not consider replica
number of replicas for all data objects. In the secondconsistency issue. However, read requests can be served
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availability and read access speed. When replicating data
into different datacenters, we also need to obey
predefined policies.

In this paper, we consider three types of policies: 1. A
policy regarding the minimal number of replicas to ensure
availability and cross datacenter latency. The more
important data will have the greater number of replicas; 2.
An include list policy that defines where in the
datacenters the data replicas must be placed; 3. An
exclude list policy that forbids placing data replicas into
specific datacenters. Our policy solutions are flexible thus
can support more policies with very little extra effort if
necessary.

There were no access statistics at the time we created
the data object, thus we used a simple heuristic algorithm
to assign the replicas of this object into different

Internet

Fig. 1. Geo-cloud topology

by any replica. In this situation, write request latency is
determined only by the datacenter to which the primary
replica is assigned. However, our main concern in this L
paper is when to create secondary replicas (and slavgatacentgrs|n|t|ally. .

replicas, which we will introduce in section 4.2) and how . _Algorithm 1 shows the detail procedure to create
many replicas we need to create, which only affect read"itidl replicas. For each data objeat first check if any
access latency. Thus we have chosen to optimize reafjOlicies related tm conflict with each other. E.g., if the
access latency as one of our goals. As we can see in th@lUe Of the required minimal replicas ofis larger than
formula (1), total cross datacenter bandwidth is the sumthe total number of datacenters, or if the include list and

of update propagation bandwidth and remote read acce € exclu_de list hav_e any datacenters in_common. If there
bandwidth. Update propagation bandwidth is the are conflicted policies, we have two options: 1. Tell user

bandwidth produced when the primary replica replicatesto modify the policies in the configuration file to solve

data to secondary replicas. Remote read access bandwidESese conflicts; 2. Set priority to each policy and the

is yielded when the local datacenter cannot serve the reafj/dner Priority policy will override the lower one when
request and needs to retrieve data from remot eyarein conflict. If there is no conflict, create a primary
datacenters replica in the local datacenter ofand select a node with

enough storage that has the lowest load to store this
_ rimary replica. Then we findn — 1 number of
BWotal = Bipdete + Ekens @) gatace):wtersp nearest to this datacenter and obey the
Our work is based on the observation that mostpPolicies, wheren is the minimal number of replicas of
applications have temporal and geographical localify [ Finally, we propagate into thosen — 1 datacenters.
In the theory of temporal locality, the data accessed most
recently will likely be accessed again in the near future. i S i
The geographical locality states that once a client reguestA!g9orithm 1 Initialize replicas
the data, it is possible that clients nearby will also retjues 1: result«—policyValidation(o)
it. By taking into account these two localities, we can 2: if resultis truethen
utilize past access statistics to predict the near future3: createPrimaryReplica(o)

users’ access patterns. 4:  n«getMinReplicasNumber (0)
5. selectedDCs«+—

findNearestDCs(n — 1, policies, dcs, currentDC)
6:  propagateReplica(o,sel ectedDCs)
7: end if

4 TGstag

TGstag is comprised of two parts: policy constraint
heuristic Inter-DC replication and load aware adaptive
Intra-DC replication. We will introduce these parts more loc
in detail in 4.1 and 4.2. We will also present in section 4.3
how users’ write and read access being handled.

Once objecto has been created, the number and
ations of its replicas will be re-determined every
specific time a, by running the Inter-DC replication
process. Access statistics regardmgyill be sent to the
node that contains the primary replica of Then this
. . . node will run the Inter-DC replication.
4.1 Policy constraint heuristic Inter-DC Algorithm 2 describes the Inter-DC replication
replication procedure. Firstly, the datacenters that exist on the
include list will be added intoR;, which are the
The first portion of TGstag is to create data replicasdatacenters where object will be replicated after the
between different datacenters, aiming to increase botlprocedure. It then checks the remaining datacenters that
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are also not on the exclude list. Two factors will be used4.2 Load aware adaptive Intra-DC replication

to consider whether a replica will be created in datacenter

dc. The first is the read request numiveadNumberqco,  Once the replica is assigned to a specific datacenter, it
and the other is the latency betwedmand the datacenter wjll be stored in a node with sufficient storage that has the
where the primary replica of exists, calledgcdeo- The  Jowest load. We refer to this kind of replica as the
larger readNumber g is, the greater the chance it will secondary replica.

get a replica. Folyc g0, the larger value means if thereis  when a node’s load exceeds its threshold value, it
no replica indC, it will cost more to retrieve the data from triggers an Intra-DC rep“cation process. We call the
dc®, so we need to give it a greater chance to beyeplica created by Intra-DC replication the slave replica.

replicated. Thf algorithm addsic to R, only if Before performing the Intra-DC replication, we rate
rea_ldNumberdc;o log(lcdce) Is larger than  each data based on three factors: the total request number
writeNumbero* remoteReadRatiop* c, where  of the data, the access frequency of the data and last

writeNumber, is the number of write requests agaimst 4ccess time of the data. FormuB) {s used to calculate
within the specifica time, remoteReadRatio, is the  the weight of each dat

remote read ratio among all read access,s the . .
adjustable Inter-DC replication threshold factor. If afte Weighto = Cy % g+ Cz * rnwo /interval +

that, the number oRR; is still lower than its minimal ca/(currentTime — last AccessTime,) (2)
requirement, the remaining ones will be selected from the ) _
nearest datacenters. After we get tH, we then rny is the request number ofsince the last Inter-DC

compare it with the original datacenters wherieas been  replication. This number will be reset to 0 once the
replicated before. Finally, replicas ofwill be propagated  Inter-DC replication is donenterval is the specific time
to the newly selected datacenters and removed froninterval used for our frequency calculation usagev, is
datacenters that have not been chosen. the request number within that intervai., c, andcsz are
constant coefficients used to do the normalization.
Algorithm 3 shows how Intra-DC replication works.

Algorithm 2 Inter-DC replication To begin with, all data will be sorted by their weight
1: R,« getincludeList(0) valugs. Then we phoose the tlopatio of the object as the
2: for eachdccdatacenters do candidate to replicate, e.g. the top 5%. The selected data
3:  if de¢getincludelist(o) anddcggetExcludeList (o) then will be replicated to the nodes with both suffic?ent storage
4: if  readNumbergeo * log(lgcde) larger than and the lowest loads. If the current node is the slave
writeNumber, * remoteReadRatio * ¢ then replica, then the information in this newly created slave
R «R,Udc replica must be sent to the secondary replica, so the
end if secondary replica can propagate updated values to the
end if new slave replica when it receives one from the primary
: end for replica.
» if (number ofR;) less tharminRepl icasNumber, then When one node’s data access rate falls below a specific
Ro«-minRep(Ry) level, it will remove this slave replica and notify the reldt
»end if secondary replica.

: for eachdceR], anddc¢R, do
propagateReplica(o, dc)

: end for

: for eachdceR, anddc¢R;, do
removeReplica(o, dc)

> end for

As in the data storage node, the bottleneck is I/O;
using CPU resources to calculate weight will not cause
serious issues to the entire system. The exceeded
threshold scenario will not occur very often, so it will not
significantly impact the system’s overall performance. In
order to make these per record statistics less expensive,
we use Hierarchical Timing Wheel§][to reduce storage
overhead.

PR RRPRRRRE
NOURMAWNRPOO®NOO

In the Inter-DC replication, the value of has a
significant impact. If this value is set large, it means only - S—
those datacenters that have a larger number of rea@!gorithm 3 intra-DC replication
requests or are far away from the primary replica will 1: objectlDs«sortByweight (weights)
have a replica. This leads to the replica numbers 2: candidatel Ds«<—selectObject| Ds(object! Ds,topNRatio)
becoming smaller, which will result in higher read access 3: newSlaveReplicaNode«—sel ectCandidateNode()
latency and read access cross-datacenter bandwidth. Af: if current node is slave replicaen _
the same time, the storage costs and the updateog gc_)?fySndRepllca(candldatel Ds, newS aveReplicaNode)

ropagation bandwidth will have a relatively low value. If 2- €9! _ .
\F/)ve pseg[c to be a small value, the situatio¥1 will be the " replicate(candidatel Ds, newSl aveRepl icaNode)
opposite. This is a trade off decision; in the experiment
we will see how thig value affects the TGstag'’s result.
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4.3 Replica access Table 1: Latencies between Datacenters in Amazon EC2
DC1 DC2 DC3 DC4 DC5 DC6 DC7 DC8

) . ) . DC1 [ 0O 87 | 83 | 90 | 255 | 201 | 271 | 150
As discussed in section 3 and section 4.2, there are three pc2 [ 87 0 21 | 177 | 213 | 139 | 219 | 203

types of replicas: the primary replica, the secondary DC3 | 8 | 22 | 0 | 171 | 198 | 129 | 216 | 197
replica and the slave replica. Once there is an update gg;‘ 2?;’6 ;Z gé 320 334 28815 g‘z‘i 253
request for data, it will update the primary replica first DC6 (201 137 T 119 1 285 T o1 0 | 172 [ 310
and then propagate the update message to all secondarypc7 [151 | 197 | 184 | 412 | 189 | 141 | 0 | 330
replicas in other datacenters. Once the secondary replica DC8 [ 142 | 203 | 197 | 224 | 374 | 403 | 368 | O
receives this update, it forwards the update to any slave

replicas within that datacenter.

Regarding read access, the situation becomes more ) ) )
complex. When user contact nodein datacentedc; for We created a default policy wherein every object must
datao, first it checks if there exists some replicascain ~ have a minimum of two replicas; also, we have specified
dc;. If find, it will request the one with the lowest load. If the primary replica must be included in the Include List.
there is no replica withinic;, then it will go to the nearest _We compared our approach to two other approaches:
datacenter that has the replica fAt last, it needs to  Fixed Number replication (Fix Number) and Dynamic

record related statistics for the future usage. Algorithm Constraint-based replication (DCR). In the Fixed Number
presents the detail procedure. approach 16], each object has a fixed number of replicas,

namedn (we setn=3 as the default value) as used in
Dynamo [l], Cassandra 3], and many other large

Algorithm 4 Replica read access applications. Each datacenter is identified by a 128-bit
1. if there s a replica ob in local datacentethen integer and is then mapped into an integer ring. The data
2. node« finduitabl eNode(o) will be assigned to one datacenter as the primary replica
3:  forwardRequest (o, node) based on its ID and is replicated to the following1)

4: ese datacenters in that ring. In the DCR approadh Hata

5. dclD« findNearestDC(0) will be retrieved from the remote primary replica; a
6: forwardRequest(o,dcID) secondary replica will be created when there is a read
7: end if request from that datacenter. There is retention intdrval
8: updateXat (o) within | the replica will always exist. Aftel, if the next

request in this datacenter is read, the last access time of
that replica will be updated. If the next request is an
update request from the primary replica, then this replica
will be removed. Thisl has an important effect on the
. result. If it is too short, the replica will be created and
5 Experiments removed too often, which will result in higher costs. If the
value is too long, the updates need to propagate data to a
We have conducted several experiments to compar@umber of different datacenters even if there is not
different replica creation strategies. This chapteranother read in those datacenters. In this experiment, we
describes our experiments and the results in detail. adjust | into a suitable value based on this scenario,
We modeled a social network application and used itmaking it reach an optimal point from both a read access
as our workload. The number of users’ friends follows alatency perspective and cross datacenter bandwidth
zipf distribution. Their write and read access frequencyconsumption. In our experiment, we modeled the arrival
also follows this distribution, which matches the real of the requests as a Poisson Process, which is a common
workloads [L5]. We set all data with an identical size of way [18,19].
1k. In this experiment, we set the following default
Our experiment is based on CloudSi®],[a widely  values. As the same with other wor[ the write access
used framework for the modeling and simulation of cloud proportion is set to 0.1, and the probability of remote
computing platforms and services. We created eight forfriends is set to 0.1. We conservatively set the overload
our experiments, to emulate the number of Amazon EC2equest percentage to 0, as we can see in section 5.6,
datacentersl[7], and to simulate a geo-cloud environment when this overload ratio value increases, TGstag can
that spans the world. The access latencies among theg®rform even better compared to other algorithms.
datacenters are all the real values we obtained from th@&ecause a large access pattern shift in a short amount of
Amazon EC2 platform by creating a micro instance nodetime is not likely #], we set 10% as the default access
in each region, all of which ping each other. The detailedpattern change percentage. We varied one factor value
values can be seen in Table In CloudSim, we made and kept the other factors unchanged in one group of the
each datacenter with as many nodes as could be createzkperiment.
on demand. Each node has fixed storage size and limited In this paper, we used average read latency and cross
access frequency capacity. datacenter bandwidth as our evaluation criteria.
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Impact on Inter-DC Replicaiton Factor Table 2: Result on different write proportion
10 ‘ ‘ ‘ ‘ . 60 Fix Number DCR TGstag20 TGstag30 TGstag40
Latgncy(ms) 19.3 11.2 2.2 2.9 4.8
1ss Bandwidth(MB) 34 23 20 19 17
| (a) Write proportion is 0.025
Fix Number DCR TGstag20 TGstag30 TGstag40
150 Latency(ms) 19.0 16.0 6.6 7.2 8.0
Bandwidth(MB) 63 43 42 39 36

(b) Write proportion is 0.1
Fix Number DCR TGstag20 TGstag30 TGstag40
Latency(ms) 215 18.5 8.9 10 10.4
Bandwidth(MB) 102 69 70 63 58
(c) Write proportion is 0.2

145

=
o
Cross Datacenter Bandwidth (MB)

Average Read Latency (ms)

[
a

30

T e meroReplcatonFacor - ° groups with write proportions to be 0.025, 01 and 0.2
respectively.
Fig. 2: Impact on Inter-DC Replication Factor We can know from the Inter-DC replication algorithm

introduced in section 4.1 and described in Algorit2m
when a write proportion is set to a large value, in order to
reach the same value of the replica number, the threshold
5.1 Impact on Inter-DC replication factor factor ¢ should also be set to a relatively large value. For a
low write proportion, the value should be a small one. In
his experiment we selected the Inter-DC replication
actor c from different ranges of values in different write
proportion scenarios.
Tables 2(a), (b) and (c) present the detail results.
e've named the TGstag series of algorithms as

The first experiment we conducted was to observe th
impact on the Inter-DC replication factor. In this
experiment we varied the Inter-DC replication factor
thus varying the number of replicas for each object
remaining in the write/read request ratio and remote rea S B
access percentage. Since it is not applicable to the Fix | Cstag” + value of¢', e.g. TGstag20 means TGstag

Number and DCR approach, we've only presented howVith ¢=20. From Table 2 we can tell for each
thliJS change affects ngtag her\év. v yp experimental group, TGstag performs better than the Fix

From Figure2 we can see as factar increases, Number and DCR approaches after adjustirig suitable

. . : lues.

TGstag's access latency increases while the bandwidtif®

consumption decreases. This is because when c increas st The secolr;d r?:W oftr']l' abLe@(alzi (b)band (c)l_sh:?w thteh
the average object replica numbers decrease, thus mo glency resuds.l N or the | X Num edr repl_g:la 'Oﬂih e
requests have to contact remote datacenters, resulting pyerage read latency only increased a hitie with an
the increase of average read access latency. However, g_l‘crlgased wt:|te propr(])rtlfn. Th's 'Sf bﬁcause r|1_e|therr] Its
he replica number r h r iofgplica number nor the locations of these replicas have
the replica numbers decrease, the update propagatio nything to do with the write proportion. For the DCR, as

bandwidth consumption likewise decreases. Also, whe : o . ;
the replica numbers decrease, the storage needs al Be write proportion increases, when fep"cii ex_ceeded_lts
' tain intervall, the chance that next operation it meet is

decrease. There is a resulting tradeoff between latency” L e T .
rite request will increase, in this situation the replica a

and bandwidth & storage when choosing this value.
We also can see in Figuiz afterc reaches a certain prong to be_ femaved andhus ne_ed to contact remote
value, even if we continue increasing the valueahere primary replica more frequently, which result the higher
' ’ read access latency. For TGstag, as the write proportion

will be no obvious changes to the latency or bandwidth.. .
This is because once exceeds a specific value, the increases, the numbers of datacenters with read request

replica numbers do not decrease as they need to obey tI_Iéequenmes that exceed the threshold then decreases, thus

minimal replica number policy. In order to see how the % MEE B JEC OIS CRRENE, 1 anters
value ofc affects the result, in the following experiment d '

we picked three value€£9,10,11 as default) and applied resulting in an increase of read request latency.
ther% in TGstag. So i:f1 each experimen)t, we ﬁgve 5 The third row of TablesX(a), (b) and (c) presents the

algorithms to compare: Fix Number, DCR and three bandwidth results. For Fix Number approach, as the write

TGstag algorithms with different values af r_atio. incrgases, the u_pdate propagation bandwidth
likewise increases, while the remote read access

bandwidth remains the same; thus the total cross
. . datacenter bandwidth increases at a constant speed. For

5.2 Impact on write access proportion both DCR and TGstag, as the write proportion increases,
more read requests then contact the remote datacenter,

As different kinds of applications have different which makes the remote read access bandwidth grow
write/read proportions, in this experiment we tried 3 more rapidly. As a result, although the update propagation
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Impact on Remote Friends Ratio Impact on Access Pattern Changes
45 T T T T T
~O—  Fix Number 30H —© Fix Number
40} % DCR 4 * - DCR
TGstag(c=9) TGstag(c=9)
—+&— TGstag(c=10) —+&— TGstag(c=10)
351 —o— TGstag(c=11) 7 2511 —o— TGstag(c=11)

w
=)
T

L

20

N N
=) a
T T

Average Read Latency (ms)
=
ol
%

Average Read Latency (ms)

0.05 0.1 0.15 0.2 0.25 0.3 0 0.05 0.1 0.15 0.2

Remote Friends Ratio Access Pattern Change Ratio
(a) Latency (a) Latency
Impact on Remote Friends Ratio Impact on Access Pattern Changes
100 T T T T 80 T T
—O— Fix Number —O— Fix Number
* - DCR i 75 * - DCR
90 TGstag(c=9) TGstag(c=9)

—8— TGstag(c=10)
—<— TGstag(c=11)

L —8— TGstag(c=10)
—<— TGstag(c=11)

~
=)

80

2}
a
T

=2}
=}
T

70

Cross Datacenter Bandwidth (MB)
Cross Datacenter Bandwidth (MB)
@

o

38.05 011 0.‘15 O‘.Z 0.‘25 0.3 0 0.65 0‘.1 0.‘15 0.2
Remote Friends Ratio Access Pattern Change Ratio
(b) Bandwidth (b) Bandwidth
Fig. 3: Impact on Remote Friends’ Ratio Fig. 4: Impact on Access Pattern Changes

bandwidth consumption may not increase or decrease, thRiends’ ratio increases, the average read latency also
total bandwidth they use still grows very quickly. increases linearly. But when it reaches a certain level,
while it is still increasing, it creates more Inter-DC
replicas, resulting in the read latency growth occurring
5.3 Impact on remote friends' percentage much more slowly than the Fixed Number approach.
Figure3(b) shows bandwidth consumption results. As
In this experiment, we increased the remote friends’the ratio of remote users increase, the update propagation

percentage gradually from 0 to 0.3, without changingbandwidth consumption and remote read access
other factors, seeing how this factor affects the result. bandwidth of all three approaches increase.

Figure 3(a) shows the latency result. For Fix Number
replication, replica numbers and locations remain the
same. As the ratio of remote friends’ increase, remote
read requests likewise increase, resulting in the averag§-4 Impact on user access pattern changes
read latency to increase linearly. For the DCR approach,
at first the remote read access numbers increase. Howevdrn this experiment we see how changes in user access
as this ratio keeps increasing, when a read request comgmitterns affect the result.
from a specific datacenter, it is likely there has already By referring to an access pattern change, we mean the
been a secondary replica retrieved and stored in thalbcation of a user’s friends’ changes from one datacenter
datacenter before. Therefore, there is no need to contactt® another. We varied the percentage of total read requests
remote datacenter to store the primary replica. As a resultthat change from 0.0 to 0.2. From Figut@), we can see
the read access latency growth rate becomes slower. Fahat as this access pattern change ratio increases, the Fix
TGstag, the situation is similar. At first, while the remote Number replication’s average latency increases quickly.
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Fig. 5: Impact on Number of Fix Replicas

5.5 Vary number of replicas in Fix Number
replication

For DCR, because it is an online algorithm, it can or Fix Number replication, as the number of replicas
adjust dynamically as the access pattern changes. Btﬁ P K P
Increase, the average read latency reduces, but the cross

based on the definition of access pattern changes we hay tacenter bandwidth and storage costs both increase. In
used here, when this value becomes larger, the percentaé% . 9 ; :
is experiment, we see the impact of changing the

of remote friends increases slowly, so the latency of thenumbers of these fixed replicas
DCR approach still increases slowly. For TGstag, when We varied the numberpof re. licas in the Fix Number
the access pattern changes increase, more read requeSrtc—:$plication from 1 to 8, and theI?] compared it with DCR
which could have been served locally before, now need tg 4TG | i ’h' . P licabl
contact a remote datacenter, resulting in the averag n stag. In reality, this experiment is not applicable to
latency increase. ; CR and TGstag_ because they do not adopt the static
ixed number replica strategy; however, in order to make
Figure 4(b) presents the impact on cross datacentethe comparison results intuitive, we must include their
bandwidth consumption. For Fixed Number replication, results in Figures. From Figure5(a), we can see when
as the change percentage increases, the remote re#lie fixed replica numbers are 4 and 5, the average read
access number increases greatly; therefore the totdhtency is almostthe same as DCR and TGstag.
bandwidth consumption likewise increases quickly. For  Figure 5(b) displays the bandwidth used by Fixed
DCR and TGstag, because they can adjust both thélumber approach as the replica numbers increase. As it
number and the location of replicas dynamically, theirincrease, the Fixed Number approach uses more cross
bandwidth consumption grows much more slowly thandatacenter bandwidth. This is because in every write
Fix Number replication. request, the primary replica needs to propagate more
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