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Abstract

Web usage mining techniques, such as cluster-
ing of user sessions, are often used to identify
Web user access patterns. However, to under-
stand the factors that lead to common naviga-
tional patterns, it is necessary to develop tech-
niques that can automatically characterize users’
navigational tasks and intentions. Such a char-
acterization must be based both on the common
usage patterns, as well as on common semantic
information associated with the visited Web re-
sources. The integration of semantic content and
usage patterns allows the system to make infer-
ences based on the underlying reasons for which
a user may or may not be interested in partic-
ular items. In this paper, we propose a unified
framework based on Probabilistic Latent Seman-
tic Analysis to create models of Web users, tak-
ing into account both the navigational usage data
and the Web site content information. Our joint
probabilistic model is based on a set of discov-
ered latent factors that “explain” the underlying
relationships among pageviews in terms of their
common usage and their semantic relationships.
Based on the discovered user models, we propose
algorithms for characterizing Web user segments
and to provide dynamic and personalized recom-
mendations based on these segments. Our exper-
iments, performed on real usage data, show that
this approach can more accurately capture users’
access patterns and generate more effective recom-
mendations, when compared to more traditional
methods based on clustering.

1 Introduction

Web users exhibit different types of behavior depend-
ing on their information need and their intended tasks.
These behavior “types” are captured implicitly by a
collection of actions taken by users during their visits
to a site. The actions can range from viewing pages
or buying products to interacting with online applica-
tions or Web services. For example, in an e-commerce
site, there may be many user groups with different (but
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overlapping) behavior types. These groups may include
visitors who engage in “window shopping” by browsing
through a variety of product pages in different cate-
gories, visitors who are goal-oriented showing interest
in a specific product category, or visitors who tend to
place items in their shopping cart, but not purchase
those items. Identifying these behavior types may, for
example, allow a site to distinguish between those who
show a high propensity to buy versus those who don’t.
This, in turn, can lead to automatic tools to tailor the
content of pages for those users accordingly.

Web usage mining techniques (Srivastava et al.
2000), which capture usage patterns from users’ naviga-
tional data, have achieved great success in various ap-
plication areas such as Web personalization and recom-
mender systems (Mobasher, Cooley, & Srivastava 2000;
Mobasher, Dai, & T. Luo 2002; Nasraoui et al. 2002;
Pierrakos et al. 2003), link prediction and analy-
sis (Sarukkai 2000), Web site evaluation or reorga-
nization (Spiliopoulou 2000; Srikant & Yang 2001),
and e-commerce data analysis (Ghani & Fano 2002;
Kohavi et al. 2004). An important problem in Web
usage mining is to identify the underlying user goals
and functional needs that lead to common navigational
activity.

Most current Web usage mining systems use different
data mining techniques, such as clustering, association
rule mining, and sequential pattern mining to extract
usage patterns from users’ navigational data. Gener-
ally, these usage patterns are standalone patterns at
the pageview level. They, however, do not capture the
intrinsic characteristics of Web users’ activities, nor can
they quantify the underlying and unobservable factors
that lead to specific navigational patterns. Thus, to
better understand the factors that lead to common nav-
igational patterns, it is necessary to develop techniques
that can automatically characterize the users’ underly-
ing navigational objectives and to discover the hidden
semantic relationships among users as well as between
users and Web objects. This, in part, requires new ap-
proaches that can seamlessly integrate different sources
of knowledge from both usage, as well as from the se-
mantic content of Web sites.

The integration of content information about Web



objects with usage patterns involving those objects pro-
vides two primary advantages. First, the semantic in-
formation provides additional clues about the underly-
ing reasons for which a user may or may not be inter-
ested in particular items. This, in turn, allows the sys-
tem to make inferences based on this additional source
of knowledge, possibly improving the quality of discov-
ered patterns or the accuracy of recommendations. Sec-
ondly, in cases where little or no rating or usage infor-
mation is available (such as in the case of newly added
items, or in very sparse data sets), the system can still
use the semantic information to draw reasonable con-
clusions about user interests.

Recent work (Mobasher et al. 2000; Anderson,
Domingos, & Weld 2002; Dai & Mobasher 2002; Ghani
& Fano 2002) has shown the benefits of integrating se-
mantic knowledge about the domain (e.g., from page
content features, relational structure, or domain on-
tologies) into the Web usage mining and personaliza-
tion processes. There has also been a growing body
of work in enhancing collaborative filtering systems
by integrating data from other sources such as con-
tent and user demographics (Claypool et al. 1999;
Pazzani 1999; Melville, Mooney, & Nagarajan 2001).
Content-oriented approaches, in particular, can be used
to address the “new item problem” discussed above.
Generally, in these approaches, keywords are extracted
from the content of Web pages and are used to recom-
mend other pages or items to a user, not only based on
user ratings or visit patterns, but also (or alternatively)
based on the content similarity of these pages to other
pages already visited by the user.

In most cases, however, these techniques involve in-
dependently learning user and content models, while
integrating these after the fact in the recommendation
process. In this paper, we are interested in developing a
unified model of usage and content which can seamlessly
integrate these sources of knowledge during the mining
process. We believe that such an approach would be
better able to capture the hidden semantic associations
among Web objects and users, and thus result in pat-
terns that can more closely represent the true interests
of users and the context of their navigational behavior.

Latent semantic analysis (LSA) based on singular
value decomposition (SVD) can capture the latent or
hidden semantic associations among co-occurring ob-
jects (Deerwester et al. 1990). It is mostly used in
automatic indexing and information retrieval (Berry,
Dumais, & OBrien 1995), where LSA usually takes the
(high dimensional) vector space representation of doc-
uments based on term frequency as a starting point
and apply dimension reducing linear projection, such
as Singular Value Decomposition (SVD) to generate
a reduced latent space representation. LSA has been
applied with remarkable success in different domains.
Probabilistic Latent Semantic Analysis (PLSA), is a
probabilistic variant of LSA which provides a more
solid statistical foundation than standard LSA and has
many applications in information retrieval and filtering,

text learning and related fields (Hofmann 1999; 2001;
Brants, Chen, & Tsochantaridis 2002; Brants & Stolle
2002). Approaches based on PLSA have also been used
in the context of co-citation analysis (Cohn & Chang
2000; Cohn & Hofmann 2001).

In this paper we propose a Web usage mining ap-
proach based on PLSA. We begin with Web naviga-
tional data and Web site content information, and use
these two sources of knowledge to create a joint proba-
bilistic model of users’ navigational activities. We then
use the probabilistic model to discover and characterize
Web user segments that capture both common naviga-
tion activity of users, as well as content characteristics
which lead to such behavior. Based on the discovered
patterns, we propose a recommendation algorithm to
provide dynamic content to an active user. The flexi-
bility of this model allows for varying degrees to which
content and usage information is taken into account. It
can, therefore, be utilized for personalization even when
there is inadequate semantic knowledge about Web ob-
jects or sparse historical usage information.

We have conducted experiments on usage and content
data collected from two different Web sites. The results
show that our approach can successfully distinguish be-
tween different types of Web user segments according
to the types of tasks performed by these users or the
interest they showed in semantic attributes of the vis-
ited objects. Our results also suggest that the proposed
approach results in more effective personalized recom-
mendations when compared to other model-based ap-
proaches such as those based on clustering.

The paper is organized as follows. In Section 2 we
provide an overview of our unified Probabilistic Latent
Semantic Model as applied to both Web usage data and
Web content information. Our algorithms for discover-
ing Web user segments, based on the joint probabilistic
model, and to generate recommendations are described
in Section 3. Finally, in Section 4 we provide some
examples of the discovered patterns and present our
experimental evaluation.

2 Probabilistic Latent Semantic
Models of Web User Navigations

The overall process of Web usage mining consists of
three phrases: data preparation and transformation,
pattern discovery, and pattern analysis. The data
preparation phase transforms raw Web log data into
transaction data that can be processed by various data
mining tasks. In the pattern discovery phase, a variety
of data mining techniques, such as clustering, associa-
tion rule mining, and sequential pattern discovery can
be applied to the transaction data. The discovered pat-
terns should then be analyzed and interpreted for use
in various applications, such as personalization, or for
further analysis.

The wusage data preprocessing phase (Cooley,
Mobasher, & Srivastava 1999) results in a set of n
pageviews, P = {p1,p2,...,pn} and a set of m user



Atrbutes Pagoview | Pagoviow
Price (500-999) 0 1
Price (1000-1499) 1 0
Brand (HP) 1 0
Brand (Kodak) 0 1
Category (electronics) 1 1
Sub-category (computers) 1 0
Sub-category (camera) 0 1

Figure 1: Example of a hypothetical pageview-attribute
matrix

sessions, U = {uy,uz2,...,Un}. A pageview is an ag-
gregate representation of a collection of Web objects
(e.g. pages) contributing to the display on a user’s
browser resulting from a single user action (such as a
click through, product purchase, or database query).
The Web session data can be conceptually viewed as a
session-pageview matrix (also called usage observation
data), UP,,xn, where the entry UP;; corresponds to a
weight associated with the pageview p; in the user ses-
sion wu;. The weights can be binary (representing the
existence or not existence of a pageview within the ses-
sion), based on the amount time spent on a page, or
based on user ratings (such as in a collaborative filter-
ing application).

Another important source of information in the dis-
covery of navigational patterns is the content of the
Web site. Each pageview contains certain semantic
knowledge represented by the content information as-
sociated with that pageview. By applying text min-
ing and information retrieval techniques, we can repre-
sent each pageview as an attribute vector. Attributes
may be the keywords extracted from the pageviews,
or structured semantic attributes of the Web objects
contained in the pageviews. For instance, in an e-
commerce site there many be many pageviews associ-
ated with specific products or product categories. Each
product page can be represented by the product at-
tributes (product name, price, category, etc). For ex-
ample, suppose that a pageview A represents informa-
tion about an HP laptop computer. This pageview may
be represented as a vector (price=1200, brand=HP,
sub-category=computer, ...). Similarly a pageview
B about a Kodak camera can be represented as
(price=600, brand=Kodak, sub-category=camera, . . .).
Applying content preprocessing techniques (Mobasher
et al. 2000) to the Web site content, results in a set of s
distinctive attribute values, A = {aj, as,...,as} which
comprise the content observation data. We can view
these content observations as an attribute-pageview
matrix APy, where the entry AP;; means pageview p;
contains the distinctive attribute value a;. A portion of
the attribute-pageview matrix for the above hypothet-
ical example is depicted in Figure 1.

The PLSA model can be used to identify the hid-

den associations among variables in co-occurrence ob-
servation data. For the usage observations, a hidden
(unobserved) factor variable z, € Z = {z1,22,- -, 21}
is associated (with certain probability) with each ob-
servation (u;, p;) corresponding to an access by user u;
to a Web resource p; (i.e., an entry of matrix UP).
Similarly, the hidden factor zj is also probabilistically
associated with each observation (at,p;) (an entry of
the attribute-pageview matrix AP). Our goal is to dis-
cover this set of latent factors Z = {21, 22, -, 21} from
the usage and content observation data. The assump-
tion behind this joint PLSA model is that the discov-
ered latent factors “explain” the underlying relation-
ships among pageviews both in terms of their common
usage patterns, as well as in terms of their semantic
relationships. The degree to which such relationships
are explained by each factor is captured by the derived
conditional probabilities that associate the pageviews
with each of the latent factors.

The probabilistic latent factor model can be de-
scribed as the following generative model:

1. select a user session u; from U with probability
Pr(u;);

2. select a latent factor zx associated with u; with prob-
ability Pr(zg|u;);

3. given the factor zi, generate a pageview p; from P

with probability Pr(p;|zx).

As a result we obtain an observed pair (u;, p;), while
the latent factor variable zj is discarded. Translating
this process into a joint probability model results in the
following:

Pr(ui,pj) = Pr(u;) e Pr(p;lu;),
where,

p]luz Z PT pj|2k
ZR€Z

o Pr(zp|u;).

Furthermore, using Bayes’ rule, we can transform this
probability into:
Z Pr(zg)

zZRL€Z

Pr(u;, pj) o Pr(ui|zx) @ Pr(p;|zk).

Similarly, each attribute-page observation (a:, p;) can

be modeled as:
Z Pr(zg)
zZKL€Z

Pr(at, pj) o Pr(at|zx) ® Pr(p;j|zk).

Combining them together, the total likelihood
L(U, A, P) of two observation data matrices is then de-
scribed as:

L(U,A,P)=a«) UP;elogPr(u;,p;)
2]
+ (1 - a) Z A-Pt] . logPr(a’tapj)a
t,j
where « is the combination parameter, which is used

to adjust the relative weights of usage observations and
attribute observations.
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Thus, the process of generating a model that “ex-
plains” observations (U, P) and (A, P) amounts to es-
timating parameters Pr(zx), Pr(u;|zk), Pr(a|z;) and
Pr(pj|z,) which can maximize the overall likelihood,
L(U, A, P).

Expectation-Maximization (EM) algorithm (Demp-
ster, Laird, & Rubin 1977) is a well-known approach
to perform maximum likelihood parameter estimation
in latent variable models. It alternates two steps: (1)
an expectation (E) step where posterior probabilities
are computed for latent variables z; € Z, based on the
current estimates of the parameters; and (2) a maxi-
mization (M) step, where parameters are updated for
given posterior probabilities computed in the previous
E-step. The EM algorithm is guaranteed to reach a
local optimum.

To apply the EM algorithm in this context, we begin
with some initial values of Pr(zy), Pr(u;|zx), Pr(at|zk)
and Pr(pj|z). In the expectation step we compute:

Pr(zy) ® Pr(u;|z,) ® Pr(p;|zk)

%:Z Pr(z)  Pr(u;|z) e Pr(pj|z)

Plr(zk|uivpj) =

and, similarly

Pr(zy) ® Pr(a|z;) ® Pr(p;|zk)

%:ZPr(z) e Pr(a¢|z) e Pr(pjlz)

PT(Zk|CLt,pj) =

In the maximization step, we compute:
Pr(zi) oc o) UP;; @ Pr(zi|ui, pj)
4,
+(1—«)> AP, e Pr(zil|as, p)),

t,j

Z UPij L] Pr(zk.|ui,pj)
pjEP

> UP;j e Pr(zi|u,p;)’
uEU,ijP

Pru;|zi) =

>. AP e Pr(zy|as,pj)
pjEP

> AP e Pr(zi|a,p;)’
aEA,pj (S

Pr(at|zk) =

Pr(pjlar) oc a3 UP;; @ Pr(zk|ui, p;)
+(1—a)> AP, e Pr(zi|at, p;).
7

Iterating the above computation of expectation and
maximization steps monotonically increases the total
likelihood of the observed data L(U, A, P) until a lo-
cal optimal solution is reached. Furthermore, note that
varying the combination parameter « allows the model
to take into account the usage-based and content-based
relationships among pageviews in varying degrees, as
may be appropriate for a particular Web site. For, in-
stance, in a content-rich Web site, a may be set to
50%, equally taking into account relationships from
both sources. On the other hand, if adequate content

information is not available, « can be set to 1, in which
case the model will be based solely on the usage obser-
vations.

The computational complexity of this algorithm is
O(mnl + snl), where m,n,s, and [ represent the num-
ber of user sessions, pageviews, attribute values, and
factors, respectively. Since both the usage observation
matrix and the attribute matrix are very sparse, the
memory requirment can be dramaticlly reduced using
efficient sparse matrix implementation.

3 A Recommendation Framework
Based on the Joint PLSA Model

Applying the EM algorithm, as described in Section 2,
will result in estimates of Pr(zx), Pr(u;|zk), Pr(a:|zk),
and Pr(pj|zx), for each 2z, € Z, u; € U, a; € A, and
pj € P. In this context, the hidden factors 2z € Z
correspond to users’ different task-oriented navigational
patterns. In this section, we discuss how the generated
probability estimates can be used for common Web us-
age mining tasks and applications. We, first, present an
algorithm for creating aggregate representations that
characterize typical Web user segments based on their
common navigational behaviors and interests. These
aggregate representations constitute the discovered user
models. We then present a recommendation algorithm
that combines the discovered models and the ongoing
activity of a current user to provide dynamic recom-
mendations.

3.1 Characterizing Web User Segments

We can use the probability estimates generated by the
model to characterize user segments according to users’
navigational behavior. Each segment will be repre-
sented as a collection of pageviews which are visited
by users who are performing a similar task. We take
each latent factor zj, generated by the model, as cor-
responding to one such user segment. To this end we
will use Pr(u;|zx), which represents the probability of
observing a user session u;, given that a particular user
segment is chosen.

A particular advantage of the probabilistic factor
model, in contrast to probabilistic mixture models, is
that a particular user session can be seen as belonging
to not just one, but a combination of segments repre-
sented by the latent factors. For instance, a user ses-
sion may correspond (with different probabilities) to
two different factors z; and zo. This is important in
the context of user navigational patterns, since a user
may, indeed, perform different information seeking or
functional tasks during the same session. We describe
our approach for characterizing user segments based on
the latent factors below.

For each hidden factor zj, the top user sessions with
the highest Pr(u|zi) values can be considered to be
the “prototypical” user sessions corresponding to that
factor. In other words, these user sessions represent



the typical navigational activity of users who are per-
forming a similar task. Thus, we can characterize task-
oriented user segments based on the top sessions corre-
sponding to each factor.

For each user segment z;, we choose all the user
sessions with probability Pr(u;|zx) exceeding a cer-
tain threshold p. Since each user session @ can also
be viewed as a pageview vector in the original n-
dimensional space of pageviews, we can create an ag-
gregate representation of the collection of user sessions
related to zx also as a pageview vector. The algorithm
to generate this aggregate representation of user seg-
ments is as follow.

1. Input:  Pr(u;|zx), user session-page matrix UP,
threshold p.

2. For each z, choose all the sessions with Pr(u;|zx) >
1t to get a user session set R.

3. For each zj, compute the weighed average of all the
chosen sessions in R to get a page vector ¥ as:

S i; @ Pr(ui|zk)
R

|R|
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where |R| denotes the total number of chosen sessions
for the factor zj.

4. For each factor zp, output page vector v. This page
vector consists of a set of weights, for each pageview
in P, which represents the relative visit frequency of
each pageview for this user segment.

We can sort the pageviews in ¥ by weight so that the
top elements correspond to the most frequently visited
pages within the user segment. In this way, each user
segment is characterized by an “aggregate” representa-
tion of all individual users’ navigational activities from
that user group. In the following, by “user segments”
we mean their aggregate representations as described
above.

The characterization of Web user segments, by itself,
can help analysts to understand the behavior of indi-
vidual or groups of users based on their navigational
activity as well as their interest in specific content infor-
mation. However, the probabilistic latent factor model
also provides the flexibility to perform a variety of other
supervised or unsupervised analysis tasks.

For example, we can categorize pages in a Web site,
according to common usage patterns corresponding to
different user segments. Specifically, given a Web page
p, for each factor z, we can compute

_ Pr(p|z) e Pr(z)
>, Pr(p|z') e Pr(z")’

Then, we can select the dominant z with the highest
Pr(z|p) as the class label for this page.

We can also use a similar approach to classify users,
or to predict the liklihood that a user may visit a pre-
viously unvisited page. Specifically, given a user u;, we

Pr(z|p)

can compute the probability of a (a previously unvis-
ited) page P; being visited by u; as:

Pr(pjlu;) = ZPr(ijz) o Pr(z|u;).

In the following section we present an approach for
Web personalization, based on the joint probabilistic
user models generated using the latent factor model.

3.2 Using the Joint Probability Model for
Personalization

Web personalization usually refers to dynamically tai-
loring the presentation of a Web site according to the in-
terests or preferences of individual (or groups of users).
This can be accomplished by recommending Web re-
sources to a user by considering the current user’s be-
havior together with learned models of past users (e.g.,
collaborative filtering). Here we will use the probabilis-
tic user models generated via our joint PLSA framework
to generate recommendations.

Given a set of user segments and an active user ses-
sion, the method of generating a top-IN recommenda-
tions is as follows.

1. Represent each user segment C' as an n-dimensional
pageview vector using the approach described above,
where n is the total number of pages. Thus, C =
(W§ w§ - wf), where w¢ is the weight associated
with pageview p; in C. Similarly, the active user
session S is represented as S = (Sy,---,S,) , where
S; is set to 1, if pageview p; is visited, and to O,
otherwise.

2. Choose the segment that best matches the active user
session. Here we use the standard cosine coefficient
to compute the similarity between the active user ses-
sion and the discovered user segments.

>, (Sn x wd)
match(S,C) = \/Zn (Sn)? x >om (wg)?

3. Given the top matching segment Cy,, and the active
user session S, a recommendation score, Rec(S,p) is
computed for each page p € C,p, as:

Rec(S,p) = \/weight(p, Clop) ® match(S,C).

Thus, each page will receive a normalized value be-
tween 0 and 1. If the page p is already in the current
active session S, its recommendation value is set to
Zero.

4. Choose the top N pages with the highest recommen-
dation values to get a top-N recommendation set.

The above approach for generating recommendations
is not unique to the PLSA model. The traditional ap-
proach for discovering user segments is based on clus-
tering of user records. In (Mobasher, Dai, & T. Luo
2002), k-means clustering was used to partition user
sessions into clusters. The centroid of each cluster was



then obtained as an n-dimensional pageview vector,
in a similar manner as described above. The cluster
centroids, thus, provide an aggregate representation of
common user patterns corresponding to each segment.
This process was called Profile Aggregation Based on
Clustering Transactions (PACT). The discovered user
segments were then used to generate recommendations
using the algorithm described above. In our experi-
ments, discussed below, we use PACT as a point of com-
parison for the effectiveness of generated recommenda-
tions.

4 Experimental Evaluation

To evaluate the effectiveness of the PLSA-based model,
we perform two typed of evaluation using two different
data sets. First, we evaluate individual user segments
to determine the degree to which they actually repre-
sent activities of similar users. Secondly, we evaluate
our recommendation algorithm, based on the user seg-
ments, in the context of top-N recommendation frame-
work. In each case, we compare our approach with the
clustering approach for the discovery of Web user seg-
ments (PACT) (Mobasher, Dai, & T. Luo 2002), as
described above.

4.1 Description of the Data Sets

In our experiments, we have used Web server log data
from two Web sites. The first data set is based on
the server log data from the host Computer Science de-
partment. After data preprocessing, we have identified
21,299 user sessions (U) and 692 Web pageviews (P),
where each user session consists of 9.8 pageviews in av-
erage. We refer to this data set as the “CTI data.” In
this data set we used the time spent on each pageview
as the weight associated with that pageview in the given
session. Since most Web pages are dynamically gener-
ated, we do not adopt any content information from
this site. Hence, this data set is used to evaluate our
approach when only usage information is available for
analysis.

The second data set is from the server logs of a local
affiliate of a national real estate company. The primary
function of the Web site is to allow prospective buyers
visit various pages and information related to some 300
residential properties. The portion of the Web usage
data during the period of analysis contained approx-
imately 24,000 user sessions from 3,800 unique users.
The preprocessing phase for this data was focused on
extracting a full record for each user of properties they
visited. This required performing the necessary aggre-
gation operations on pageviews in order to treat a prop-
erty as the atomic unit of analysis. In addition, the
visit frequency for each user-property pair was recorded,
since the number of times a user comes back to a prop-
erty listing is a good measure of that user’s interest in
the property. Finally, the data was filtered to limit the
final data set to those users that had visited at least 3
properties. In average, each user has visited 5.6 prop-
erties. In our final data matrix, each row represented

a user vector with properties as dimensions and visit
frequencies as the corresponding dimension values. We
refer to this data set as the “Realty data.”

For the “Realty data,” in addition to the usage ob-
servations, we also extracted the content information
related to the properties. Each property has a set
of attributes, including price, number of bedrooms,
number of bathrooms, size, garage size (cars), and
school district. After content preprocessing, we built
an attribute-page matrix (similar to Figure 1) to rep-
resent the content observations. In this matrix, each
column represents a property, and each row is a dis-
tinct attribute value associated with the properties.

Each data set (the usage observations) was randomly
divided into multiple training and test sets to use with
10-fold cross-validation. The training sets were used to
build the models while the test sets were used to eval-
uate the user segments and the recommendations gen-
erated by the models. In our experiments, the results
presented in the following sections represent averages
over the 10 folds.

By conducting some sensitivity analysis, we chose 30
factors in the case of CTI data, and 15 factors for the
Realty data. Furthermore, we employ a “tempered”
version of the EM algorithm as described in (Hofmann
2001) to avoid “overtraining.”

4.2 Examples of Extracted Latent Factors

We begin by providing an example of the latent factors
generated using the joint PLSA model for the Realty
data. Figure 2 depicts six of the 15 factors extracted
from this data set. The factors were generated using
a combination of usage and content observations as-
sociated with the real estate properties. For each of
the factors, the most significant attributes (based on
the probability of their association with that factor)
are given along with the description of the attributes.

Factors 1 and 2 in this figure clearly indicate the in-
terest of users in properties of similar price and size.
The model, however, distinguishes the two groups based
on other attribute information. In particular, factor
1 represents interest in “town homes” located in the
ANK school district, while factor 2 represents 2-story
family units in the WDM school district. Factors 3
and 4 both represent larger properties in a higher price
range, but again, they are distinguished based on user’s
interests in different school districts. Finally, factors
5 and 6 both represent much lower priced properties
of the same type. However, the relationship between
these two factors is more nuanced than the other cases
above. Here, factor 6 represents a special case of factor
5, in which users have focused particularly in the DSM
school district. Indeed, our experiments show that the
joint PLSA model can capture overlapping interests of a
similar group if users in different items at various levels
of abstraction.



Pr(attribute|factor) attbribute

0.1126 #price 100,000-199,999

0.0967 #garage 2

0.0818 #size 1,000-1,999
factor 1 0.0689 #school ANK

0.0552 #bathroom 1.5

0.0423 #bedroom 3

0.0419 #year 1970-1979

0.0417 #style townhome

0.1118 #price 100,000-199,999

0.0928 #style 2_story

0.0916 #school WDM

0.0711 #exterior vinyl_siding
factor 2 0.0689 #garage 2

0.0660 #year 1990-1999

0.0632 #size 1,000-1,999

0.0613 #bathroom 1.5

0.0598 #bedroom 3

0.0907 #year 1990-1999

0.0788 #bedroom 4

0.0758 #style 2_story
factor 3 0.0740 #bathroom 25

0.0673 #garage 3

0.0628 #price 200,000-299,999

0.0588 #size 3,000-3,999

0.0385 #school ANK

0.0883 #style 2_story

0.0870 #bathroom 25

0.0729 #price 200,000-299,999

0.0729 #size 3,000-3,999
factor 4 0.0729 #year 1980-1989

0.0672 #garage 3

0.0540 #bedroom 5

0.0521 #school WDM

0.0456 #year 1990-1999

0.0895 #bathroom 1

0.0681 #size 1,000-1,999

0.0627 #price <100,000

0.0564 #style ranch
factor 5 0,0549 #bedroom | 2

0.0505 #style 1_story

0.0484 #garage 2

0.0423 #bedroom 3

0.1119 #school DSM

0.1012 #bedroom 3

0.0797 #style 1_story

0.0739 #year 1950-1959
tactons 0.0716 Hiprice <100,000

0.0660 #size 1,000-1,999

0.0525 #bathroom 1.5

0.0448 #garage 2

Figure 2: Examples of extracted factors from the Realty
data

4.3 Evaluation of Discovered User
Segments

In order to evaluate the quality of individual user seg-
ments we use a metric called the Weighted Average Visit
Percentage (WAVP) (Mobasher, Dai, & T. Luo 2002).
WAVP allows us to evaluate each segment individually
according to the likelihood that a user who visits any
page in the (aggregate representation of the) segment
will visit the rest of the pages in that segment during
the same session. Specially, let T" be the set of transac-
tions in the evaluation set, and for a segment S, let Tg
denote a subset of T" whose elements contain at least
one page from S. Now, the weighted average similarity
to the segment S over all transactions is computed (tak-
ing both the transactions and the segment as vectors of
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Figure 3: Comparison of user segments in the CTI site;
PLSA model v. k-means clustering (PACT). (p-value
over the average WAVP for all segments is < 0.05, 95%)
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Figure 4: Comparison of user segments in the real estate
site; PLSA model v. k-means clustering (PACT). (p-
value over the average WAVP for all segments is < 0.05,
95%)

pageviews) as:
teS
|Ts|

WAVP = ()

teTs

)/ weight(p, S))
peS

Note that a higher WAVP value implies better qual-
ity of a segment, in the sense that the segment repre-
sents the actual behavior users based on their similar
activities.

In these experiments we compare the WAVP values
for the generated segments using the PLSA model and
those generated by PACT model. Figures 3 and 4 de-
pict these results for the CTI and Realty data sets, re-
spectively. In each case, the segments are ranked in
the decreasing order of WAVP. The results show clearly
that the probabilistic segments based on the latent fac-
tors provide a significant advantage over the clustering
approach (p-value < 0.05, 95%).



CTl Data - PLSAv. PACT

—6— PLSA (alpha=1) —*— PACT

0.60

0.55

0.50

0.45

0.40

0.35

Hit Ratio

0.30

0.25

0.20

0.15

2 4 6 8 10 12 14 16 18 20
Top N Recommendations

Figure 5: Comparison of generated page recommenda-
tions based on PLSA segments versus PACT segments
in the CTI site. (for N >= 4, p-value < 0.05, 95%)

4.4 Evaluation of the Recommendation
Algorithm

For evaluating the recommendation effectiveness we use
a measure called Hit Ratio in the context of top-N rec-
ommendations. For each user session in the test set,
we took the first K pages as a representation of an ac-
tive user to generate a top-IN recommendation set. We
then compared the recommendations with the pageview
K +1 in the test session. If there is a match, this is con-
sidered a hit. We define the Hit Ratio as the total num-
ber of hits divided by the total number of user sessions
in the test set. Note that the Hit Ratio increases as
the value of N (number of recommendations) increases.
Thus, in our experiments, we pay special attention to
smaller number recommendations that result in good
hit ratios.

In these experiments we compared the recommenda-
tion accuracy of the PLSA-based algorithm with that
of PACT. In each case, the recommendations were gen-
erated according to the algorithms presented in Sec-
tion 3.2. The recommendation accuracy was measured
based on hit ratio for different number of generated rec-
ommendations. These results are depicted in Figures 5
and 6 for the CTTI and realty data sets, respectively. In
the case of the CTI data, we used a = 1, solely tak-
ing into account the usage observations. In the case of
the Realty data, however, we compared the result of
PACT recommendations with the PLSA-based recom-
mendations both with o = 1 (usage-only), as well as
with @ = 0.5 (equally weighted content and usage).

The result show a general advantage for the PLSA
model. In most realistic situations, we are interested in
a small, but accurate, set of recommendations. Gener-
ally, a reasonable recommendation set might contain 5
to 10 recommendations (At these levels, the difference
of the performance of the PLSA model and the cluster-
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Figure 6: Comparison of generated property recom-
mendations based on PLSA segments versus PACT seg-
ments in the real estate site. (for N € [4,10], p-value
< 0.05, 95%)

ing approach is statistically significant.). Indeed, this
range of values seem to represent the largest improve-
ments of the PLSA model over the clustering approach.
In the case of the Realty data, the combined usage-
content model provides a small gain in accuracy over
the usage-only model (particularly at lower numbers
of recommendations). The more significant advantage
of the combined content-usage model, however, is in
its ability to generate recommendations in the face of
sparse or insufficient usage data, as well as in providing
a better semantic characterization of user segments.

5 Conclusions

Users of a Web site exhibit different types of naviga-
tional behavior depending on their intended tasks or
their information needs. However, to understand the
factors that lead to common navigational patterns, it is
necessary to develop techniques that can automatically
characterize users’ tasks and intentions, both based on
their common navigational behavior, as well as based on
semantic information associated with visited resources.
In this paper, we have used a joint probabilistic latent
semantic analysis framework to develop a unified model
of Web user behavior based on the usage and content
data associated with the site. The probabilistic model
provides a great deal of flexibility as the derived prob-
ability distributions over the space of latent factors can
be used for a variety of Web mining and analysis tasks.
In particular, we have presented algorithms based on
the joint PLSA models to discover and characterize Web
user segments and to provide dynamic and personalized
recommendations based on these segments.

Our experimental results show clearly that, in addi-
tion to greater flexibility, the PLSA approach to Web
usage mining, generally results in a more accurate rep-



resentation of user behavior. This, in turn, results in
higher quality patterns that can be used effectively in
Web recommendation.
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