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1. Introduction

In the past 10 years considerable progress has been made in the mathematical investi-
gation of the inverse scattering problem for electromagnetic waves [7]. Of central impor-
tance in this investigation is the derivation of various uniqueness theorems for the inverse
scattering problem at fixed frequency. In particular, given the far-field patterns of scat-
tered time-harmonic electromagnetic waves corresponding to incident plane waves with
arbitrary direction and polarization, the question was asked if the shape of an impene-
trable scatterer, or the index of refraction of an inhomogeneous penetrable scatterer, can
be uniquely determined. In the case of a perfect conductor, this question was answered
affirmatively in 1992 [6, Theorem 7.1] by using the ideas of Kirsch and Kress for the
case of acoustic scattering [14]. At about the same time it was shown by Colton and
Päivärinta [8] that the index of refraction of an inhomogeneous isotropic medium with
constant permeability was uniquely determined by the far-field pattern. This result was
subsequently generalized to the case of variable permeability by Ola, Päivärinta and Som-
ersalo [20] and by Ola and Somersalo [19]. Further progress in establishing uniqueness
results for inverse electromagnetic scattering problems was made by Hähner [10] and
Hettlich [13], who considered transmission problems for isotropic media. Hähner also
gave a simplified and improved version of the theorem of Colton and Päivärinta [12].
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The key tool used in all of the above work was a clever use of fundamental solutions
for Maxwell’s equations. In the case of obstacle scattering the fundamental solution of
concern was the classical dyadic Green function, whereas for the case of an inhomo-
geneous, isotropic medium a new class of exponentially growing solutions to Maxwell’s
equations was introduced. Given the success of the above approach, there is considerable
interest in extending the above collection of ideas from the case of isotropic media to the
anisotropic case. Of course, for anisotropic media standard examples show that the index
of refraction (which is now a tensor) is not in fact uniquely determined, but rather what
is possible to determine is the support of the inhomogeneity [22]. However, even with
this more limited objective, serious problems arise in pursuing the above programme to
prove uniqueness for anisotropic media due to the difficulty in constructing and analys-
ing a fundamental solution to Maxwell’s equations for anisotropic media without putting
overly restrictive conditions on the constitutive parameters. A way around this difficulty
was recently proposed for the case of acoustic waves by Hähner [11], who was able to
avoid the use of fundamental solutions for elliptic equations with variable coefficients by
using regularity results for the solution to what is called an interior transmission problem
(cf. [3], [21] and [6, § 8.4]). In [11] Hähner says that ‘this structure of the proof hopefully
turns out to be useful in other inhomogeneous medium problems’, and in our view this
paper is a confirmation of his hope for a class of problems in electromagnetic scattering
theory.

As indicated above, the problem we consider in this paper is to show that the support of
a bounded anisotropic scattering object is uniquely determined by the far-field patterns
corresponding to electromagnetic plane waves of arbitrary direction and polarization.
We are in fact able to consider the more general case when the anisotropic scatterer is
possibly partly coated by a thin layer of a highly conductive material, i.e. on part of the
boundary the electromagnetic field is allowed to (possibly) satisfy a conductive boundary
condition [1]. This problem is of particular interest in the detection of decoys, e.g. wooden
tanks coated by metallic paint (with the ultimate aim of distinguishing real tanks from
the decoys). We begin our paper by using variational methods to show that the mixed
boundary-value problem described above is well posed and sufficiently regular. We then
introduce a class of modified interior transmission problems for Maxwell’s equations and
use the programme of Hähner to arrive at the desired uniqueness theorem. As is usual in
going from the case of acoustic waves to electromagnetic waves, the main difficulty occurs
in the different spaces needed to analyse the boundary-value problems for Maxwell’s
equations, in our case the space X(D, Γ2) (cf. § 2.2) instead of the standard Sobolev
space H1(D) used in the scalar case.

2. The direct scattering problem

2.1. Formulation of the problem

Let D ⊂ R
3 be a bounded open set having a C2-smooth boundary Γ such that the

exterior domain De := R
3 \ D̄ is connected. The unit normal vector to Γ directed into

the exterior of D is denoted by ν. We assume that the boundary Γ = Γ1 ∪ Π ∪ Γ2 is
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split in two open disjoint parts Γ1 and Γ2 having Π as their possible common boundary
in Γ . The domain D is the support of an anisotropic (possibly disconnected) object
that is partly coated on a portion Γ2 of the boundary by a very thin layer of a high
conductivity material and the incident field is a time-harmonic electromagnetic plane
wave with frequency ω (Γ2 may be the empty set!). The interior electric and magnetic
fields, Ẽint, H̃ int, and the exterior electric and magnetic fields, Ẽext, H̃ext, satisfy

∇ × Ẽext − iωµ0H̃
ext = 0

∇ × H̃ext + iωε0Ẽ
ext = 0

}
in De, (2.1)

∇ × Ẽint − iωµ0H̃
int = 0

∇ × H̃ int + (iωε(x) − σ(x))Ẽint = 0

}
in D, (2.2)

and on the boundary Γ

ν × Ẽext − ν × Ẽint = 0 on Γ, (2.3)

ν × H̃ext − ν × H̃ int = 0 on Γ1, (2.4)

ν × H̃ext − ν × H̃ int = η̃(x)(ν × Ẽext) × ν on Γ2. (2.5)

The electric permittivity ε0 and magnetic permeability µ0 of the exterior dielectric
medium are positive constants, whereas the scatterer has the same magnetic perme-
ability µ0 as the exterior medium but the electric permittivity ε and conductivity σ are
real 3 × 3-matrix-valued functions. The function η̃ > 0, defined on the portion Γ2 of the
boundary, describes the physical properties of the thin coating layer [1] and ω denotes
the frequency. If we define

Ẽ(ext,int) =
1

√
ε0

E(ext,int), H̃(ext,int) =
1

√
µ0

H(ext,int), k2 = ε0µ0ω
2,

n(x) =
1
ε0

(
ε(x) + i

σ(x)
ω

)
, η̃(x) =

√
µ0

ε0
η(x),

we obtain the transmission problem

∇ × Eext − ikHext = 0

∇ × Hext + ikEext = 0

}
in De, (2.6)

∇ × Eint − ikH int = 0

∇ × H int + ikn(x)Eint = 0

}
in D, (2.7)

ν × Eext − ν × Eint = 0 on Γ, (2.8)

ν × Hext − ν × H int = 0 on Γ1, (2.9)

ν × Hext − ν × H int = η(x)(ν × Eext) × ν on Γ2, (2.10)
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where the exterior field Eext, Hext is given by

Eext = Ei + Es, (2.11)

Hext = H i + Hs, (2.12)

Es, Hs is the scattered field satisfying the Silver–Müller radiation condition

lim
r→∞

(Hs × x − rEs) = 0 (2.13)

uniformly in x̂ = x/|x|, r = |x|, the incident field Ei, H i is given by

Ei(x) :=
i
k

∇ × ∇ × peikx·d = ik(d × p) × deikx·d,

H i(x) := ∇ × peikx·d = ikd × peikx·d,


 (2.14)

the wavenumber k is positive, d is a unit vector giving the direction of propagation
and p is the polarization vector. In the following we assume that n is a 3 × 3-matrix-
valued function whose entries are C1(D̄) functions such that n is symmetric and satisfies
ξ̄ · Im(n)ξ � 0 and ξ̄ · Re(n)ξ � γ|ξ|2 for all ξ ∈ C

3 and all x ∈ D̄, where γ is a positive
constant. Finally, we assume that η > 0 is a bounded C1 function supported on Γ2. We
again remind the reader that Γ2 may be the empty set.

2.2. The direct problem

In order to formulate precisely the problem we are concerned with throughout this
paper, we need the following spaces. Letting (Hs(D))3, (Hs

loc(De))3 and (Hs(Γ ))3, s ∈ R,
denote the product of the standard Sobolev spaces defined on D, De and Γ , respectively
(with the convention H0 = L2), and

H(curl, D) := {u ∈ (L2(D))3 : ∇ × u ∈ (L2(D))3},

L2
t (Γ ) := {u ∈ (L2(Γ ))3 : ν · u = 0 on Γ},

L2
t (Γ2) := {u|Γ2 : u ∈ L2

t (Γ )},

we introduce the space

X(D, Γ2) := {u ∈ H(curl, D) : ν × u|Γ2 ∈ L2
t (Γ2)}

equipped with the norm

‖u‖2
X(D,Γ2) = ‖u‖2

H(curl,D) + ‖ν × u‖2
L2(Γ2). (2.15)

For the exterior domain De we define the above spaces in the same way for every De∩BR,
with BR a ball of arbitrary radius R and denote these spaces by Hloc(curl, De) and
Xloc(De, Γ2), respectively. The trace spaces of ν×u|Γ and ν×(u×ν)|Γ for u ∈ H(curl, D)
(or u ∈ Hloc(curl, De)) are given by

H
−1/2
div (Γ ) := (u ∈ (H−1/2(Γ ))3, ν · u = 0, divΓ u ∈ H−1/2(Γ )),

H
−1/2
curl (Γ ) := (u ∈ (H−1/2(Γ ))3, ν · u = 0, curlΓ u ∈ H−1/2(Γ )),
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respectively. Finally, we introduce the trace space of X(D, Γ2) on Γ by

Y (Γ ) := {h ∈ (H−1/2(Γ ))3 : ∃u ∈ H0(curl, BR), ν × u|Γ2 ∈ L2
t (Γ2) and h = ν × u|Γ },

where the ball BR contains D and H0(curl, BR) is the space of functions u in H(curl, BR)
satisfying ν ×u|SR

= 0. As shown in [4] Y (Γ ) is a Banach space with respect to the norm

‖h‖2
Y (Γ ) := inf{‖u‖2

H(curl,BR) + ‖ν × u‖2
L2

t (Γ2)}, (2.16)

where the infimum is taken over all functions u ∈ H0(curl, BR) such that ν×u|Γ2 ∈ L2
t (Γ2)

and h = ν × u|Γ . Y (Γ ) is a Hilbert space and coincides with H
−1/2
div (Γ ) ∩ L2

t (Γ2).
The direct scattering problem is a particular case of the following general transmis-

sion problem. Given f ∈ Y (Γ ), h ∈ Y (Γ ), h1 = h|Γ1 , h2 = h|Γ2 find Es ∈ Xloc(De, Γ2),
Eint ∈ X(D, Γ2), Hs ∈ Hloc(curl, De) and H int ∈ H(curl, D) such that

∇ × Es − ikHs = 0 and ∇ × Hs + ikEs = 0 in De, (2.17 a)

∇ × Eint − ikH int = 0 and ∇ × H int + ikn(x)Eint = 0 in D, (2.17 b)

ν × Es − ν × Eint = f on Γ, (2.17 c)

ν × Hs − ν × H int = h1 on Γ1, (2.17 d)

ν × Hs − ν × H int = η(x)Es
T + h2 on Γ2, (2.17 e)

lim
r→∞

(Hs × x − rEs) = 0, (2.17 f)

where by uT we denote the tangential component of u given by uT = (ν × u) × ν|Γ . We
refer to (2.17) as problem (TP).

In order to arrive at a variational formulation of (TP) over a bounded domain, we
introduce an artificial boundary SR that is the surface of the ball BR of radius R such
that the scatterer is contained in the interior of the ball. Furthermore, for given f ∈ Y (Γ )
we construct a function Ef ∈ X(BR \ D̄, Γ2) by solving the boundary-value problem

∇ × ∇ × Ef + Ef = 0 in BR \ D̄, ν × Ef |Γ = f and ν × Ef |SR
= 0. (2.18)

Note that this problem is uniquely solvable in H(curl, BR ∩De) and by transforming this
to a problem with homogeneous boundary data we see that

‖Ef‖H(curl,BR∩De) � C‖Ẽ‖H(curl,BR∩De),

for any function Ẽ ∈ H0(curl, BR) such that ν × Ẽ|Γ = f and ν × Ẽ|SR
= 0, where C =

C(BR ∩De) is a positive constant. Now for all ε > 0, from the definition of Y (Γ ), we can
choose a Ẽε in H0(curl, BR) satisfying

‖Ẽε‖H(curl,BR) + ‖ν × Ẽε‖L2(Γ2) � ‖f‖Y (Γ ) + ε,

and since the above constant C is independent of the choice of Ẽ we obtain

‖Ef‖X(BR\D̄,Γ2) � C‖f‖Y (Γ ), for some constant C > 0. (2.19)
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We now introduce the exterior Calderon operator Ge (cf. [15,16]), which is an isomor-
phism between H

−1/2
div (SR) and H

−1/2
div (SR) and maps a tangential vector field λ on SR

to x̂ × Hs where (Es, Hs) satisfies

∇ × Es − ikHs = 0 in R
3 \ B̄R,

∇ × Hs + ikEs = 0 in R
3 \ B̄R,

x̂ × Es = λ on SR,

lim
r→∞

(Hs × x − rEs) = 0.




(2.20)

By expressing the magnetic fields in (TP) in terms of the electric fields, using the trans-
mission conditions, the definition of Ge and integrating by parts, we obtain the following
variational formulation for the electric field of (TP). Given h ∈ Y (Γ ), find U ∈ X(BR, Γ2)
satisfying∫

D

[(∇ × U) · (∇ × φ) − k2nU · φ] dv

+
∫

BR\D̄

[(∇ × U) · (∇ × φ) − k2U · φ] dv

− ik
∫

Γ2

ηUT · φT ds + ik
∫

SR

Ge(x̂ × U) · φT ds

=
∫

Γ

h · φT ds + ik
∫

Γ2

ηEfT · φT ds

−
∫

BR\D̄

[(∇ × Ef ) · (∇ × φ) + Ef · φ] dv

− ik
∫

SR

Ge(x̂ × Ef ) · φT ds (2.21)

for every test function φ ∈ X(BR, Γ2). If U is a solution of (2.21), then it is easy to show by
choosing sufficiently smooth test functions that Eint := U |D and Es := U |BR\D̄ + Ef sat-
isfy the differential equations for the electric fields of (TP) in D and BR \D̄, respectively,
the transmission conditions on Γ (with Hs = (1/ik)∇ × Es and H int = (1/ik)∇ × Eint)
and x̂ × (∇ × Es) = ikGe(x̂ × Es) on SR.

A solution of the variational problem (2.21) (from now on we refer to it as (VTP))
and the corresponding magnetic fields Hs = (1/ik)∇ × Es, H int = (1/ik)∇ × Eint can be
extended to a solution of (TP). Indeed, at the interface SR there is no jump of x̂ × Es

and the link between x̂ × Es and x̂ × Hs through the operator Ge shows that x̂ × Hs has
no jump either.

Theorem 2.1. The problems (TP) and (VTP) have at most one solution.

Proof. It suffices to show uniqueness for the problem (TP). Let Eint ∈ X(D, Γ2),
Es ∈ Xloc(De, Γ2) and H int = (1/ik)∇ × Eint, Hs = (1/ik)∇ × Es be the solution of
(TP) with boundary data f ≡ 0 and h ≡ 0. Taking the dot product of the equations of
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(TP) for the electric fields by Ēint and Ēs, and then using integration by parts and the
transmission conditions on Γ , we obtain

ik
∫

SR

(ν × Ēs) · Hs ds = −
∫

SR

[ν × (∇ × Es)] · Es
T ds

=
∫

BR\D

(|∇ × Es|2 − k2|Es|2) dv

+
∫

D

(|∇ × Eint|2 − k2n|Eint|2) dv − ik
∫

Γ2

η|Es
T|2 ds. (2.22)

After taking the imaginary part of (2.22) and using the fact that Im(n) > 0 and η > 0,
we now obtain

Re
(∫

SR

(ν × Ēs) · Hs ds

)
= −k

∫
D

Im(n)|Eint|2 − 1
k

∫
Γ2

η|Es
T|2 ds � 0.

Hence from Theorem 6.10 of [6], Es ≡ 0 and Hs ≡ 0 in De and so the transmission
conditions become simply the continuity of the tangential component of the electric and
magnetic fields. Now we employ the unique continuation principle (cf. [18]) to deduce
that Eint and H int are both zero in D. �

Now we prove the existence of a solution to (VTP). To this end we define the sesquilin-
ear form a : X(BR, Γ2) × X(BR, Γ2) → C by

a(U, φ) := (∇ × U,∇ × φ)L2(BR) − k2(ñU, φ)L2(BR)

+ ik〈Ge(x̂ × U), φT〉L2(SR) − ik〈ηUT, φT〉L2(Γ2),

where ñ := n in D and ñ = 1 in BR \ D̄ and denote by b(φ) the right-hand side of (2.21)
for φ ∈ X(BR, Γ2). Using the Schwarz inequality, the trace theorem and (2.19) it is easy
to see that

|b(φ)| � C(‖h‖Y (Γ ) + ‖f‖Y (Γ ))‖φ‖X(BR,Γ2), ∀φ ∈ X(BR, Γ2). (2.23)

The existence of a solution to (VTP) is based on the technique used by Kirsch and Monk
in [15,16] for the case when η ≡ 0 (in this case our space X(BR, Γ2) becomes simply
H(curl, BR)). We follow their analysis, emphasizing the modifications due to the addi-
tional term on Γ2. We first observe that any function U ∈ X(BR, Γ2) such that ∇×U = 0
in BR and ν×U |Γ2 = 0 satisfies U = ∇p with p ∈ S, where S := {p ∈ H1(BR) : p|Γ2 = c}
and c is a constant. (Note that the constants are possibly different on each disconnected
component of Γ2 and we can choose the value of c on one component to vanish (see [4]
or [16, Theorem 4.3] for details).)

The problem of the unique determination of p ∈ S such that

a(∇p, ∇q) := −k2(ñ∇p, ∇q)L2(BR) + ik〈Ge(x̂ × ∇p), ∇SR
q〉L2(SR) = b(∇q) ∀q ∈ S

(2.24)
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now becomes exactly the one treated in Theorem 10.2 in [16] (see also [15]). In particular,
there exist a unique p ∈ S that solves (2.24) and satisfies

‖∇p‖L2(BR∩De) � C‖b‖.

Now we can factor out ∇S from X(BR ∩ De, Γ2). To this end, we define

X0 := {U ∈ X(BR, Γ2) : −k2(ñU, ∇q) + ik〈Ge(x̂ × U), ∇SR
q〉 = 0 ∀q ∈ S} (2.25)

and note that the condition in X0 is a weak form of

∇ · (ñU) = 0 in BR,

k2x̂ · U = ik∇SR
· Ge(x̂ × U) on SR.

}
(2.26)

We then have that the space X(BR ∩ De, Γ2) is the direct sum of X0 and ∇S, i.e.

X(BR ∩ De, Γ2) = X0 ⊕ ∇S

and furthermore that the projections onto the subspaces are bounded (the proof follows
Lemma 10.3 in [16] or Lemma 0.1 in the Corrigendum to [15]).

We are now ready to analyse (VTP). First, by using expansions in spherical harmonics,
one can show [15,16, Lemma 10.5] that the exterior Calderon operator Ge can be split
into two parts, Geλ = G1

eλ + G2
eλ for λ ∈ H

1/2
div (SR), such that the mapping

(a) u → G1
e(x̂ × u) is compact from X0 into H

1/2
div (SR), (2.27)

(b) ik〈G2
e(x̂ × λ), λT〉 � 0. (2.28)

We now decompose U = W + ∇p, where W ∈ X0 and ∇p ∈ ∇S and observe that
a(W, ∇q) = 0 ∀q ∈ S by the definition of X0. Hence we can write

a(∇p, ∇q) + a(∇p, ψ) + a(W, ψ) = b(∇q) + b(ψ) ∀ψ ∈ X0, q ∈ S. (2.29)

After determining p ∈ S from (2.24) it remains to find W ∈ X0 by solving the equation

a(W, ψ) = b(ψ) − a(∇p, ψ) ∀ψ ∈ X0. (2.30)

To this end we split the sesquilinear form a(W, ψ) = a1(W, ψ) + a2(W, ψ), where

a1(W, ψ) := (∇ × W, ∇ × ψ)L2(BR) + (U, ψ)L2(BR)

− ik〈ηUT, ψT〉L2(Γ2) + ik〈G2
e(x̂ × U), ψT〉L2(∂BR),

a2(W, ψ) := ik〈G1
e(x̂ × U), ψT〉L2(SR) − ((k2ñ + 1)U, ψ)L2(BR).


 (2.31)

From the Cauchy–Schwarz inequality we have that

|a1(W, ψ)| � c1‖W‖X‖ψ‖X , c1 > 0,

and by taking the real and imaginary parts, using (2.28) and the fact that η > 0 we have

|a1(W, W̄ )| � c2‖W‖2
X , c2 > 0.

In order to treat the sesquilinear form a2(W, ψ) we need the following lemma.
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Lemma 2.2. The space X0 is compactly imbedded in L2(BR).

Proof. Consider a bounded sequence {Uj}∞
j=1 in X0. Each function in Uj ∈ X0 can

be extended to all R
3 by solving the exterior Maxwell problem

∇ × (∇ × Vj) − k2Vj = 0 in R
3 \ B̄R,

x̂ × Vj = x̂ × Uj on SR,

together with the Silver–Müller radiation condition at infinity. The extended function U e
j

defined by

U e
j =

{
Uj on BR,

Vj on R
3 \ B̄R

is in Hloc(curl, R3) since the tangential components are continuous across SR. Due to the
condition (2.26), the extended function has a well-defined divergence and

∇ · (ñU e
j ) = 0 in R

3.

Now we choose a cut-off function χ ∈ C∞
0 (R3) such that χ = 1 in B̄R and is supported

in Ω ⊃ B̄R. From a result of Costabel [9] we have that the space

H0(curl, div, Ω) := {U ∈ H(curl, div, Ω) : ν × U |Γ2 ∈ L2(Γ2) and ν × U |∂Ω = 0},

where H(curl, div, Ω) is the space of function U ∈ L2(Ω) such that curlU ∈ L2(Ω) and
div U ∈ L2(Ω), is continuously imbedded in H1/2−ε(Ω) for every ε > 0 and therefore the
space

X̃1
0 := {U ∈ X(Ω, Γ2) : ν × U |∂Ω = 0 and (U,∇ξ)L2(Ω) = 0, ∀ξ ∈ S}

is compactly imbedded in (L2(Ω))3. By using the technique of Theorem 4.7 in [16] or
Proposition 2.28 in [5] we can extend this result to the space

X̃ ñ
0 := {U ∈ X(Ω, Γ2) : ν × U |∂Ω = 0 and (ñU, ∇ξ)L2(Ω) = 0, ∀ξ ∈ S},

and the result now follows from the fact that χU e
j ∈ X̃ ñ

0 . �

We are now ready to conclude the proof of the existence of a solution to (VTP). By
an application of the Lax–Milgram lemma, a1 gives rise to a bijective operator and by
the compact imbedding of X0 in L2(BR) and (2.27) the second part a2 gives rise to a
compact operator. Then a standard argument implies that the Fredholm alternative is
applicable, which together with the uniqueness Theorem 2.1 shows that there exists a
unique solution U of (VTP). Hence Eint = U |D, H int = (1/ik)∇ × Eint and the unique
extension Es to De of U |BR\D̄ + Ef and Hs = (1/ik)∇ × Es are the unique solution of
(TP). So we have proved the following result provided D, n and η satisfy the assumptions
of § 2.1.
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Theorem 2.3. The transmission problem (TP) has a unique solution Eint ∈ X(D, Γ ),
Es ∈ X(De, Γ ), H int ∈ H(curl, D), Hs ∈ H(curl, De). Moreover, it satisfies

‖Eint‖X(D,Γ ) + ‖Es‖X(BR\D̄,Γ ) + ‖H int‖H(curl,D) + ‖Hs‖H(curl,BR\D̄)

� C(‖f‖Y (Γ ) + ‖h‖Y (Γ )), (2.32)

for some positive constant C depending on R but not on f and h.

2.3. Regularity of the solution of the direct problem

Let K = ∇ν and H = 1
2∇ · ν on Γ denote the curvature and mean curvature, respec-

tively, which are bounded for a C2-smooth boundary, and let H
1/2
t (Γ ) be the space of

the tangential fields in H1/2(Γ ). In order to prove our desired uniqueness theorem in § 4,
we need to establish a regularity result for the solution of (TP).

We begin with the following technical lemma [17, Lemma 5.4.2].

Lemma 2.4. Let Ω be a bounded domain having a C2-smooth boundary Γ and let ν

be the outward normal vector. Then for any two vectors U and V in (H1(Ω))3 we have∫
Ω

[(∇U · ∇V ) − (∇ × U) · (∇ × V ) − (∇ · U)(∇ · V )] dv

= −
∫

Γ

[∇Γ · UT(V · ν) + ∇Γ · VT(U · ν) + 2H(U · ν)(V · ν) + (KUT · VT)] ds.

(2.33)

We are now ready to prove a regularity result for the solution of the transmission
problem (TP) under some restrictions on the behaviour of the surface conductivity η at
the boundary Π of Γ2 on Γ .

Theorem 2.5. Suppose that ∇Γ · f ∈ H1/2(Γ ), h ∈ H
1/2
t (Γ ), and η and ∇Γ η act

as multipliers in H−1/2(Γ ) and H
−1/2
t (Γ ), respectively. Then the magnetic fields of the

solution to (TP) satisfy H int ∈ (H1(D))3 and Hs ∈ (H1
loc(De))3.

Proof. The magnetic fields Hs ∈ H(curl, De) and H int ∈ H(curl, D) of the solution
to the (TP) satisfy

∇ × (∇ × Hs) − k2Hs = 0, ∇ · Hs = 0 in De,

∇ × (n−1∇ × H int) − k2H int = 0, ∇ · H int = 0 in D

and the transmission conditions

ν · Hs − ν · H int =
i
k

∇Γ · f on Γ,

Hs
T − H int

T = h1 × ν on Γ1,

Hs
T − H int

T = − i
k

η(x)[ν × (∇ × Hs)] + h2 × ν on Γ2,




(2.34)
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which are obtained by first applying the surface divergence to (2.17 c) and then using
∇Γ · (ν × Es) = −ν · (∇ × Es) = −ik(ν · Hs).

Now we apply Lemma 2.4 for smooth H int, H̄ int and Hs, H̄s in D and BR \ D̄, respec-
tively, to estimate the L2 norm of the gradient. The desired result is then obtained by
employing a denseness argument. In particular, we have

∫
D

|∇H int|2 dv +
∫

BR\D̄

|∇Hs|2 dv

=
∫

D

|∇ × H int|2 dv +
∫

BR\D̄

|∇ × Hs|2 dv

−
∫

Γ

[∇Γ · H int
T (H̄ int · ν) + ∇Γ · H̄ int

T (H int · ν)

+ 2H(H int · ν)(H̄ int · ν) + (KH int
T · H̄ int

T )] ds

+
∫

Γ

[∇Γ · Hs
T(Hs · ν) + ∇Γ · Hs

T(Hs · ν)

+ H(Hs · ν)(H̄s · ν) + (KHs
T · H̄s

T)] ds

−
∫

SR

[∇SR
· Hs

T(Hs · x̂) + ∇SR
· Hs

T(Hs · x̂)

+ 2H(Hs · x̂)(H̄s · x̂) + (KHs
T · H̄s

T)] dx̂.

By using the Schwartz inequality and the fact that K, and H are bounded we obtain

∫
D

|∇H int|2 dv +
∫

BR\D̄

|∇Hs|2 dv

� ‖∇ × H int‖2
L2(D) + ‖∇ × Hs‖2

L2(BR\D̄)

+ c‖H int · ν‖H−1/2(Γ )‖H int · ν‖H1/2(Γ ) + c‖Hs · ν‖H−1/2(Γ )‖Hs · ν‖H1/2(Γ )

+ c‖Hs · x̂‖H−1/2(SR)‖Hs · x̂‖H1/2(SR) + c‖∇SR
· Hs

T‖H−1/2(SR)‖Hs · x̂‖H1/2(SR)

+ 2
∣∣∣∣
∫

Γ

[∇Γ · Hs
T(Hs · ν) − ∇Γ · H int

T (H̄ int · ν)] ds

∣∣∣∣. (2.35)

We now note that by expanding the magnetic field H of the solution of (TP) in spherical
harmonics [6, 15], we can see that ‖∇Γ · Hs

T‖H−1/2(SR) is bounded. Next we use the
transmission conditions (2.34) to see that

∫
Γ

[∇Γ · Hs
T(Hs · ν) − ∇Γ · H int

T (H̄ int · ν)] ds

= − i
k

∫
Γ

∇Γ · Hs
T(∇Γ · f̄) ds +

∫
Γ

∇Γ · (h × ν)(H̄ int · ν) ds

− i
k

∫
Γ2

∇Γ · [η(ν × ∇ × Hs)](H̄ int · ν) ds, (2.36)
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and hence∣∣∣∣
∫

Γ

[∇Γ · Hs
T(H̄ · ν) − ∇Γ · H int

T (H̄ int · ν)] ds

∣∣∣∣
� c‖(∇Γ · Hs

T)‖H−1/2(Γ )‖∇Γ · f‖H1/2(Γ )

+ c‖∇Γ · (h × ν)‖H−1/2(Γ )‖H int · ν‖H1/2(Γ )

+ c‖∇Γ · [η(ν × ∇ × Hs)]‖H−1/2(Γ )‖H int · ν‖H1/2(Γ ). (2.37)

Simple computations show that

∇Γ · [η(ν × (∇ × Hs))] = η∇Γ · [ν × (∇ × Hs)] + ∇Γ η · [ν × (∇ × Hs)] on Γ2. (2.38)

From (2.38) and the assumptions on η and ∇Γ η we have that for Hs ∈ H(curl, BR \ D̄)
both η∇Γ · [ν × (∇×Hs)] and ∇Γ η · [ν × (∇×Hs)] are in H−1/2(Γ ), whence ‖∇Γ · [η(ν ×
(∇ × Hs))]‖H−1/2(Γ ) is bounded. Now combining (2.35) and (2.37) we obtain that∫

D

|∇H int|2 dv +
∫

BR\D̄

|∇Hs|2 dv

� ‖∇ × H int‖L2(D) + ‖∇ × Hs‖L2(BR\D̄)

+ c‖H int · ν‖H−1/2(Γ )‖H int · ν‖H1/2(Γ ) + c‖Hs · ν‖H−1/2(Γ )‖Hs · ν‖H1/2(Γ )

+ c‖Hs · x̂‖H−1/2(SR)‖Hs · x̂‖H1/2(SR) + c‖∇SR
· Hs

T‖H−1/2(SR)‖Hs · x̂‖H1/2(SR)

+ c‖∇Γ · (h × ν)‖H−1/2(Γ )‖H int · ν‖H1/2(Γ )

+ c‖(∇Γ · Hs
T)‖H−1/2(Γ )‖∇Γ · f‖H1/2(Γ )

+ c‖∇Γ · [η(ν × ∇ × Hs)]‖H−1/2(Γ )‖H int · ν‖H1/2(Γ ). (2.39)

The first two terms of (2.39) are bounded by the H(curl, D) and H(curl, BR \D) norms,
respectively. In order to estimate the third term, we use the inequality

2‖H int · ν‖H1/2(Γ )‖H int · ν‖H−1/2(Γ ) � ε‖H int · ν‖2
H1/2(Γ ) +

1
ε
‖H int · ν‖2

H−1/2(Γ ). (2.40)

It follows from the trace theorem that when ε is small enough the first term on the
right-hand side of (2.40) is dominated by ‖H int‖H1 and the second term is bounded
with respect to the H(curl, D) norm. The same technique can be applied to each of the
remaining terms in (2.39). Note that by assumption ‖h‖

H
1/2
t (Γ ) and ‖∇Γ · f‖H1/2(Γ ) are

bounded. Hence the above analysis shows that H int ∈ (H1(D))3 and H ∈ (H1(BR \ D̄))3

and

‖H int‖H1(D) + ‖Hs‖H1(BR\D̄)

� C(‖H int‖H(curl,D) + ‖Hs‖H(curl,BR\D̄) + ‖h‖
H

1/2
t (Γ ) + ‖∇Γ · f‖H1/2(Γ )), (2.41)

with C a positive constant depending on R but not on H, f and h. Note that
‖x̂ · Hs‖H1/2(SR) becomes arbitrarily small for arbitrarily large R since Hs satisfies the
radiation condition. �
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The same type of regularity can be obtained for the electric fields Eint, Es of the
solution to (TP).

Theorem 2.6. Suppose that f ∈ H
1/2
t (Γ ), h ∈ H

1/2
t (Γ ), ∇Γ · h ∈ H1/2(Γ ), and 1/η

and ∇Γ (1/η) act as multipliers in H−1/2(Γ ) and H−1/2(Γ )t, respectively. Then the
electric fields of the solution to (TP) satisfy Eint ∈ (H1(D))3 and Es ∈ (H1

loc(De)).

Proof. The proof uses the same techniques as in the previous theorem. The trans-
mission conditions for Eint, Es now become

Es
T − Eint

T = f × ν on Γ,

ν · Es − ν · (nEint) = − i
k

∇Γ · h1 on Γ1,

ν · Es − ν · (nEint) = − i
k

∇Γ · (ηEs
T + h2) on Γ2.




(2.42)

Avoiding the repetition of the same procedure, we note only that some slight modifica-
tions are needed due to the fact that ∇ · (nEint) = 0 (cf. [17, Theorem 5.4.4] for the
equation corresponding to (2.33) in this case). In addition we need to make use of the
relation

∇Γ · Es
T =

i
k

∇Γ ·
[

1
η
(ν × (∇ × Es) − ν × (∇ × Eint))

]
− i

k
∇Γ ·

(
1
η
h

)
on Γ2

in order to estimate the integral over Γ2, where the assumptions on 1/η and ∇Γ (1/η)
are used.

The corresponding norm estimate for the electric fields is

‖Eint‖H1(D) + ‖Es‖H1(BR\D̄) � C(‖Eint‖H(curl,D) + ‖Es‖H(curl,BR\D̄)

+ ‖f‖
H

1/2
t (Γ ) + ‖∇Γ · h‖H1/2(Γ ) + ‖h‖

H
1/2
t (Γ )). (2.43)

�

We end this section by reformulating the above regularity result in a form which will
be used later on (see also [17, Theorem 5.4.4]).

Remark 2.7. It is easy to see that the conclusions of Theorems 2.5 and 2.6 are also
valid if we merely require that the fields satisfy

Hs ∈ (L2
loc(De))3, ∇ × Hs ∈ (L2

loc(De))3, ∇ · Hs ∈ L2
loc(De),

H int ∈ (L2(D))3, ∇ × H int ∈ (L2(D))3, ∇ · H int ∈ L2(D)

together with (2.34), and

Es ∈ (L2
loc(De))3, ∇ × Es ∈ (L2

loc(De))3, ∇ · Es ∈ L2
loc(De),

Eint ∈ (L2(D))3, ∇ × Eint ∈ (L2(D))3, ∇ · (nEint) ∈ L2(D)

together with (2.42), respectively.
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3. The interior transmission problem

Before proceeding with the uniqueness of the inverse problem we need to study the
interior transmission problem (referred to as (ITP)) corresponding to the transmission
problem of the previous section. (For the relation of the interior transmission problem
with the inverse scattering problem, see [6, 11]). Throughout this section we assume
that D is simply connected. This is not a restriction since as will be seen in the next
section we need only to consider (ITP) in each connected component of D separately.
The interior transmission problem is given D, n and η as in the direct problem and given
f ∈ Y (Γ ), h ∈ Y (Γ ), h1 = h|Γ1 , h2 = h|Γ2 find E, Eint ∈ X(D, Γ2), H, H int ∈ H(curl, D)
satisfying

∇ × E − ikH = 0 and ∇ × H + ikE = 0

∇ × Eint − ikH int = 0 and ∇ × H int + ikn(x)Eint = 0

}
in D,

ν × E − ν × Eint = f on Γ,

ν × H − ν × H int = h1 on Γ1,

ν × H − ν × H int = η(x)ET + h2 on Γ2.




(3.1)

Our goal is to show that a slightly modified interior transmission problem has a unique
solution that depends continuously on the data. It turns out that this modified interior
transmission problem gives the necessary tool to prove the main result of this paper,
i.e. the shape of a penetrable (possibly) partly coated anisotropic obstacle is uniquely
determined by the far-field data.

3.1. The modified interior transmission problem

Let m be a positive number, F1, F2 ∈ (L2(D))3, f ∈ Y (Γ ), h ∈ Y (Γ ) and h1 = h|Γ1 ,
h2 = h|Γ2 . We want to find H, H int ∈ H(curl, D) with ν × (∇ × H)|Γ2 ∈ L2

t (Γ2) satisfying

∇ × (∇ × H) + H = F1

∇ × n−1(∇ × H int) + mH int = F2

}
in D, (3.2 a)

ν × (∇ × H) − ν × n−1(∇ × H int) = f on Γ, (3.2 b)

HT − H int
T = h1 × ν on Γ1, (3.2 c)

HT − H int
T = − i

k
η(x)[ν × (∇ × H)] + h2 × ν on Γ2. (3.2 d)

We will reformulate (3.1) as a variational problem. To this end we introduce the sesquilin-
ear form A defined on H(curl, D) × X(D, Γ2) by

A(H, V ; Φ, Ψ) =
∫

D

[(∇ × H) · (∇ × Φ) + H · Φ] dx +
∫

Γ

HT · (ν × Ψ) ds

+
∫

D

[
1
m

(∇ × V ) · (∇ × Ψ) + nV · Ψ

]
dx

+
∫

Γ

(ν × V ) · ΦT ds +
i
k

∫
Γ2

η(ν × V ) · (ν × Ψ) ds, (3.3)
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where (H, V ) and (Φ, Ψ) are in H(curl, D) × X(D, Γ2). We also introduce for (Φ, Ψ) ∈
H(curl, D) × X(D, Γ2) the antilinear form

L(Φ, Ψ) =
∫

D

[
F1 · Φ +

1
m

F2 · (∇ × Ψ)
]

dx

+
∫

Γ

(h × ν) · (ν × Ψ) ds −
∫

Γ

f · ΦT ds − i
k

∫
Γ2

ηf · (ν × Ψ) ds. (3.4)

Note that the integrals over Γ are interpreted as the duality between H
−1/2
div (Γ ) and

H
−1/2
curl (Γ ), while the integral over Γ2 is the L2(Γ2) scalar product (note that h × ν is in

H
−1/2
curl (Γ ) since h ∈ H

−1/2
div (Γ )).

The variational formulation of problem (3.2) is find (H, V ) ∈ H(curl, D) × X(D, Γ2)
such that

A(H, V ; Φ, Ψ) = L(Φ, Ψ), ∀(Φ, Ψ) ∈ H(curl, D) × X(D, Γ2). (3.5)

The following theorem proves the equivalence between the existence of a solution to
problems (3.2) and (3.5).

Theorem 3.1.

(a) If (H, H int) is a solution to (3.2), then (H, V ) with V := n−1(∇×H int) is a solution
to (3.5).

(b) Conversely, if (H, V ) is a solution to (3.5), then (H, H int) with

H int := − 1
m

(∇ × V ) +
F2

m

is a solution to (3.2).

Proof. (a) Let (H, H int) be a solution of problem (3.2) and set V := n−1∇ × H int.
Since ∇×V = F2−mH int and ν × V ∈ L2

t (Γ2), then V ∈ X(D, Γ2). Moreover, V satisfies

∇ × (∇ × V ) + mn(x)V = ∇ × F2 (3.6)

interpreted in the sense of distributions. Now taking the L2 scalar product of the first
equation of (3.2 a) with a function Φ ∈ H(curl, D), integrating by parts and using the
boundary condition (3.2 b), which now takes the form

ν × (∇ × H) − ν × V = f on Γ,

we obtain∫
D

[(∇ × H) · (∇ × Φ) + H · Ψ ] dx +
∫

Γ

(ν × V ) · ΦT ds =
∫

D

F1 · Φ dx −
∫

Γ

f · ΦT ds.

(3.7)
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We now take the L2 scalar product of (3.6) with a function Ψ ∈ X(D, Γ2) and integrate
by parts to obtain

∫
D

[
1
m

(∇ × V ) · (∇ × Φ) + nV · Ψ

]
dx − 1

m

∫
D

F2 · (∇ × Ψ) dx

− 1
m

∫
Γ

(∇ × V )T · (ν × Ψ) ds +
1
m

∫
Γ

F2T · (ν × Ψ) ds = 0. (3.8)

From the fact that ∇ × V = F2 − mH int and the boundary condition (3.2 d), we have

1
m

∫
Γ

[−(∇ × V )T + F2T ] · (ν × Ψ) ds

=
∫

Γ

HT · (ν × Ψ) ds +
i
k

∫
Γ2

η[ν × (∇ × H)] · (ν × Ψ) ds

−
∫

Γ

(h × ν) · (ν × Ψ) ds. (3.9)

Combining (3.9) with (3.8) and using (3.2 b) we finally obtain∫
D

[
1
m

(∇ × V ) · (∇ × Ψ) + nV · Ψ

]
dx

+
i
k

∫
Γ2

η(ν × V ) · (ν × Ψ) ds +
∫

Γ

HT · (ν × Ψ) ds

=
1
m

∫
D

F2 · (∇ × Ψ) dx +
∫

Γ

(h × ν) · (ν × Ψ) ds − i
k

∫
Γ2

ηf · (ν × Ψ) ds.

(3.10)

Adding (3.7) and (3.10) shows that (H, V ) is a solution of (3.5).
(b) Let (H, V ) be a solution of (3.5). It is obvious that H and V satisfy (3.7) and

(3.10), respectively. Set

H int := − 1
m

∇ × V +
F2

m
.

By taking sufficiently smooth test functions Ψ in (3.10) we see that V satisfies

1
m

∇ × (∇ × V ) + n(x)V = ∇ × F2

m
in D,

which means that ∇ × H int + n(x)V = 0 in D. Therefore, H int is in H(curl, D) such
that ν × n−1(∇ × H int)|Γ2 ∈ L2(Γ2) and satisfies the second equation of (3.2 a). By now
taking smooth functions Φ the variational expression (3.7) yields the first equation of
(3.2 a). It is easy to verify that the boundary conditions (3.2 b)–(3.2 d) for H and H int

are also satisfied. This ends the proof. �

Theorem 3.2. Assume that there exists a constant γ > 1 such that, for x ∈ D,

Re(ξ̄ · n(x)ξ) � γ|ξ|2 ∀ξ ∈ C
3 and

1
m

� γ. (3.11)
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Then problem (3.5) has a unique solution (H, V ) ∈ H(curl, D)×X(D, Γ2). This solution
satisfies the a priori estimate

‖H‖H(curl,D) + ‖V ‖X(D,Γ2) � C(‖F1‖L2(D) + ‖F2‖L2(D) + ‖f‖Y (Γ ) + ‖h‖Y (Γ )), (3.12)

where the constant C > 0 is independent of F1, F2, f , h and γ.

Proof. Classical trace theorems and Schwarz’s inequality ensure the continuity of the
sesquilinear form A and of the antilinear form L on H(curl, D)×X(D, Γ2) as well as the
existence of a positive constant c independent of F1, F2, f and h such that

‖L‖ � c(‖F1‖L2 + ‖F2‖L2 + ‖f‖Y + ‖h‖Y ). (3.13)

Next we take the real part of A for (H, V ) ∈ H(curl, D)×X(D, Γ2) and use the assump-
tion (3.11) to obtain

Re(A(H, V ; H̄, V̄ )) � γ ‖H‖2
H(curl,D) + ‖V ‖2

H(curl,D) + 2 Re(〈H̄, V 〉),

where 〈H̄, V 〉 denotes the duality between H
−1/2
div and H

−1/2
curl defined by

〈H̄, V 〉 :=
∫

Γ

(ν × V ) · H̄T ds =
∫

D

[(∇ × V ) · H̄ − (∇ × H̄) · V ] dx.

By Schwarz’s inequality we have that

|〈H̄, V 〉| � ‖H‖H(curl,D) ‖V ‖H(curl,D)

and therefore

Re(A(H, V ; H̄, V̄ )) � γ ‖H‖2
H(curl,D) + ‖V ‖2

H(curl,D) − 2 ‖H‖H(curl,D) ‖V ‖H(curl,D) .

Using the identity

γx2 + y2 − 2xy =
γ + 1

2

(
x − 2

γ + 1
y

)2

+
γ − 1

2
x2 +

γ − 1
γ + 1

y2,

we conclude that

Re(A(H, V ; H̄, V̄ )) � γ − 1
γ + 1

(‖H‖2
H(curl,D) + ‖V ‖2

H(curl,D)).

Now taking the imaginary part of A and using the facts that Im(n) � 0, η > 0 and
η ∈ C1(Γ2) implies that there exits a positive constant c such that

Im(A(H, V ; H̄, V̄ )) � c‖ν × V ‖L2(Γ2).

Hence we have that

|A(H, V ; H̄, V̄ )| � C1(‖H‖2
H(curl,D) + ‖V ‖2

X(D,Γ2))

for some C1 > 0 and thus A is coercive. The unique determination of (H, V ) and the a
priori estimate are therefore a direct consequence of the Lax–Milgram lemma applied to
A in H(curl, D) × X(D, Γ2) and (3.13). This proves the theorem. �
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Theorem 3.3. Under the assumptions of Theorem 3.2, the problem (3.2) has a unique
solution (H, H int) ∈ H(curl, D) × H(curl, D), such that ν × (∇ × H)|Γ2 ∈ L2(Γ2). This
solution satisfies the a priori estimate

‖H‖H(curl,D) +
∥∥H int

∥∥
H(curl,D) + ‖ν × (∇ × H)‖L2(Γ2)

� 2C(‖F1‖L2(D) + ‖F2‖L2(D) + ‖f‖Y (Γ ) + ‖h‖Y (Γ )), (3.14)

where the constant C > 0 is independent of F1, F2, f , h and γ.

Proof. It only remains to prove that the uniqueness of the variational problem (3.5)
implies the uniqueness of the modified interior transmission problem (3.2). Then the
theorem is a consequence of Theorems 3.1 and 3.2.

Consider two solutions (H1, H
int
1 ) and (H2, H

int
2 ) to (3.2). Then from Theorem 3.1

(H1, n∇ × H int
1 ) and (H2, n∇ × H int

2 ) are two solutions to (3.5), whence H1 = H2 and
n(∇ × H int

1 ) = n(∇ × H int
2 ). Since n−1 is bounded and D simply connected, the latter

means that there exists a function P ∈ H1(D), uniquely determined up to a real constant,
such that H int

1 − H int
2 = ∇P . The second equation of (3.2 a) yields m∇P = 0 in D and

whence H int
1 = H int

2 . �

The extra condition on the matrix n, Re(ξ̄ · n(x)ξ) � γ|ξ|2 for some γ > 1, ∀x ∈ D

and ξ ∈ C
3, is not an essential restriction. In particular, it is possible to prove that if

Re(ξ̄ · n−1ξ) � γ|ξ|2 for some γ > 1, then there exists a unique solution of the modified
transmission problem (3.2). In this case we write a variational formulation for V := ∇×H

and H int in X(D, Γ2) and H(curl, D), respectively, and follow a similar procedure to that
above (see [2] for the corresponding scalar case). Note also that, since n is a symmetric
matrix, Re(ξ̄ · nξ) = ξ̄ · Re(n)ξ.

4. Uniqueness for the inverse problem

Now we consider the following inverse problem corresponding to the direct problem of
§ 2.1: given, on a large sphere SR of radius R surrounding D̄, the scattered fields Es|SR

and
Hs|SR

for all incident plane waves Ei(x) = (i/k)∇ × ∇ × peikx·d and H i(x) := ∇×peikx·d,
x ∈ R

3, with polarization p ∈ R
3 and incident direction d on the unit sphere, find the

support D of n (note that H field can be computed from the E field and vice versa). The
scattered fields Es and Hs are the solution to the transmission problem (TP) with the
boundary data f := ν × Ei|Γ and h := ν × H i|Γ . The main result of this section states
that D can be uniquely determined by these data. We note that from Rellich’s lemma
the scattered fields Es|SR

and Hs|SR
on SR can be uniquely computed by the electric

(or magnetic) far-field pattern and conversely [6]. Hence the result is equivalent to the
unique determination of D from the electric or magnetic far-field pattern corresponding
to all incident directions and all polarizations.

Theorem 4.1. Let the domains D1 and D2 with the boundaries Γ 1 and Γ 2, respec-
tively, the matrix-valued functions n1 and n2 and the functions η1 and η2 determined on
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the portions Γ 1
2 ⊆ Γ 1 and Γ 2

2 ⊆ Γ 2, respectively (either Γ 1
2 or Γ 2

2 , or both can possibly
be empty sets), satisfy the assumptions of (TP) in §§ 2.2 and 2.3. Moreover, let us assume
that either ξ̄ · Re(n1)ξ � γ|ξ|2 or ξ̄ · Re(n−1

1 )ξ � γ|ξ|2, and either ξ̄ · Re(n2)ξ � γ|ξ|2 or
ξ̄ · Re(n−1

2 )ξ � γ|ξ|2 for some γ > 1. If the scattered fields (E1, H1) corresponding to
the data D1, n1, η1 and (E2, H2) corresponding to the data D2, n2, η2 coincide on a
large sphere SR of radius R for all incident plane waves with arbitrary direction d and
polarization p, then D1 ≡ D2.

Proof. Consider the scattering of electric dipole fields given by

Ei
e(x; z, p) =

i
k

∇x × (∇x × pΦ(x, z)),

H i
e(x; z, p) = ∇x × pΦ(x, z),


 (4.1)

due to an electric dipole with polarization p located at z, where Φ(x, z) is the fundamental
solution to the Helmholtz equation given by

Φ(x, z) :=
1
4π

eik|x−z|

|x − z| , x �= z.

Denote the corresponding scattered waves by Es
e(·, z, p) and Hs

e(·, z, p). Then, under the
assumptions of the theorem, it was shown in [6, Theorem 7.1] that the scattered fields
Es,1

e , Hs,1
e and Es,2

e , Hs,2
e coincide on SR. Note that from Rellich’s lemma the scattered

fields on SR can be uniquely computed by the far-field patterns and conversely [6].
Now let us assume that D1 is not included in D2 and let G denote the unbounded

connected component of R
3 \ (D̄1 ∩ D̄2). Then there exists a point z such that z ∈ Γ 1

and z /∈ Γ 2. In particular, we have that the points zn = z + (ε/n)ν(z) lie in G for all
n ∈ N and ε sufficiently small, where ν(z) is the outward normal vector to Γ 1 at z.

Due to the singular behaviour of Φ(x, z), it is obvious that ‖H i
e(·, zn, ν(z))‖H(curl,D1) →

∞ as n → ∞, where H i
e(·, zn, ν(z)) is the magnetic field of the electric dipole (4.1) with

polarization ν(z). We now consider the incident fields

Hn(x) =
H i

e(x; zn, ν(z))
‖H i

e(·; zn, ν(z))‖H(curl,D1) + ‖∇ × H i
e(·; zn, ν(z))‖L2(Γ 1

2 )
,

En(x) = − 1
ik

∇ × Hn(x)


 (4.2)

for x ∈ D̄1 ∪ D̄2 and denote by Ej,s
n , Hj,s

n and Ej,int
n , Hj,int

n the corresponding solutions of
(TP) for the domains Dj , j = 1, 2. Note that En(x) is uniformly bounded in X(D1, Γ 1

2 ).
Next we want to show that the sequence Hn is uniformly bounded in H1(D1) and con-
sequently in X(D1, Γ 1

2 ). Theorem 2.3 will then show that the corresponding scattered
fields and interior fields are uniformly bounded in their respective norms. To this end
with the help of a cut-off function χ supported in B2ε(z) and χ = 1 in Bε(z), we first
write

‖(1 − χ)Hn + χHn‖H1(D1) � C +
‖H i

e(·; zn, ν(z))‖H1(D1∩Bε(z))

‖H i
e(·; zn, ν(z))‖H(curl,D1∩Bε(z))

. (4.3)

https://doi.org/10.1017/S0013091502000664 Published online by Cambridge University Press

https://doi.org/10.1017/S0013091502000664


312 F. Cakoni and D. Colton

Simple computations show that

‖H i
e(·; zn, ν(z))‖2

H1(D1∩Bε(z)) = ‖∇xΦ(x, zn) × ν(z)‖2
L2(D1∩Bε(z))

+ ‖∇x∇xΦ(x, zn) × ν(z)‖2
L2(D1∩Bε(z))

=
1

|zn − z|3 [A1 + O(|zn − z|)],

and

‖H i
e(·; zn, ν(z))‖2

H(curl,D1∩Bε(z)) = ‖∇xΦ(x, zn) × ν(z)‖2
L2(D1∩Bε(z))

+ ‖k2Φ(x, zn)ν(z) + ∇x∇xΦ(x, zn) · ν(z)‖2
L2(D1∩Bε(z))

=
1

|zn − z|3 [A2 + O(|zn − z|)].

Furthermore, a straightforward but long computation shows that

A2 = 2π

∫ π

π/2

∫ ∞

0

t2(3 cos2 θ + 1) sin θ

(t2 + 1 − 2t cos θ)3
dt dθ > 0,

whence (4.3) is uniformly bounded for n ∈ N.
Now let Bε(z) be a ball of radius ε > 0 centred at z. Since Ee(·, zn, ν(z)) and

He(·, zn, ν(z)) together with their derivatives are uniformly bounded in every compact
subset of R

3 \ B2ε(z), we have that

lim
n→∞

‖En‖H1(D2) = lim
n→∞

‖Hn‖H1(D2) = 0,

whence

lim
n→∞

‖E2,s
n ‖H1(BR∩G) = lim

n→∞
‖H2,s

n ‖H1(BR∩G) = 0

from the estimates (2.32), (2.41), (2.43) applied to the scattered field corresponding to
D2. But x̂ · H1,s

n |SR
= x̂ · H2,s

n |SR
and therefore by the uniqueness of the exterior Maxwell

problem outside BR and unique continuation we conclude that

lim
n→∞

‖E1,s
n ‖H1(BR∩G) = lim

n→∞
‖E2,s

n ‖H1(BR∩G) = 0,

lim
n→∞

‖H1,s
n ‖H1(BR∩G) = lim

n→∞
‖H2,s

n ‖H1(BR∩G) = 0.

Hence from trace theorems and the help of a cut-off function χ ∈ C∞
0 (Bε′(z)), where

ε′ > 0 is small enough to ensure that Bε′(z) ∩ D1 = Bε′(z) ∩ Z, we conclude that

lim
n→∞

‖ν × χH1,s
n ‖Y (Γ 1) = lim

n→∞
‖ν × (∇ × χH1,s

n )‖Y (Γ 1) = 0. (4.4)

In the exterior of B2ε(z) the H1(BR \ B2ε(z)) norm of En and Hn remain uniformly
bounded and therefore from Remark 2.7 (1 − χ)E1,s

n , (1 − χ)H1,s
n are also uniformly

bounded in H1((BR ∩ D1
e ) \ B2ε(z)). Using the compact imbedding of H1(BR ∩ D1

e ) into
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H(1−τ)(BR ∩ D1
e ) for 0 < τ � 1, we can now select a X(BR ∩ D1

e ) convergent subsequence
(1 − χ)H1,s

nj
from (1 − χ)H1,s

n . Hence, ν × (1 − χ)H1,s
nj

and ν × [∇ × (1 − χ)H1,s
nj

] are con-
vergent in Y (Γ 1) as well. Combining this fact with (4.4) we have that the sequences

ν × H1,s
nj

and ν × (∇ × H1,s
nj

)

converge in the trace space Y (Γ 1).
The estimate (2.41) shows that H1,int

n is uniformly bounded in H1(D1) because Hn

is uniformly bounded in H1(D1) and consequently the boundary data are uniformly
bounded in the required trace spaces. Since Hnj and H1,int

nj
is a solution of the interior

transmission problem (3.1) in D1 with boundary data produced by the exterior field H1,s
nj

we have that Hnj and H1,int
nj

also solve the modified interior transmission problem (3.2)
with F1 := Hnj and F2 := H1,int

nj
and boundary data f := ν × (∇ × H1,s

nj
), h := ν × H1,s

nj
.

By using the compact imbedding of H1(D1) in L2(D1) we can select from Hnj
and

H1,s
nj

convergent subsequences in L2(D1), which we again denote by Hnj and H1,s
nj

. The
estimate (3.14) in Theorem 3.3 now gives that Hnj converges with respect to the norm
H(curl, D1) to H0 ∈ H(curl, D1) and moreover ∇ × Hnj |Γ 1

2
converges to ∇ × H0|Γ 1

2
with

respect to L2
t (Γ

1
2 ). Obviously, H0 satisfies ∇ × (∇ × H0) − k2H0 = 0 in the weak sense.

But H0|D1\B2ε(z) = 0 since the function Hnj converges uniformly to zero outside the ball
B2ε. Therefore, H0 must be equivalent to zero in all of D1. But this contradicts the fact
that ‖Hn‖H(curl,D1) + ‖∇ × Hn‖L2

t (Γ 1
2 ) = 1 for all n ∈ N.

Since we can derive the same contradiction for the assumption that D2 is not included
in D1, we have proved that D1 = D2. �
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18. T. Ôkaji, Strong unique continuation property for time harmonic Maxwell equations, J.
Math. Soc. Jpn 54 (2002), 89–122.

19. P. Ola and E. Somersalo, Electromagnetic inverse problems and generalized Sommer-
feld potentials, SIAM J. Appl. Math. 56 (1996), 1129–1145.
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