
 

C. Stephanidis and M. Antona (Eds.): UAHCI/HCII 2014, Part I, LNCS 8513, pp. 369–378, 2014. 
© Springer International Publishing Switzerland 2014 

A Universal Assistive Technology with Multimodal Input 
and Multimedia Output Interfaces 

Alexey Karpov1,2 and Andrey Ronzhin2 

1 University ITMO, St. Petersburg, Russia 
2 St. Petersburg Institute for Informatics and Automation of RAS (SPIIRAS), Russia 

{karpov,ronzhin}@iias.spb.su  

Abstract. In this paper, we present a universal assistive technology with multi-
modal input and multimedia output interfaces. The conceptual model and the 
software-hardware architecture with levels and components of the universal as-
sistive technology are described. The architecture includes five main intercon-
nected levels: computer hardware, system software, application software of  
digital signal processing, application software of human-computer interfac-
es, software of assistive information technologies. The universal assistive tech-
nology proposes several multimodal systems and interfaces to the people with 
disabilities: audio-visual Russian speech recognition system (AVSR), “Talking 
head” synthesis system (text-to-audiovisual speech), “Signing avatar” synthesis 
system (sign language visual synthesis), ICANDO multimodal system (hands-
free PC control system), and the control system of an assistive smart space. 
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1 Introduction 

A lot of people around the world are limited in their possibilities because of hearing, 
vision, speech, motion dysfunctions and mental impairments. For the help, support 
and rehabilitation of these people there are various governmental programmes in 
many countries like e-Accessibility, e-Inclusion, Ambient Assisted Living (AAL) [1]. 

In the last years, Russian government also pays more attention to the problems of 
life of people with disabilities. In May 2012, the President of Russia has ratified the 
Convention on the Rights of Persons with Disabilities [2], which was accepted several 
years ago by the General Assembly of the United Nations. The key points of this 
Convention state that countries must create conditions for maximal integration of 
disabled people into the social life on all its levels (including education and informa-
tion society). Also, the State Programme “Accessible Environment” [3] intended for 
2011-2015 has recently started in Russia. This program supports adaptation of work 
of governmental, educational, social organizations and information services (includ-
ing electronic services) for needs of persons with disabilities, as well as provision of 
information accessibility and computer means for disabled people, creation and em-
bedding of new means of interaction and development of new goods and services that 
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apply special interfaces and devices for various groups of people with special needs. 
Moreover, on December 30th 2012, The President of Russia has confirmed important 
changes to the law “On social defense of people with disabilities in the Russian Fed-
eration” that has essentially increased the status of Russian sign language, which is an 
official language of Russia now. According to the Ministry of Health of Russia, in the 
country there are more than 13 million people with disabilities (almost 10% citizens 
of the Russian Federation), including above 700 thousand children with disabilities. 
And each year there are up to one million people getting disability that is caused by a 
lot of reasons (ecological, medical, psychological, etc.). 

Nowadays assistive technologies are known as any technical devices, tools or ser-
vices that increase, maintain or improve functional capabilities of people with disabil-
ities. It is known that the term “Assistive technology” was firstly used in the USA in 
the state document “Technology-Related Assistance for Individuals with Disabilities 
Act of 1988 (The Tech Act)” [4], and now it is widely used. At that assistive technol-
ogy may have electronic, software, mechanical, optical, biological nature, etc.; they 
are, for example (not limited to), wheelchairs, prostheses, hearing aids, optical 
glasses, television subtitles, robot-assistants and telepresence robots, wheelchair lifts, 
sounds of traffic lights, guide dogs with the appropriate equipment and more other.  

Among various assistive technologies we may highlight special information tech-
nologies that can assist people in human-computer interaction, information access, 
electronic learning, communication, etc. Therefore, we define the new term “assistive 
information technology”, which is special software and/or hardware that improves 
information accessibility and communication means for people with disabilities and 
special needs.  

Usually assistive technologies are adapted to disabilities of concrete users, i.e.  
specific technologies are used for blind people (for instance, speech and haptic inter-
faces), deaf (e.g. sign language-based interfaces), dumb people (textual interfaces), 
motor disabled (e.g. hands-free interfaces) and mentally handicapped persons (e.g. 
touch-screens with simple graphical user interfaces). However, universal assistive 
technologies are rarely developed. One example of such technology is a computer 
system that supports natural communication between blind and deaf persons [5, 6]. 
Some other examples of multimodal human-computer interfaces for universal access 
framework are presented in [7-11]. 

The given paper presents a conceptual model (Section 2) and an architecture of 
software-hardware complex (Section 3) of a universal assistive technology both with 
multimodal input and with multimedia output user interfaces. At that a modality is 
considered as a way (process) of producing some information and a media is a 
process of receiving some information by a human being during human-computer 
interaction [12].  

2 Conceptual Model of the Universal Assistive Technology 

The conceptual model of the universal assistive technology is shown in Figure 1. A 
computer complex is placed in the center of this model, and it is able to hear and see 
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users by microphones and video-cameras, as well as it can output multimedia infor-
mation by a display with touch-screen and loudspeakers. A layer of methods and 
functions of automatic processing (audio, visual and textual information recognition 
and synthesis) is placed farther from the center and then a layer of user interfaces, 
which are used for multimodal human-computer interaction. These user interfaces are 
based on speech recognition, automatic lip-reading, video-based head tracking, text-
to-speech synthesis, machine text processing, manual gestures and speech synthesis, 
which are combined in four assistive multimodal systems for:  

1. Automatic audio-visual speech recognition. 
2. Text-to-audiovisual speech synthesis (“Talking head”). 
3. Sign language visual synthesis (“Signing avatar”). 
4. Multimodal hands-free computer control.  

 

 

Fig. 1. The conceptual model of the universal assistive technology with multimodal input and 
multimedia output interfaces 

The proposed conceptual model of the universal assistive technology includes only 
developed or studied by the authors assistive technologies, however, there are some 
other prospective systems and technologies, not covered in this research, for example, 
gesture and sign language recognition [13], eye tracking [14], brain-computer inter-
faces [15], haptic interfaces [16] and so on, which can also be integrated in this 
framework. 

User interfaces for human-computer interaction in assistive technologies must meet 
some principal requirements of potential users. They should be: universal, multimod-
al, natural (intuitive), usable (ergonomic), friendly, effective and reliable. Also there 
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are some basic types of cooperation between modalities: transfer, specialization, 
equivalence, redundancy, complementarity and concurrency [12]. 

The proposed assistive information technology is universal one because it is aimed 
for different categories of users with sensory and physical disabilities: blind people 
can rely on audio man-machine interface based on speech/sound recognition and syn-
thesis, deaf people focus on text and sign language-based interface, motor disabled 
people can use multimodal hands-free PC control interface, whereas regular  
able-bodied users may interact using multimedia (mainly audio-visual) information.  

A crucial advantage of multimodal user interfaces is that they provide several al-
ternative ways of human-computer interaction at the same time, and the user may 
choose how he/she wants (or may) to communicate with information systems. Be-
sides, lacking communicative abilities of a human being can be compensated by some 
other modalities without any loss of application functionality. At that a set of abilities 

},...,{ 1
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uu ppP =  of a concrete user Uui ∈  (where },...,{ 1 luuU =  is a set of 

potential users), which are accessible for information input and output, imposes some 

restrictions on a set of interaction means },...,{ 1 nssS =  of the assistive technolo-

gy, that determines an optimal interface between the user and the computer system: 

SPI uu = . At that, interaction means (modalities) can be either input IS  or 

output OS for the system (and opposite for the user), i.e. .OI SSS =  

3 Software-Hardware Architecture of the Universal Assistive 
Technology 

We have developed and integrated all software modules, components and systems of 
the model into one software-hardware complex of the universal assistive technology. 
Figure 2 presents a generalized architecture of this complex; it includes five main 
interconnected levels (from low to high-level):  

1. Level of computer hardware. 
2. Level of system software (middleware). 
3. Level of application software of digital signal processing. 
4.  Level of application software of human-computer interfaces. 
5. Level of software of assistive information systems. 

The low level of computer hardware includes available on the computer market in-
formation input sensors and output devices connected to one server: microphones 
(both stationary ones and portable headset), video cameras (digital camcorders, web-
cameras and high speed camera JAI), display (with a touch-screen), and loudspeakers.  

The level of system software includes operational system (Microsoft Windows 
family), drivers of microphones and sound board (provided by manufacturers), drivers 
of video cameras (provided by manufacturers), computer vision library (OpenCV), 
computer graphics libraries (OpenGL, DirectX), sound processing libraries (HTK, 
Julius), and an Internet browser (Microsoft Internet Explorer). 
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The level of application software of digital signal processing has the modules for 
voice activity detection, audio and video signals processing/analysis, information 
fusion, audio and video information synthesis. 

The level of application software of human-computer interfaces contains modules 
for speech and audio events recognition, automatic lip-reading, text-to-speech synthe-
sis, articulation and mimics video synthesis, sign language video synthesis,  
video-based head tracking, and user fall detection. 

The high level of software of assistive information systems includes an audio-
visual Russian speech recognition system (AVSR), “Talking head” synthesis system 
(text-to-audiovisual speech synthesis), “Signing avatar” synthesis system (sign lan-
guage visual synthesis), ICANDO multimodal system (hands-free PC control system), 
and a control system of an assistive smart space.  

 

Fig. 2. The architecture of levels of the software-hardware complex of the universal assistive 
technology 

All proposed methods, modules and systems have been implemented as software 
by С/C++ programming language in Microsoft Visual Studio toolkit using some free 
available and commercial libraries and software (OpenCV, OpenGL, DirectX, HTK, 
Julius, MFC, etc.) that works under control of Microsoft Windows operational  
systems (32/64 bit). 
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The system for audio-visual Russian speech recognition (AVSR) fuses mathemati-
cal models, methods and tools for automatic recognition of auditory speech and read-
ing speech by lips movements [17-19]. The audio-visual system recognition system 
allows simultaneous processing both audio signal and visual speech (lips articulation) 
using an information fusion method based on asynchronous Coupled Hidden Markov 
Models (CHMM) [20] with weights of informativity of these speech modalities de-
pending on audio noises. The recognition approach based on Coupled Hidden Markov 
Models of the first order allows making information fusion of feature vectors on the 
level of states of joint probabilistic CHMMs. It provides a possibility to take into 
account asynchrony (some time lag) between streams of elements of audio speech 
(phonemes) and visual speech (visemes), which is natural for human’s speech produc-
tion. The bimodal speech recognition system allows increasing accuracy and robust-
ness of automatic speech recognition in noisy environments. It is also aimed for use in 
speech and multimodal interfaces for human-computer interaction with people having 
sensory and physical disabilities, including visually impaired and blind people and 
people with speech disabilities, for example, in the case of whispered speech without 
vocalization ability, etc. 

The computer system for audio-visual Russian speech synthesis (3D “Talking 
head”) [21] integrates virtual 3D models, methods and means for text-to-speech syn-
thesis and video synthesis of lips articulation and facial mimics of the 3D model of 
human’s head. The multimodal system allows processing entered texts and phrases in 
Russian and generating continuous Russian speech using an original rule-based me-
thod for synchronization and fusion of audio and visual modalities of synthesized 
speech [22]. The proposed method for modalities synchronization allows taking into 
account natural asynchrony between streams of corresponding visemes of phonemes 
(visemes always take the lead over phonemes in speech), which is influenced by  
dynamics of speech production (inertance of human’s articulation organs) and  
co-articulation effects. This method increases both naturalness and intelligibility of 
generated speech. “Talking head” improves speech perception with respect to audio-
only speech synthesizers, and especially in noisy environments. Also it is aimed for 
creation of human-like embodied conversational agents (ECA) [23] and avatars both 
for regular users and for persons with disabilities, for example, people with severe 
speech disabilities may use this system in order to replace own speech, as well as 
visually impaired people may rely on acoustic modality of synthesized speech for 
obtaining information from a computer). Multimedia demonstration of this system is 
available in the Internet [24]. 

The multimodal system for sign language and speech synthesis (3D “Signing ava-
tar”) integrates virtual models, methods and tools for video synthesis of elements of 
Russian sign language, visual speech (articulation), and audio synthesis of Russian 
speech [25, 26]. The main components of this system are: a text processor that takes 
text as an input to generate phoneme and viseme transcriptions, and sequences of 
HamNoSys (Hamburg Notation System) [27] codes for hand description of manual 
gestures; text-to-speech module that generates audio speech with time labeling cor-
responding to the entered text; virtual 3D model of human’s head with controlled lips 
articulation, mimics and facial expressions; control unit for the talking head that  
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synchronizes and integrates lips movements with synthesized audio signal; virtual 3D 
model of human’s upper body, which is controlled by HamNoSys codes; audio-visual 
multimodal user interface that synchronizes output audio and visual speech and ges-
ture modalities, integrates all the components for automatic generation of auditory 
speech, visual speech (articulation and facial expressions) and avatar’s gestures of 
Russian sign language and fingerspelling, as well as outputs multimedia information. 
“Signing avatar” is aimed for organization of universal human-computer interaction 
both with regular users, who can perceive multimedia audio-visual-textual informa-
tion, and with handicapped people, who have severe hearing disabilities or deaf, by 
generating manual gestures of Russian sign language and fingerspelling, as well as 
synthesizing visual speech (which is an obligatory component of any sign language), 
and audio-based verbal communication with visually impaired and blind people. Mul-
timedia demonstration of this system is available in the Internet [28]. There was also 
some research on automatic recognition of Russian sign language and fingerspelling 
[29, 30]; however, we have only preliminary results with a prototype of such system.  

The multimodal system for hands-free computer control (“ICANDO – Intellectual 
Computer AssistaNt for Disabled Operators”) [31, 32] assembles methods, tools and 
sub-systems for automatic speech/voice commands recognition in Russian, English 
and French, video-based user’s head tracking in order to interact with the graphical 
user interface of a PC without use of hands. Instead of use of standard information 
input devices (such as a keyboard, mouse, touch-screen, touch-pad, etc.) the system 
proposes to utilize head movements (head gestures) and speech commands. 40 voice 
commands (“Start”, “Escape”, “Double click”, “Scroll down”, etc.) for controlling 
virtual devices of mouse and keyboard compose system’s vocabulary. This system is 
aimed for organization of multimodal user interface for hands-free human-computer 
interaction both for regular users (for instance, in edutainment applications, computer 
games, presentations, in the case when user’s hands are busy) and for people with 
severe hand disabilities (for example, for persons with paralyzed hands or without 
hands). Demo-version and multimedia demonstration of this system is available 
on-line [33]. 

The control system of the assistive smart space [34] combines methods, tools and 
sub-systems for automatic recognition of speech commands and non-speech audio 
events (e.g., cry, cough, fall, etc.), which is aimed for analysis and monitoring of au-
dio information in the assistive smart space, and video-based user fall detection, that 
allows the system to detect involuntary falls of persons inside the assistive smart 
space, determine extraordinary situations and notify on it. The assistive smart space 
(assisted living environment) is aimed to help single elderly people and persons with 
disabilities in independent living. In the case of an extraordinary situation with the 
user (e.g. at an involuntary fall of the person on the floor, his/her cry or a verbal ap-
peal for help) the control system can detect this and inform a dispatcher service. The 
scaled-down model of the assisted smart space is equipped with microphone and  
video-camera arrays, as well as includes developed software modules and tools. 

The proposed universal assistive technology is aimed for organization of novel 
ways of human-computer interaction for support, rehabilitation and education (includ-
ing electronic learning [35]) of persons with disabilities and special needs, as well as 
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for improving socio-economical integration of disabled people into the information 
society and increasing their independence from other persons. 

4 Conclusion 

We have presented the conceptual model and the architecture of the software-
hardware complex of the universal assistive technology. It integrates several multi-
modal systems: audio-visual Russian speech recognition system, text-to-audiovisual 
speech synthesis system (“Talking head”), sign language visual synthesis system 
(“Signing avatar”), multimodal hands-free PC control system (ICANDO), and the 
control system of the assistive smart space. The proposed universal assistive technol-
ogy is aimed for organization of novel ways of human-computer interaction for sup-
port, rehabilitation and education of individuals with disabilities (visually impaired, 
deaf people, persons with dysfunctions of hands), and it is useful for regular  
able-bodied users as well. 
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