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Abstract. A mix-net is a cryptographic protocol executed by a set of
mix-servers that provides anonymity for a group of senders. The main
application is electronic voting.
Numerous mix-net constructions and stand-alone definitions of security
are proposed in the literature, but only partial proofs of security are
given for most constructions and no construction has been proved secure
with regards to any kind of composition.
We define an ideal mix-net in the universally composable security frame-
work of Canetti [6]. Then we describe a mix-net based on Feldman [13]
and using similar ideas as Desmedt and Kurosawa [10], and prove that it
securely realizes the ideal mix-net with respect to static adversaries that
corrupt a minority of the mix-servers and arbitrarily many senders.
The mix-net executes in a hybrid model with access to ideal distributed
key generation, but apart from that our only assumption is the existence
of a group in which the Decision Diffie-Hellman Problem is hard.
If there are relatively few mix-servers or a strong majority of honest
mix-servers our construction is practical.

1 Introduction

The notion of a mix-net was invented by Chaum [7]. Properly constructed a
mix-net takes a list of cryptotexts and outputs the cleartexts permuted using a
secret random permutation. Usually a mix-net is realized by a set of mix-servers
organized in a chain that collectively execute a protocol. Each mix-server receives
a list of encrypted messages from the previous mix-server, transforms them,
using partial decryption or random re-encryption, reorders them, and outputs
the result. The secret permutation is shared by the mix-servers.

1.1 Previous Work

Chaum’s original “anonymous channel” [7,36] enables a sender to send mail
anonymously. When constructing election schemes [7,14,37,43,35] a mix-net can
be used to ensure that the vote of a given voter can not be revealed. Abe gives
an efficient construction of a general mix-net [1], and argues about its properties.
Jakobsson has written (partly with Juels) more general papers on the topic of
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mixing [24,25,26] focusing on efficiency. Furukawa and Sako [15], and Neff [33]
respectively have recently found efficient proofs of a correct shuffle, but these
proposals have incomplete or flawed analysis. Groth [23] builds on Neff’s ideas
to form an abstract protocol for any homomorphic cryptosystem.

Desmedt and Kurosawa [10] describe an attack on a protocol by Jakobsson
[24]. Similarly Mitomo and Kurosawa [32] exhibit a weakness in another pro-
tocol by Jakobsson [25]. Pfitzmann has given some general attacks on mix-nets
[40,39], and Michels and Horster give additional attacks in [31]. Wikström [46]
gives several attacks for a protocol by Golle et al. [22]. He also gives attacks
for the protocols by Jakobsson [25] and Jakobsson and Juels [27]. Abe [2] has
independently found related attacks.

Canetti [6] and independently Pfitzmann and Waidner [41], proposed security
frameworks for reactive processes. We use the former framework. Both frame-
works has composition theorems, and are based on older definitional work. The
initial ideal-model based definitional approach for secure function evaluation is
informally proposed by Goldreich, Micali, and Wigderson in [18]. The first for-
malizations appear in Goldwasser and Levin [19], Micali and Rogaway [30], and
Beaver [3]. Canetti [5] presents the first definition of security that is preserved
under composition. See [5,6] for an excellent background on these definitions.

1.2 Contribution

The large number of attacks and flawed analysis for mix-net constructions, e.g.
[10,32,40,39,31,46,2] and [33,15] respectively, suggest that constructing a secure
mix-net is hard. Previous work on mix-nets gives ad-hoc definitions of security,
and most provide proofs in heuristic models. We take a broader view and present
the first mix-net provably secure in the UC-security framework. To achieve this
we introduce a natural definition of a UC-secure mix-net, and avoid all two-party
proofs of knowledge. Instead we introduce multi-verifier proofs of knowledge that
exploit the potential of an honest majority of mix-servers.

1.3 Outline of the Paper

The paper is organized as follows. First we define ideal functionalities correspond-
ing to the notions of a mix-net, a bulletin board, distributed key generation, and
multi-verifier zero-knowledge. Then we describe a generic mix-net running in a
hybrid model with access to these ideal functionalities (except the ideal mix-
net) that securely realizes the ideal mix-net. This is followed by protocols that
securely realize a proof of knowledge of a cleartext of an El Gamal cryptotext,
and a proof of knowledge of the correctness of a decrypt-shuffle respectively.
Finally we use the composition theorem of Canetti [6] to compose our protocols
with each other and with the universally composable authenticated broadcast
presented by Goldwasser and Lindell [20]. This gives a universally composable
mix-net in a hybrid model with ideal distributed key generation. In this confer-
ence version we only give shortened proofs of Lemma 2 and Lemma 4. The full
version of this paper [47] provides proofs of all claims.
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1.4 Notation

Throughout S1, . . . , SN will denote senders and M1, . . . , Mk mix-servers. All
participants are modeled as interactive Turing machines. We abuse notation
and use Pi and Mj to denote both the machines themselves and their identity.
We denote the set of permutations of N elements by ΣN . We use the term
“randomly” instead of “uniformly and independently at random”. We assume
that Gq is a group of prime order q with generator g for which the Decision
Diffie-Hellman Assumption holds. Informally the assumption says that it is hard
to distinguish the distributions (gα, gβ , gαβ) and (gα, gβ , gγ) when α, β, γ ∈ Zq

are randomly chosen.
We review the El Gamal [12] cryptosystem employed in Gq. The private key

x is generated by choosing x ∈ Zq randomly. The corresponding public key is
y = gx. Encryption of a message m ∈ Gq using the public key y is given by
Ey(m, r) = (gr, yrm), where r is chosen randomly from Zq, and decryption of
a cryptotext on the form (u, v) = (gr, yrm) using the private key x is given
by Dx(u, v) = u−xv = m. Tsionis and Yung [45] shows that the El Gamal
cryptosystem is semantically secure [21,29] under the DDH-assumption.

1.5 The UC-Security Framework

In this conference version we only give a short informal review of the UC-
framework. For details we refer the reader to Canetti [6] or the full version
of this paper [47].

The core of the framework consists of the real model, the ideal model, and
many different hybrid models. In all models the corresponding adversary may
corrupt a certain fraction of the parties.

The real model is a model of real world computing, i.e. a list of interactive
Turing machines execute a protocol over an asynchronous authenticated open
network. The real adversary can see all communication and decide when mes-
sages are delivered. The ideal model contains an ideal functionality, i.e. a trusted
party, that defines a service we wish to implement. Thus a protocol in the ideal
model is trivial and consists of machines that forwards any input to the ideal
functionality, and gives any output from the ideal functionality as output. The
ideal adversary decides when messages are delivered from the ideal functionality
but it can not see any contents. An ideal functionality is considered secure by
definition. To be able to seamlessly move from a real model to an ideal model
there are many hybrid models. A protocol running in a hybrid model is a list of
interactive Turing machines that has access to some set of ideal functionalities.

The definition of security is based on the simulation paradigm. A protocol
is said to securely realize an ideal functionality if for any real adversary in the
real model, there is an ideal adversary in the ideal model that has the same
advantage. In contrast to classical definitions the distinguisher is present during
the execution and may influence the adversary based on part of the transcript.

The definition of security allows secure composition of protocols, i.e. given a
protocol secure in a hybrid model, and protocols that securely realize all ideal
functionalities in use, it is trivial to construct a secure protocol in the real model.



320 D. Wikström

The notion of a communication model, CI , used below is not explicit in
Canetti [6]. It works as a router between participants and between participants
and ideal functionalities. Given input (A, B, C, . . . ) it interprets A as the re-
ceiver of (B, C, . . . ). The adversary can not read the correspondence with ideal
functionalities, but it has full control over when a message is delivered.

Throughout we consider the adversary model below, and we explicitly say
when a result holds only with regards to blocking adversaries.

Definition 1. We define MB(k) to be the set of static adversaries that corrupt
less than B(k) participants of the mix-server type Mj, and arbitrarily many
participants of the sender type Pi.

2 Ideal Functionalities

No definition of an ideal mix-net in the UC-security framework has been given
in the literature. Below we give a natural definition corresponding to a mix-
net that outputs the cleartexts. The term mix-net is sometimes used also for
constructions that do not decrypt the inputs, but we do not consider this here.
We assume that each sender only sends one message.

Throughout we implicitly assume that a message handed to an ideal func-
tionality that is not on the forms prescribed in its definition is returned to the
sender immediately. In particular this includes verifying membership in Gq when
appropriate. We use the same convention for definitions of protocols.

Functionality 1 (Mix-Net). The ideal functionality for a mix-net, FMN, run-
ning with mix-servers M1, . . . , Mk, senders P1, . . . , PN , and ideal adversary S
proceeds as follows

1. Initialize a list L = ∅, and set JP = ∅ and JM = ∅.
2. Suppose (Pi, Send, mi), mi ∈ Gq, is received from CI . If i �∈ JP , set JP ←

JP ∪ {i}, and append mi to the list L. Then hand (S, Pi, Send) to CI .
3. Suppose (Mj , Run) is received from CI . Set JM ← JM ∪ {j}. If |JM | ≥ k/2,

then sort the list L lexicographically to form a list L′, and hand
((S, Mj , Output, L′), {(Ml, Output, L′)}kl=1) to CI . Otherwise, hand CI the
list (S, Mj , Run).

Most constructions given in the literature assume the existence of an authen-
ticated bulletin board, but this assumption is rarely formalized.

Functionality 2 (Bulletin Board). The ideal bulletin board functionality,
FBB, running with participants P1, . . . , Pk and ideal adversary S.

1. FBB holds a database indexed on integers. Initialize a counter c = 0.
2. Upon receiving (Pi, Write, mi), mi ∈ {0, 1}∗, from CI , store (Pi, mi) under

the index c in the database, hand (S, Write, c, Pi, mi) to CI , and set c← c+1.
3. Upon receiving (Pj , Read, c) from CI check if a tuple (Pi, mi) is stored in the

database under c. If so hand ((S, Pj , Read, c, Pi, m), (Pj , Read, c, Pi, mi)) to
CI . If not, hand ((S, Pj , NoRead, c), (Pj , NoRead, c)) to CI .
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Goldwasser and Lindell [20] show that an authenticated broadcast can be
securely realized with respect to blocking Mk/2-adversaries. On the other hand
Lindell, Lysyanskaya and Rabin [28] show that composable authenticated broad-
cast can not be realized for non-blocking MB-adversaries if B > k/3. The fol-
lowing lemma follows from [20].

Lemma 1. There exists a protocol πBB that securely realizes FBB with respect
to blocking Mk/2-adversaries.

The mix-servers must somehow set up distributed El Gamal keys, but we
do not consider this problem here. We only note that the problem was first
addressed by Pedersen [38], and that Gennaro et al. [17] discovered a flaw in
his approach, and a solution to the problem. Unfortunately their protocol is
given in a different model, and can not be applied here directly. Below, the joint
secret key x =

∑k
j=1 xj and the corresponding public key y =

∏k
j=1 yj = gx are

implicit. Any individual participant can compute y, but not x.

Functionality 3 (Distributed El Gamal Key Generation). The ideal Dis-
tributed El Gamal Key Generation over Gq, FKG, running with mix-servers
M1, . . . , Mk, senders P1, . . . , PN , and ideal adversary S proceeds as follows.

1. Initialize sets Jj = ∅ for j = 0, . . . , k.
2. Until |J0| = k wait for (Mj , MyKey, xj , yj) from CI such that xj ∈ Zq, yj =

gxj , and j �∈ J0. Set J0 ← J0 ∪ {j}.
3. Hand ((S, PublicKeys, y1, . . . , yk), {(Pj , PublicKeys, y1, . . . , yk)}Nj=1,

{(Mj , Keys, xj , y1, . . . , yk)}kj=1) to CI .
4. If (Mj , Recover, Ml) is received from CI , set Jl ← Jl ∪ {j}. If |Jl| ≥ k/2,

then hand ((S, Recovered, Ml, xl), {(Mj , Recovered, Ml, xl)}kj=1) to CI , and
otherwise hand (S, Mj , Recover, Ml) to CI .

We need two different zero-knowledge proofs of knowledge. Following Canetti
et al. [8] we define a single ideal zero-knowledge functionality taking a relation
R as a parameter, and then give two polynomial-time recognizable relations RC,
and RDS for the functionalities we need.

Functionality 4 (Zero-Knowledge Proof of Knowledge). Let L be a lan-
guage given by a binary relation R. The ideal zero-knowledge proof of knowl-
edge functionality of a witness w to an element x ∈ L, running with provers
P1, . . . , PN , and verifiers M1, . . . , Mk, proceeds as follows.

1. Upon receipt of (Pi, Prover, x, w) from CI , store w under the tag (Pi, x),
and hand (S, Pi, Prover, x, R(x, w)) to CI . Ignore further messages from Pi.

2. Upon receipt of (Mj , Question, Pi, x) from CI , let w be the string stored
under the tag (Pi, x) (the empty string if nothing is stored), and hand
((S, Mj , Verifier, Pi, x, R(x, w)), (Mj , Verifier, Pi, R(x, w)) to CI .

The first relation corresponds to knowledge of the cleartext m, when (u, v) is
interpreted as (gr, yrm). This may be viewed as the ideal counterpart of the proof
of knowledge in the heuristically non-malleable version of El Gamal described
both by Tsionis and Yung [45] and Schnorr and Jakobsson [44].



322 D. Wikström

Definition 2 (Knowledge of Cleartext). Define a relation RC ⊂ G4
q × Zq,

by ((g, y, u, v), r) ∈ RC precisely when logg u = r.

Although neither y nor v plays any role in the definition we keep them to em-
phasize the similarity with older work.

The second relation corresponds to a correct partial decryption, permutation
and re-encryption of a list of El Gamal cryptotexts. This may be viewed as
the ideal counterpart to the honest verifier zero-knowledge proof of knowledge
presented by Furukawa et al. [16], or that of Neff [34].

Definition 3 (Knowledge of Correct Decrypt-Shuffle). Define for each N
a relation RDS ⊂ (G3

q ×G2N
q ×G2N

q )× (Zq ×ΣN × Z
N
q ), by

((g, h, y, {(ui, vi)}Ni=1, {(u′
i, v

′
i)}Ni=1), (x, π, {ri}Ni=1)) ∈ RDS

precisely when (u′
i, v

′
i) = (griuπ−1(i), h

rivπ−1(i)u
−x
π−1(i)) for i = 1, . . . , N , and

logg y = x.

In an application the prover Mj holds π, ri, and x such that y = gx, and h
corresponds to the remaining part of a shared key.

3 A Generic Mix-Net in a Hybrid Model

We describe a generic mix-net protocol in the (FBB,FKG,FRC
ZK ,FRDS

ZK )-hybrid
model, i.e. the participants use an ideal bulletin board, ideal distributed El
Gamal key generation, and ideal zero-knowledge proof systems for the relations
RC and RDS. The structure of our mix-net corresponds closely to the mix-net
implemented by Furukawa et al. [16]. Other researchers, e.g. Neff [34], have had
similar ideas. Our mix-net is secure as long as a majority of the mix-servers Mj

are honest. There is no bound on the number of corrupted senders Pi.
In the other common structure of a mix-net each mix-server performs a ran-

dom re-encryption and permutation, and then the mix-servers jointly decrypt
the output of the last mix-server. We believe that our results may be generalized
to hold for such a protocol.

We abuse notation. When a message is received via a copy of the ideal commu-
nication model CI , we say that it is received directly from an ideal functionality.

Informally the mix-net works as follows. Each sender encrypts its message
using the El Gamal cryptosystem and proves that it knows the randomness used
to do this. Then the mix-servers take turns to partially decrypt, permute, and
re-encrypt the elements in the list. The output of the last mix-server is a list of
permuted cleartexts.

Protocol 1 (Generic Mix-Net). The generic mix-net protocol
π = (P1, . . . , PN , M1, . . . , Mk) consists of senders Pi, and mix-servers Mj .

Sender Pi. Each sender Pi proceeds as follows.
1. Wait for (PublicKeys, y1, . . . , yk) from FKG, and compute y =

∏k
ι=1 yι.



A Universally Composable Mix-Net 323

2. Wait for an input (Send, mi), mi ∈ Gq. Then choose ri ∈ Zq randomly and
compute (ui, vi) = Ey(mi, ri).

3. Hand (Prover, (g, y, ui, vi), ri) to FRC
ZK .

4. Hand (Write, (ui, vi)) to FBB.

Mix-Server Mj. Each mix-server Mj proceeds as follows.

1. Choose xj ∈ Zq randomly and hand (MyKey, xj , g
xj ) to FKG.

2. Wait for (Keys, xj , y1, . . . , yk) from FKG, compute hl =
∏k

j=l yj for l =
1, . . . , k, and set y = h1.

3. Wait for an input (Run), and then hand (Write, Run) to FBB.
4. Wait until at least k/2 different mix-servers has written Run on FBB, and let

the last entry of this type be (cRun, Mi, Run).
5. Form the list L∗ = {(uγ , vγ)}γ∈I∗ , for some index set I∗, from the set

of entries on FBB on the form (c, Pγ , (uγ , vγ)), where 0 ≤ c < crun,
γ ∈ {1, . . . , N}, and uγ , vγ ∈ Gq.

6. For each γ ∈ I∗ do the following,
a) Hand (Question, Pγ , (g, y, uγ , vγ)) to FRC

ZK .
b) Wait for (Verifier, Pγ , bγ) from FRC

ZK .

Then form L0 = {(u0,i, v0,i)}N ′
i=1 consisting of pairs (uγ , vγ) such that bγ = 1.

7. For l = 1, . . . , k do:
a) If l �= j, then do:

i. Wait until an entry (c, Ml, (List, Ll)) appears on FBB, where Ll is
on the form {(ul,i, vl,i)}N ′

i=1 for ul,i, vl,i ∈ Gq.
ii. Hand (Question, Ml, (g, hl+1, yl, Ll−1, Ll)) to FRDS

ZK , and wait for
(Verifier, Ml, bl) from FRDS

ZK .
iii. If bl = 0, then hand (Recover, Ml) to FKG, and wait for

(Recovered, Ml, xl) from FKG. Then define Ll = {(ul,i, vl,i)}N ′
i=1 =

{Dxj (ul−1,i, vl−1,i)}N ′
i=1 = {(ul−1,i, vl−1,iu

−xl

l−1,i)}N
′

i=1.
b) If l = j, then choose rj,i ∈ Zq and πj ∈ ΣN ′ randomly, and compute

Lj = {(uj,i, vj,i)}N ′
i=1 =

{(

grj,iuj−1,π−1
j (i), h

rj,i

j+1

vj−1,π−1
j (i)

u
xj

j−1,π−1
j (i)

)}N ′

i=1
.

Finally hand (Prover, (g, hj+1, yj , Lj−1, Lj), (xj , πj , {rj,i}N ′
i=1)) to FRDS

ZK ,
and hand (Write, (List, Lj)) to FBB.

8. Sort {vk,i}N ′
i=1 lexicographically to form a list L′ and output (Output, L′).

Lemma 2. Protocol 1 securely realizes the ideal functionality FMN in the
(FBB,FKG,FRC

ZK ,FRDS
ZK )-hybrid model with respect to Mk/2-adversaries under

the DDH-assumption in Gq.
Each mix-server computes 3N exponentiations in Gq.
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Lemma 2 reduces the problem of constructing a UC-secure mix-net to the prob-
lem of constructing UC-secure realizations of the ideal functionalities FBB, FKG,
FRC

ZK and FRDS
ZK . The lemma can also viewed as an argument of the security of

mix-nets where the ideal functionalities FRC
ZK and FRDS

ZK are heuristically, but
efficiently, realized, e.g. by zero-knowledge proofs of knowledge in the common
random string model or the random oracle model (cf. [33,15,16,23]).

Pfitzmann [39,40] shows that the cryptotexts handed to a mix-net must be
non-malleable [11] and a common way to ensure this is to use the cryptosystem
suggested by Tsionis and Yung [45] and Schnorr and Jakobsson [44], or the
Cramer-Shoup cryptosystem [9]. Both constructions are efficient and may be
viewed as El Gamal augmented with a proof of knowledge, but only the latter is
provably secure and both lack the extraction requirements of the UC-framework.

4 Secure Realizations of FRC
ZK and FRDS

ZK

We securely realize the ideal functionalities FRC
ZK and FRDS

ZK in the FBB-hybrid
model in a reasonably practical way as long as the number of mix-servers is
relatively small. A key observation is that since we are considering MB(k)-
adversaries, the prover may well disclose its secret witness to all subsets con-
sisting of at least B(k) verifiers as long as it does not disclose it to any subset
consisting of less than B(k) verifiers.

4.1 A Realization of FRC
ZK in the FBB-Hybrid Model

We observe that we may view the verifiable secret sharing scheme (VSS) of Feld-
man [13] as a multi-verifier proof of knowledge of a logarithm, since his scheme
only leaks information on the secret that is already known in our setting! Note
that this protocol does not securely realize any natural ideal VSS functionality.
The simulatability properties of the UC-framework are not satisfied.

Intuitively, the protocol works as follows. A prover shares his witness to the
relation RC, and uses a semantically secure cryptosystem over the authenticated
bulletin board FBB to distribute the shares. The verifiers check their shares, and
write the result of their verification on the bulletin board. Each verifier then
checks that all verifiers accepted their shares.

Protocol 2 (Zero-Knowledge Proof of Knowledge of Cleartext). Let
t = 	k/2 − 1
. The zero-knowledge proof of knowledge of a cleartext protocol
π = (P1, . . . , PN , M1, . . . , Mk) consists of provers Pi, and verifiers Mj .

Prover Pi.

1. Wait until (·, Mj , Keys, yj,1, . . . , yj,N ) appears on FBB for j = 1, . . . , k.
2. Wait for input (Prover, (g, y, ui, vi), ri), where g, y, ui, vi ∈ Gq and ri ∈ Zq.
3. Choose ai,l ∈ Zq randomly, define pi(x) = r +

∑t
l=1 ai,lx

l, and compute

αi,l = gai,l for l = 1, . . . , t, si,j = pi(j) for j = 1, . . . , k , and
Ci,j = Eyj,i(si,j), for j = 1, . . . , k .
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4. Hand (Write, Proof, (g, y, ui, vi), (αi,1, . . . , αi,t, Ci,1, . . . , Ci,k)) to FBB.

Verifier Mj.

1. Generate El Gamal keys (xj,i, yj,i) for i = 1, . . . , N , and hand
(Write, Keys, yj,1, . . . , yj,N ) to FBB.

2. On input (Question, Pi, (g, y, ui, vi)) do:
a) If (·, Pi, Proof, (g, y, ui, vi), (αi,1, . . . , αi,t, Ci,1, . . . , Ci,k)) can not be

found on FBB, then output (Verifier, Pi, 0). Otherwise continue.
b) Compute si,j = Dxj,i(Ci,j), and verify that gsi,j = ui

∏t
l=1 αjl

i,l. If so set
bj,i = 1, otherwise bj,i = xj,i. Hand (Write, Judgement, Pi, bj,i) to FBB.

c) Wait until (·, Ml, Judgement, Pi, bl,i) appears on FBB for l = 1, . . . , k.
d) Do the following for l = 1, . . . , k:

i. If bl,i = 1, then set b′
l,i = 1.

ii. If bl,i �= 1 then check if yl,i = gbl,i . If not set b′
l,i = 1. If so compute

si,l = Dbl,i
(Ci,l), and verify that gsi,l = ui

∏t
ι=1 αlι

i,ι. If so set b′
l,i = 1

and otherwise set b′
l,i = 0.

e) If
∑k

l=1 b′
l,i = k set b = 1 and otherwise 0. Then output (Verifier, Pi, b).

Lemma 3. Protocol 2 securely realizes the ideal functionality FRC
ZK in the

FBB-hybrid model with respect to Mk/2-adversaries under the DDH-
assumption in Gq.

Each prover computes 2k + t full exponentiations in Gq. Each verifier com-
putes 2 full exponentiations in Gq for each prover.

The above protocol differs from the original protocol of Feldman [13] in that it
does not require any interaction from the prover. To achieve this each verifier
must generate an El Gamal key for each prover.

In order to use a single key for each mix-server we would need a cryptosystem
secure against adaptive Chosen Ciphertext Attacks (CCA-attacks) in the sense
of Rackoff and Simon [42]. Cramer and Shoup [9] show that their cryptosystem
is CCA-secure under the DDH-assumption, so there exists such a cryptosystem.
There are two drawbacks of this approach. Firstly, the complexity of the prover
increases. Secondly, a verifier is no longer able to verify the correctness of a
false complaint, since the complaining verifier is unable to reveal its private key
(revealing the key reveals the witnesses of honest provers). It can be shown that
this variant is only secure forMn/3-adversaries.

If there are very few corrupted provers a combination of the two methods
is possible. For the provers a CCA-secure cryptosystem is used, but instead of
revealing the key to complain, a verifier proves the correctness of its claim in
zero-knowledge to the other verifiers, but using a protocol similar to the above.

A CCA-secure cryptosystem that has the property that a decryptor can show
directly to a third party the contents of a cryptotext without revealing its key
would also solve the problem. Such a cryptosystem can be constructed under
strong assumptions (cf. [4]).
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4.2 A Realization of FRDS
ZK in the FBB-Hybrid Model

Neff [33] and independently Furukawa and Sako [15] presents elegant ideas for
proving the correctness of a shuffle, and Groth [23] recently refined the ideas of
Neff [33], and gave a more rigorous analysis. Presently we are unable to transform
any of these protocols into a UC-secure zero-knowledge proof without loosing the
efficiency of the original protocol. The approach of Desmedt and Kurosawa [10]
is better suited to the extraction requirements of the UC-framework, but their
protocol allows malicious verifiers to make honest verifiers reject the “proof” of
an honest prover. This means that their “proof” is not a realization of a proof
of knowledge according to Functionality 4. They use global properties to avoid
this difficulty, but in our modularized approach this is difficult. Furthermore, we
need a proof of correctness of a decrypt shuffle instead of a re-encryption shuffle.

We construct a secure realization of FRDS
ZK , using similar ideas as Desmedt

and Kurosawa, that is practical if the number of verifiers is small, or if a strong
majority of the mix-servers are honest. The following definition uses several
different partitions of the verifiers such that there is one partition such that each
block contains at least one honest verifier, and such that all partitions have the
property that there is one block that contains no corrupt verifiers.

Definition 4 ((k, t)-set system). Let S = {M1, . . . , Mk} be a set. A (k, t)-set
system is a family F = {T1, . . . , Td} of (t+1)-partitions Ti = {Wi,1, . . . , Wi,t+1}
of S, such that ∀A ⊂ S, |A| = t, ∃T ∈ F such that ∀W ∈ T we have W �⊂ A.

If there exists a (t, k)-set system, there exists such a set system with a minimal
value of d. It is not hard to see that d grows exponentially with k when t/k is
constant. However, if k = (t + 1)(t + 1) any partition T1 such that |W1,j | = t + 1
suffices, and for some practical values of k and t the value of d is not terribly
large, i.e. (k, t)-set system can be found by brute force search. For example if
k = 10, t = 4 then F = {T0, . . . , T4}, where Ti = {{j + i mod 5, j + 5}}9j=0,
suffices and d = 5. More details on set systems can be found in [10].

Our protocol is based on a (k, t)-set system and works as follows. The prover
constructs a chain L = L0, L1, . . . , Lt+1 = L′ of lists and a list (α1, . . . , αt+1)
for each partition in the set system. The αl:s are randomly chosen under the
restriction

∏t+1
l=1 αl = y. The lists are randomly chosen under the restriction

((g, h
∏t+1

ι=l+1 αι, αl, Ll−1, Ll), wl) ∈ RDS for l = 1, . . . , t+1. The witnesses wl of
the relations in a chain are encrypted with a semantically secure cryptosystem
using the keys of the verifiers, and written on the bulletin board. The length of
each chain is t + 1, which ensures that t corrupted verifiers gets no information.
The number of chains and how the links are revealed are determined by the
(k, t)-set system in such a way that there is at least one chain in which all links
are revealed to the set of honest verifiers. This ensures the immediate extraction
required by the UC-framework.

Protocol 3 (Zero-Knowledge Proof of Correct Decrypt-Shuffle). The
proof protocol π = (P1, . . . , Pk, M1, . . . , Mk) consists of provers Pj , and verifiers
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Mj . Let t = B − 1 and F = {T1, . . . , Td}, where Ti = {Wi,1, . . . , Wi,t+1}, be a
(k, t)-set system known by all participants.

Prover Pi.

1. Wait until (·, Mj , Keys, yj,1, . . . , yj,k) appears on FBB for j = 1, . . . , k.
2. Wait for input (Prover, (g, h, y, L, L′), (x, π, LR)).
3. Do the following for γ = 1, . . . , d:

a) Set Lγ,0 = L, and Lγ,t+1 = L′.
b) Choose aγ,1, . . . , aγ,t+1 ∈ Zq randomly under the restriction that x =

∑t+1
l=1 aγ,l, and define αγ,l = gaγ,l , and βγ,ι =

∏t+1
l=ι αγ,l.

c) For l = 1, . . . , t choose a list Lγ,l randomly under the restriction that
((g, hβγ,l+1, αγ,l, Lγ,l−1, Lγ,l), wγ,l) ∈ RDS for some witness wγ,l.

d) Let wγ,t+1 be defined by ((g, h, αγ,t+1, Lγ,t, Lγ,t+1), wγ,t+1) ∈ RDS.
e) Compute Cγ,j = Eyj,i(wγ,l) where the relation between j and l is given

by j ∈Wγ,l, for j = 1, . . . , k and l = 1, . . . , t + 1.
4. Hand (Write, Proof, {αγ,t+1, {αγ,l, Lγ,l}tl=1, {Cγ,j}kj=1}dγ=1) to FBB.

Verifier Mj.

1. Generate El Gamal keys (xj,i, yj,i) for i = 1, . . . , k, and hand
(Write, Keys, yj,1, . . . , yj,k) to FBB.

2. On input (Question, Pi, (g, h, y, L, L′)) do:
a) If (·, Pi, Proof, {αγ,t+1, {αγ,l, Lγ,l}tl=1, {Cγ,j′}kj′=1}dγ=1) can not be found

on FBB output (Verifier, Pi, 0). Otherwise continue.
b) Do the following for γ = 1, . . . , d:

i. Set Lγ,0 = L, and Lγ,t+1 = L′.
ii. Compute wγ,l = Dxj,i(Cγ,j), where l is defined by j ∈Wγ,l.
iii. Verify that y =

∏t+1
ι=1 αγ,ι, and ((g, hβγ,l+1, αγ,l, Lγ,l−1, Lγ,l), wγ,l) ∈

RDS. If so, set bj,γ = 1 and otherwise bj,γ = xj,i.
c) Hand (Write, Judgement, Pi, {bj,γ}dγ=1) to FBB

d) Wait until (·, Mj′ , Judgement, Pi, {bj′,γ}dγ=1) appears on FBB for j′ �= j.
e) Do the following for γ = 1, . . . , d and j′ = 1, . . . , k:

i. If bj′,γ = 1, set b′
j′,γ = 1.

ii. If bj′,γ �= 1, check if bj′,γ is the private key corresponding to yj′,i. If
not set b′

j′,γ = 1. If so, compute wγ,l = Dbj′,γ
(Cγ,j′), where l is de-

fined by j′ ∈Wγ,l, and check if ((g, hβγ,l+1, αγ,l, Lγ,l−1, Lγ,l), wγ,l) ∈
RDS and y =

∏t+1
ι=1 αγ,ι. If so set b′

j′,γ = 1, and otherwise set b′
j′,γ = 0.

f) If
∑k

j′=1
∑d

γ=1 b′
j′,γ = kd then set b = 1 and otherwise b = 0. Then

output (Verifier, Pi, b).

Lemma 4. Let B ≤ k/2. Protocol 3 securely realizes the ideal functionality
FRDS

ZK in the FBB-hybrid model with respect toMB-adversaries under the DDH-
assumption in Gq.

Each prover computes O(5dtN) exponentiations in Gq, and each verifier com-
putes O(4dN) exponentiations in Gq for each prover.
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In both Protocol 2 and 3 the El Gamal cryptosystem could be replaced by
any semantically secure cryptosystem, under potentially stronger assumptions.
Alternatively the ideal functionality for secure single message transmission could
be used since each key is only used once, but that would require that the ideal
functionality is altered to allow a receiver to “publish its private key”.

The value of d, and the complexity of the protocol grows exponentially with
the number of mix-servers if t/k is constant, but when the number of mix-servers
is small, e.g. k = 14 and t = 6, or if there is a strong majority of honest mix-
servers, e.g. t =

√
k, our scheme is practical.

5 Combining the Results

At this point combining the results to show that we have securely realized a
universally composable mix-net is easy.

Theorem 1. Let π be the composition of Protocol 1, with Protocol 2 and Proto-
col 3. Then π securely realizes FMN in the (FBB,FKG)-hybrid model with respect
to Mk/2-adversaries under the DDH-assumption in Gq.

Corollary 1. The composition of π and πBB securely realizes FMN in the FKG-
hybrid model with respect to blocking Mk/2-adversaries under the DDH-
assumption in Gq.

Our mix-net is not “universally verifiable”, i.e. an individual outsider can not
verify the correctness of an execution. On the other hand nothing prevents the
mix-servers to prove the correctness of a decrypt-shuffle to any set of outside
verifiers such that the majority are honest. Furthermore, in some scenarios the
assumption on the maximum number of corrupted mix-servers is well founded.

We require an ideal distributed key generation functionality. The natural next
step is to try to find a protocol that securely realizes this functionality under
various reasonable assumptions. Another interesting line of research is to find
more efficient secure realizations of FRC

ZK and FRDS
ZK in various models. Scenarios

where the number of mix-servers is large should also be considered.
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A Proofs

Because of space restrictions we are unable to present proofs of all claims in
this conference version. We present shortened proofs of Lemma 2 and Lemma 4.
Proofs of all claims are given in the full version of this paper [47].

Proof (Lemma 2). We describe an ideal adversary S(·) that runs any hybrid
adversary A′ = A(SBB,SKG,SRC

ZK ,SRDS
ZK ) as a black-box. Then we show that if S does

not imply that the protocol is secure, then we can break the DDH-assumption.

The Ideal Adversary S. Let IP and IM be the set of indices of partic-
ipants corrupted by A of the sender type and the mix-server type respec-
tively. The ideal adversary S corrupts the dummy participants P̃i for which
i ∈ IP , and the dummy participants M̃i for which i ∈ IM . The ideal adver-
sary is best described by starting with a copy of the original hybrid ITM-graph

(V, E) = Z ′(H(A′, π(π̃FBB
1 ,π̃

FKG
2 ,π̃

FRC
ZK

3 ,π̃
FRDS

ZK
4 ))), where Z is replaced by a machine

Z ′.
The adversary S simulates all machines in V except those in A′, and the

corrupted machines Pi for i ∈ IP and Mi for i ∈ IM under A′:s control. We now
describe how each machine is simulated.
S simulates the machines Pi, i �∈ IP , and the ideal functionalities FBB, FRC

ZK
and FKG honestly. All Mj for j �∈ IM are also simulated honestly, except for Ml,
where l is chosen as the maximal index not in IM , i.e. the last honest mix-server.
The machine Ml plays a special role.

Simulation of Links (Z,A), (Z, Pi) for i ∈ IP , and (Z, Mj) for j ∈ IM . S
simulates Z ′, P̃i, for i ∈ IP , and M̃j for j ∈ IM , such that it appears as if Z
and A, Z and Pi for i ∈ IP , and Z and Mj for j ∈ IM are linked directly. For
details on this see [47].

Extraction from Corrupt Mix-Servers and Simulation of Honest Mix-Servers.
When a corrupt mix-server Mj , for j ∈ IM , writes Run on FBB, S must make
sure that M̃j sends (Run) to FMN. Otherwise it may not be possible to deliver an
output to honest mix-servers. If an honest dummy mix-server M̃j , for j �∈ IM ,
receives (Run) from Z, S must make sure that Mj receives (Run) from Z ′. If an
honest mix-server Mj , for j �∈ IM , outputs (Output, L′), S must make sure that
M̃j does the same. This is done as follows.

1. Let j ∈ IM . If (·, Mj , Run) appears on FBB M̃j hands (Run) to FMN. When
S receives (S, M̃j , Run) or ((S, M̃j , Output, L′), {(M̃l, τl)}kl=1) from CI the
simulation of FBB is continued.

2. Let j �∈ IM . If S receives (S, M̃j , Run) or ((S, Mj , Output, L′), {(Ml, τl)}kl=1)
from FMN, Z ′ hands (Run) to Mj .

3. Let j �∈ IM . If Z ′ receives (Output, L′) from Mj , S instructs CI to deliver
(Output, L′) to M̃j .

Extraction from Corrupt Senders and Simulation of Honest Senders. If a corrupt
sender Pi, for i ∈ IP , in the hybrid protocol produces a cryptotext and informs
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FRC
ZK such that its input is deemed valid, then S must make sure that this message

is extracted and given as input to FMN by P̃i.
When an honest dummy sender P̃i, for i �∈ IP , receives a message mi from

Z, S must ensure that Pi receives some message m′
i from Z ′. But S can not see

mi, and must therefore hand some other message m′
i �= mi to Pi, and then later

fix this flaw in the simulation before A′ or Z notice it. This is done as follows.

1. Let i ∈ IP . Until S receives ((S, Mj , Output, L′), {(Ml, τl)}kl=1) from CI .
a) If FRC

ZK receives (Pi, Prover, (g, y, ui, vi), ri) such that ((g, y, ui, vi), ri) ∈
RDS, then consult the storage of FBB and look for a pair (c, Pi, (ui, vi)).

b) If FBB receives (Pi, Write, (ui, vi)) then look if FRC
ZK stored ri under

(Pi, (g, y, ui, vi)) such that ((g, y, ui, vi), ri) ∈ RDS.
If such a pair [(c, Pi, (ui, vi)), (Pi, (g, y, ui, vi), ri)] is found then P̃i sends
mi = viy

−ri to FMN and ignores further such pairs. When FMN writes
(P̃i, Send) to S, the simulation, of FRC

ZK or FBB respectively, is continued.
2. Let i �∈ IP . When S receives (P̃i, Send) from FMN, then Z ′ sends a randomly

chosen message m′
i ∈ Gq to Pi.

How Ml and FRDS
ZK fix the flaw in the simulation. S must make sure that the

faulty messages m′
i �= mi introduced during simulation of honest senders, because

it does not know the real messages mi of the honest dummy participants P̃i for
i ∈ iP , are not noticed. This is done by modifying Ml and FRDS

ZK as follows.

1. If FRDS
ZK receives a tuple (Mj , Question, Ml, (g, hl+1, yl, Ll−1, Ll)) it verifies

that a tuple on the form (Ml, Prover, (g, hl+1, yl, Ll−1, Ll), ·) has been re-
ceived. If so it sets b = 1 and otherwise b = 0. Finally it hands to CI
((S, Mj , Verifier, Ml, (g, hl+1, yl, Ll−1, Ll), b), (Mj , Verifier, Ml, b)).

2. Ml does the following instead of Step 7b in the protocol. Let L′ = {mi}N ′
i=1,

and note that by construction S has received ((S, Mj , Output, L′), . . . ), i.e.
it knows L′. Ml chooses rl,i ∈ Zq, and πl ∈ ΣN randomly, and computes
the list Ll = {(ul,i, vl,i)}N ′

i=1 = {(grl,i , h
rl,i

l+1mπ−1
l (i)}N

′
i=1. Finally it hands

(Prover, (g, hl+1, yl, Ll−1, Ll), ·) to FRDS
ZK , and (Write, (List, Ll)) to FBB.

The first step ensures that FRDS
ZK plays along with Ml and pretends to other Mj

that Ml did prove his knowledge properly. The second step ensures that Ml fixes
the flaw in the simulation introduced by S at the point when it did not know
the messages sent by honest dummy participants P̃i, for i �∈ IP .

This concludes the definition of the ideal adversary S.

Reaching a Contradiction. Next we show, using a hybrid argument, that if
the ideal adversary S defined above does not imply the security of Protocol 1,
then we can break the DDH-assumption.

Suppose that S does not imply the security of the protocol. Then there exists
a hybrid adversary A′ = A(SBB,SKG,SRC

ZK ,SRDS
ZK ), an environment Z with auxiliary

input z = {zn}, a constant c > 0 and an infinite index set N ⊂ N such that for
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n ∈ N : |Pr[Zz(I(S, π̃FMN)) = 1] − Pr[Zz(H(A′, π(π̃FBB
1 ,π̃

FKG
2 ,π̃

FRC
ZK

3 ,π̃
FRDS

ZK
4 ))) =

1]| ≥ 1
nc , where S runs A′ as a black-box as described above, i.e. S = S(A′).

Defining the Hybrids. Without loss we assume that {1, . . . , N}\IP = {1, . . . , η},
and define an array of hybrid machines T0, . . . , Tη. Set T0 = Zz(I(S(A′), π̃FMN)),
and then define Ts by the following modification to T0.

1. When S receives (P̃i, Send) from FMN, for i �∈ IP , it checks if i ∈ {1, . . . , s}.
If so it consults the storage of FMN to find the message mi sent by P̃i. Then
Z ′ sends mi to Pi. Otherwise Z ′ sends a random message m′

i ∈ Zq to Pi.

By inspection of the constructions we see that the output of Tη is identically

distributed to the output of Zz(H(A′, π(π̃FBB
1 ,π̃

FKG
2 ,π̃

FRC
ZK

3 ,π̃
FRDS

ZK
4 ))) since the only

essential difference is that Ml does not hand knowledge of his transformation to
FRDS

ZK , but FRDS
ZK ignores Ml’s inability so this is not discovered by A or Z.

If we set ps = Pr[Ts = 1], we have 1
nc ≤ |p0 − pη| ≤

∑η
i=1 |ps−1 − ps|, which

implies that there exists some fixed 0 < s ≤ η such that |ps−1−ps| ≥ 1
ηnc ≥ 1

Nnc .

Defining a Distinguisher. We are now finally ready to define a distinguisher D.
D is confronted with the following test. An oracle first chooses α, β, γ ∈ Zq

and a bit b ∈ {0, 1} randomly and defines (y′
l, u, v) = (gα, gβ , gbαβ+(1−b)γ). Then

D is given (y′
l, u, v) and the task is to guess b. D does the following. It replaces

yl in Ml:s key generation by y′
l. This does not change the distribution of this

key and thus does not change any of the hybrids. Since Ml appears to behave
honestly (with the help of FRDS

ZK ), the fact that Ml does not know α = logg y′
l is

never revealed, and since less than k/2 mix-servers are corrupted α need never
be recovered. D then simulates Ts until Ps receives the message (Send, ms), at
which point it forms (u′, v′) = (u, u

∑
j �=l xj vms). Then Ps is modified to hand

(Write, (u′, v′)) to FBB, and (Prover, (g, y, u′, v′), 1) to FRC
ZK . Furthermore, FRC

ZK
is modified to a handle this message as if ((g, y, u′, v′), 1) ∈ RC, i.e. it will
essentially lie on Pi’s behalf. D then continues the simulation of Ts until it
outputs a bit b′, which is then output by D.

If (y′
l, u, v) is a Diffie-Hellman triple, then (u′, v′) is a valid encryption of ms

and the output of D is identically distributed to the output of Ts. If on the other
hand (y′

l, u, v) is a random triple, then (u′, v′) corresponds to an encryption of a
random message m′

s, i.e. the output of D is identically distributed to Ts−1. We
conclude that |Pr[D(gα, gβ , gγ) = 1] − Pr[D(gα, gβ , gαβ) = 1]| = |ps−1 − ps| ≥

1
Nnc , which contradicts the DDH-Assumption, and the theorem is true.

Proof (Lemma 4). We describe an ideal adversary S(·) that runs any hybrid
adversary A′ = A(SBB,SKG) as a black-box. Then we show that if S does not
imply that the protocol is secure, then we can break the DDH-assumption.

The Ideal Adversary S. Let IP and IM be the set of indices of participants
corrupted by A of the sender type and the mix-server type respectively. The
ideal adversary S corrupts the dummy participants P̃i for which i ∈ IP , and
the dummy participants M̃j for which j ∈ IM . The ideal adversary is best
described by starting with a copy of the original hybrid ITM-graph (V, E) =
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Z ′(H(A′, ππ̃FBB )), where we have replaced Z by a machine Z ′. The adversary S
simulates all machines in V except for those in A′, and the corrupted machines
Pi for i ∈ IP and Mi for i ∈ IM under A′:s control. S simulates FBB honestly.

Simulation of Links (Z,A), (Z, Pi) for i ∈ IP , and (Z, Mj) for j ∈ IM . S
simulates Z ′, P̃i, for i ∈ IP , and M̃j for j ∈ IM , such that it appears as if Z
and A, Z and Pi for i ∈ IP , and Z and Mj for j ∈ IM are linked directly. For
details on this see [47].

Simulation of Honest Verifiers. When an honest verifier M̃j , for j �∈ IM , re-
ceives (Question, Pi, (g, h, y, L, L′)) from FRDS

ZK , S must ensure that the simu-
lated honest verifier Mj receives (Question, Pi, (g, h, y, L, L′)) from Z ′. When
the simulated honest verifier Mj hands (Verifier, Pi, b) to Z ′, S must ensure
that (Verifier, Pi, b) is delivered to M̃j . This is done as follows.

1. Let j �∈ IM . If S receives ((S, M̃j , Verifier, P̃i, (g, h, y, L, L′), b), (M̃j , τj))
from CI , Z ′ hands (Question, Pi, (g, h, y, L, L′)) to Mj .

2. Let j �∈ IM . If Z ′ receives (Verifier, Pi, b) from Mj , S hands (1, τj) to CI ,
i.e. S instructs CI to deliver (Verifier, P̃i, b) to M̃j .

Simulation of Honest Provers. If an honest dummy prover P̃i, for i �∈ IP , receives
a message (Prover, (g, h, y, L, L′), w) from Z, S must ensure that Pi constructs
a simulated proof deemed valid by the verifiers Mj despite that S does not know
w. To be able to do this S must ensure that the honest mix-servers Mj , for
j �∈ IM , do not complain. This is done as follows.

1. Let j �∈ IM . Mj follows its program except that if i �∈ IP it always sets
bj,γ = 1 in Step 2(b)iii (i.e. it never decrypts anything encrypted with yj,i).

2. Suppose that S receives (S, P̃i, Prover, (g, h, y, L, L′), 1) from CI for i �∈ IP .
By construction there exists for each γ some partition Wγ,ζγ

∩ IM = ∅.
S hands (Prover, (g, h, y, L, L′), ·) to Pi, where Step 3 in the program of Pi

is replaced by the following. For γ = 1, . . . , d:
a) Set Lγ,0 = L, and Lγ,t+1 = L′.
b) Choose aγ,l ∈ Zq, for l �= ζγ , randomly and define αγ,l = gaγ,l for l �= ζγ ,

αγ,ζγ = y(
∏

l �=ζγ
αγ,l)−1, and βγ,ι =

∏t+1
l=ι αγ,l.

c) For l = 1, . . . , ζγ − 1 choose a list Lγ,l randomly under the restriction
that ((g, hβγ,l+1, αγ,l, Lγ,l−1, Lγ,l), wγ,l) ∈ RDS for some witness wγ,l.
For l = t, . . . , ζγ choose a list Lγ,l randomly under the restriction that
((g, hβγ,l+2, αγ,l+1, Lγ,l, Lγ,l+1), wγ,l+1) ∈ RDS for some witness wγ,l+1.

d) Define wγ,ζγ = (1, 1, . . . , 1).
e) Compute Cγ,j = Eyj,i(wγ,l) where the relation between j and l is given

by j ∈Wγ,l, for j = 1, . . . , k and l = 1, . . . , t + 1.

Note that all components of the (corrupt) proof of Pi above except Cγ,j for
j ∈ Wγ,ζγ and γ = 1, . . . , d are identically distributed to the proof of a prover
following its program.

Extraction from Corrupt Provers. If a corrupt prover Pi, for i ∈ IP , constructs a
valid proof of knowledge, S must extract the knowledge and forward it to FRDS

ZK .
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S does this as follows. By construction there exists an 0 < α ≤ d and a list
Mω1 , . . . , Mωt+1 , such that Mωl

∈Wα,l, and Mωl
�∈ IP for l = 1, . . . , t + 1.

1. Suppose that (·, Pi, Proof, {αγ,t+1, {αγ,l, Lγ,l}tl=1, {Cγ,j}kj=1}dγ=1) for i ∈ IP ,
appears on FBB. S interrupts the simulation of FBB when FBB receives
a message on the form (Write, Verifier, Pi, {bj,γ}dγ=1) from Mj and such
messages has been received from all other mix-servers.
S then checks if the proof is deemed valid by the provers by performing the
tests of Step 2(e)ii. If so S does the following.
a) It computes wα,l = Dxωl,i(Cα,ωl

) for l = 1, . . . , t + 1.
b) From wα,1, . . . , wα,t+1 it is trivial to compute a witness w such that

((g, h, y, L, L′), w) ∈ RDS.
c) Finally S hands (Prover, (g, h, y, L, L′), w) to P̃i (who forwards it to
FRDS

ZK ). When S receives (S, P̃i, Prover, (g, h, y, L, L′), 1) from FRDS
ZK it

continues the simulation of FBB.

Reaching a Contradiction. Next we show, using a hybrid argument, that
if the ideal adversary S defined above does not imply that Protocol 3 is secure,
then we can break the DDH-assumption.

Suppose that S does not imply the security of the protocol. Then there
exists a hybrid adversary A′ = ASBB , an environment Z with auxiliary input
z = {zn}, a constant c > 0 and an infinite index set N ⊂ N such that for n ∈ N :
|Pr[Zz(I(S, π̃FRDS

ZK )) = 1] − Pr[Zz(H(A′, ππ̃FBB )) = 1]| ≥ 1
nc , where S runs A′

as a black-box as described above, i.e. S = S(A′).

Defining the Hybrids. Without loss we assume that {1, . . . , N}\IP = {1, . . . , η}.
We define T0 = Zz(I(S(A′), π̃FRDS

ZK )), and then define Ts by the following mod-
ifications to T0.

1. When S receives (Prover, P̃i, (g, h, y, L, L′), 1) for i �∈ IM , it checks if
i ∈ {1, . . . , s}. If so, S consults the internal storage of FRDS

ZK and finds
the w stored under the tag (P̃i, (g, h, y, L, L′)). Then it runs a Pi following
the protocol on input (Prover, (g, h, y, L, L′), w). If i �∈ {1, . . . , s}, then the
simulation of Pi proceeds as outlined above.

By inspection of the constructions we see that Tη is identically distributed to
Zz(H(A′, ππ̃FBB )), since the only essential difference is that honest verifiers do
not verify the proofs of honest provers, but this is never noticed by A′ or Z.

If we set ps = Pr[Ts = 1], we have 1
nc ≤ |p0 − pη| ≤

∑η
s=1 |ps−1 − ps|, which

implies that there exists some fixed 0 < s ≤ η such that |ps−1−ps| ≥ 1
ηnc ≥ 1

Nnc .

Completing the Proof. We only argue informally for the remainder of the proof.
For a formal proof we refer the reader to [47]. Informally we have shown that
there is an adversary and an environment that can distinguish executions where
the s:th prover follows its program and encrypts real shares of its proof, and
executions where the s:th prover encrypts (1, 1, . . . , 1), for the honest verifiers.
From this observation we construct a distinguisher. A hybrid argument shows
that this distinguisher violates the DDH-assumption.
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