
A User Guide for SLUSCHI

Solid and Liquid in Ultra Small Coexistence with Hovering Interfaces

Qi-Jun Hong, Axel van de Walle

School of Engineering, Brown University, Providence, Rhode Island 02912, USA

Abstract

Although various approaches for melting point calculations from first principles have been proposed and
employed for years, their practical implementation has hitherto remained a complex and time-consuming
process. The SLUSCHI code (Solid and Liquid in Ultra Small Coexistence with Hovering Interfaces) drasti-
cally simplifies this procedure into an automated package, by implementing the recently-developed small-size
coexistence method and putting together a series of steps that lead to final melting point evaluation. Based
on density functional theory, SLUSCHI employs Born-Oppenheimer molecular dynamics techniques under
the isobaric-isothermal (NPT ) ensemble, with interface to the first-principles code VASP. In order to make
this useful code available to a wide community of researchers who could benefit from it, this article outlines
the procedure to perform melting point calculations, and presents a detailed user guide to the code.

1. Introduction

The calculation of solid-liquid phase boundary with first-principles methods has received considerable
attention in computational physics and engineering. Over the last two decades, first-principles melting
temperature (MT) calculations have been successfully performed in a variety of contexts for metallic, ionic,
and covalent systems [1–19]. Various ingenious methods have been developed, and we list below some most5

commonly used approaches.
(a) The free energy method: This method calculates MT by locating the intersection of the free energy curves.
While typically the solid-state free energy is obtained by the straightforward quasi-harmonic approximation
[20], the liquid-state counterpart is generally more difficult to calculate and it requires more sophisticated
methods [21], such as the thermodynamic integration method [22], the two-phase thermodynamics method10

[23], and the Widom particle insertion method [24].
(b) The traditional large-size coexistence method [25]: MT is determined by searching for stabilized solid-
liquid coexistence in NPT MD simulation, so that the corresponding temperature is the MT. However, it
requires a large system size to maintain stable coexistence [8].
(c) The fast-heating method (or so-called Z method) [26]: A solid is gradually heated until it melts, based15

on NV E MD simulations. While this approach is applicable to a small system, recent studies suggest that
long simulations and corrections for finite simulation time might be needed to achieve the required precision
[27–29].

Although these approaches have been known for years, their practical implementation hitherto remains
tedious and demands a considerable amount of human-computer interaction. These practical issues keep20

the effort and cost high, and researchers have to repeatedly spend an unreasonable amount of their time
writing input files for various computer codes, monitoring their execution and processing their output. These
practical difficulties also hinder the spread of these methods, limiting their users solely to those who possess
the necessary expertise to carry out such calculations.

By developing and distributing the SLUSCHI code [30], we aim to provide researchers in the community25

a simple and well-tested tool for MT calculations, so researchers are no longer constrained by the aforemen-
tioned limits. SLUSCHI is a fully automated code which calculates MT based on density functional theory
(DFT) [31–33] Born-Oppenheimer molecular dynamics (MD) simulations with interface to the first-principles
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Figure 1: Schematic illustration of how small-size coexistence method is executed in practice. Starting from n×n× l supercell
with atoms on their ideal solid positions, we heat and melt the right half to obtain solid-liquid coexistence configurations. Then
many parallel NPT MD simulations (here a total of N = Nsolid + Nliquid) are performed, in order to measure the probability
distribution.

code VASP [34–36]. Starting from a crystal structure the user specifies, SLUSCHI will automatically build a
supercell of a proper size, prepare solid-liquid coexistence, and then employ the small-cell coexistence method30

[16], a highly accurate and efficient method we have developed, to calculate the MT. As this process is fully
first-principles (i.e., free from the limitations of empirical potentials) and DFT is very broadly applicable, we
expect that SLUSCHI will have wide applications in various circumstances, as we discuss in Section 4.1. We
have so far utilized SLUSCHI to study a number of materials, including the Hf-Ta-C-N system [18], in which
we computationally predict a material with the highest known MT, and lanthanum zirconate (La2Zr2O7)35

[17], which is a ceramic with a complex solid structure. The details of these applications can be found in
Table 3. We hope SLUSCHI benefits the community by providing robust and reliable MT predictions.

2. Theory

2.1. Small-cell coexistence method

The traditional coexistence method is prohibitively expensive in the framework of density functional
formalism, due to the large simulation size required. Reducing the system size makes the calculation much
faster, but the small size renders the coexistence unstable, because thermal fluctuations in the interface
position have a magnitude similar to the simulation cell size. This problem is resolved by the small-cell
coexistence method. The details of the method is available in our previous paper [16], which we briefly
describe below. The small-cell coexistence method runs solid-liquid coexisting simulations on small-size
systems, and the MTs are rigorously inferred based on statistical analysis of the fluctuations in the systems.
The general procedure is summarized in Fig. 1. First, half of the supercell is heated and melted, in order to
prepare multiple different configurations (snapshots) of half-half solid-liquid coexistence. These snapshots
serve as starting points of NPT MD. For small system sizes, the two-phase coexistence quickly evolves to a
single-phase equilibria, either entirely solid or entirely liquid, with a probability determined by the system’s
temperature relative to its MT. The solid-liquid probability distributions psolid and pliquid follow the relations

pliquid
psolid

= exp
(
−Gl−s(T )lx/(2kBT )

)
, (1)

Hs/l(T ) = Hs/l(Tm) + Cs/lp (T − Tm), (2)

Ss/l(T ) = Ss/l(Tm) + Cs/lp ln
T

Tm
, (3)

Gl−s(T ) = Gl(T )−Gs(T ) =
(Tm − T )

Tm
H l−s(Tm)− Cl−sp

(T − Tm)2

Tm
. (4)

2



Detailed derivation of Eqn. (1) and its validation can be found in Ref. [16] and are omitted here. Through40

fitting, we obtain melting properties, e.g., MT Tm, solid and liquid enthalpies Hs/l(Tm) at Tm and heat

capacities C
s/l
p . Here G is Gibbs free energy, S is entropy, and lx is a finite-size parameter.

2.2. MT fitting

SLUSCHI runs solid-liquid coexistence at multiple s temperatures T = {T1, T2, · · · , Ts} with n =
{n1, n2, · · · , ns} samples, which yield k = {k1, k2, · · · , ks} liquids and {n1 − k1, n2 − k2, · · · , ns − ks} solids,45

as well as their corresponding enthalpies during MD simulations. Because C
s/l
p is the slope of enthalpy-

temperature curve, C
s/l
p is obtained through two independent linear fittings on the enthalpies of the solid

and the liquid, as in Fig. 2(a). This leaves Tm and lx the only two independent parameters yet to determine
in Eqns. (1)-(4) (since H l−s(Tm) is a function of Tm).

The purpose of MT fitting is to infer the values of Tm and lx from the sampled data (T, n, and k). This50

is achieved following the principles of maximum likelihood estimation [37, 38].

2.2.1. Probability function

From a statistical point of view, the sampling of solid-liquid coexistence follows a binomial distribution
with parameters n and p, i.e., the discrete probability distribution of the number of successes in a sequence
of n independent yes/no experiments (Bernoulli trials), each of which yields success with probability p. The
probability function f of getting k liquids (and n− k solids) in n samples is

f
(
k, n|p

)
= Cknp

k (1− p)n−k , where p =
pliquid

psolid + pliquid
. (5)

Here psolid and pliquid are determined by the sampling temperature T , the MT Tm and the finite-size param-
eter lx according to Eqns. (1)-(4). Hence

f
(
k, n|T, Tm, lx

)
= f

(
k, n|p (T, Tm, lx)

)
= Ckn

[
p (T, Tm, lx)

]k [
1− p (T, Tm, lx)

]n−k
. (6)

The joint probability function for a set of vectors (T, n, and k) is

f
(
k,n|T, Tm, lx

)
=

s∏
i=1

fi
(
ki, ni|Ti, Tm, lx

)
=

s∏
i=1

fi
(
ki, ni|pi (Ti, Tm, lx)

)
. (7)

2.2.2. Likelihood function

Given a set of parameters {Tm, lx}, the probability function f
(
k,n|T, Tm, lx

)
tells how probable the data

(T, n, and k) are. However, what we are facing is an inverse problem: we already observe the data (T, n,55

and k), and we need to find the “important” probability functions f with parameters {Tm, lx}, i.e., those
that are likely to have produced the data.

We define the likelihood function

L
(
Tm, lx|k,n,T

)
= f

(
k,n|T, Tm, lx

)
. (8)

We note the difference between the probability function and the likelihood function. The probability function
is a function defined on the data scale, given a particular set of parameter values. On the other hand, the
likelihood function is a function defined on the parameter scale, given a particular set of observed data. In60

practice, we create a 2-D grid of Tm and lx and evaluate the likelihood function L
(
Tm, lx|k,n,T

)
at each

grid point {Tm, lx}, while the observed data (T, n, and k) are kept constant.

2.2.3. MT fitting

The MT fitting process in SLUSCHI consists of the following steps.

1. Because C
s/l
p is the slope of enthalpy, C

s/l
p is obtained by two independent linear fittings of the solid and65

the liquid, as in Fig. 2(a).
2. A 2-D grid of possible {Tm, lx} (e.g., a uniform grid in the x-y plane of Fig. 2(b)) is generated.
(now for each {Tm, lx}, run step 3 and 4)

3. For each {Tm, lx}, Eqn. (2) is determined, as well as H l−s(Tm). Then Eqn. (4) and thus Eqn. (1) are
also determined. The probabilities p = {p1, p2, · · · , ps} are calculated for T = {T1, T2, · · · , Ts} according70

to Eqns. (1)-(4).
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Figure 2: MT fitting in small-cell coexistence method. (a) and (b) show an ideal case with a tantalum embedded atom method
(EAM) [39] potential (Li, 2003) [40], while (c) and (d) present a practical implementation based on the projector augmented
wave (PAW) technique [41] and the Perdew-Burke-Ernzerhof (PBE) functional [42] with the 5p core electrons relaxed. The
former empirical study is carried out on a 18×9×9 body-centered cubic supercell with 412 trajectories sampled, which contrasts
drastically with the latter DFT example with a small 6× 3× 3 supercell and only 38 trajectories. The DFT example represents
a challenging scenario where both the system size and sample size are very limited. Nevertheless, the small-cell coexistence
method still works effectively, which suggests that the method is robust. (a) and (c): each green dot corresponds to one MD
trajectory. The red lines are linear fits of the solid and liquid phases, according to Eqn. (2). For temperatures near the MT,
there is a solid-liquid binomial distribution of the final states. Hence the MT can be obtained based on Eqns. (1)-(4). The blue
curve corresponds to the set of parameters {Tm, lx} with the highest likelihood (the peak in (b) and (d)). (b) and (d): a 2-D
contour of the likelihood function L({Tm, lx}), which provides the mean and the standard deviation of the MT.

4. The likelihood function L
(
Tm, lx|k,n,T

)
for each set of parameters {Tm, lx} is evaluated according

to Eqns. (5)-(8).
(after computing L

(
Tm, lx|k,n,T

)
for each {Tm, lx})

5. The discrete matrix of L
(
Tm, lx|k,n,T

)
(as a contour of it shown in Fig. 2(b)) is obtained. We generate75

a large number (e.g., 100,000) of data points {Tm, lx} following the likelihood function, and we compute the
mean and the standard deviation of the MT.

Figure 2 shows the fitting of C
s/l
p , the binomial distribution at the sampled temperatures, and the

calculated likelihood function of {Tm, lx}.

2.3. SLUSCHI80

SLUSCHI calculates MT following a list of steps, as summarized in Fig. 3. The details of input tags are
described in Section 3.1.2.
1. The code optunitcell first runs a quick structure optimization on the unit-cell provided, under the
pressure $press the user specifies. (i.e., volume and position relaxation (ISIF=3 and IBRION=2) in VASP)
2. Based on the optimized unit-cell, the code solid.x builds a supercell, such that periodic images are85

separated by a distance $radius approximately (see radius tag in Section 3.1).
3. By running isobaric-isothermal (NPT ) MD, the code volsearch determines the thermal expansion of
the solid at the estimated MT $temp the user provides.
4. In meltcoex, two supercells are put together into a new supercell twice larger. Half of the supercell is
frozen, i.e., the atoms are not allowed to move, while the other half is gradually heated in MD until the solid90
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Table 1: An example of job.in. Details of the tags are explained in Section 3.1.

intpol = 0
temp = 2500.0
press = 0.0
navg = 3
factor = 10000.0
confident = 0
error = 50.0
vaspcmd = sbatch
kmesh = 20
gamma possible = 0
radius = 10.0
adj potim = 1
tgt nelm = 7
adj nbands = 1
add nbands = 100
adj bmix = 1
diff solid = 0.4
diff liquid = 1.2

melts. Then snapshots of half-solid-half-liquid coexistence are collected from the MD trajectory.
5. The code coexrun finally runs MD simulations on solid-liquid coexistence, collect the results of solid-liquid
distribution and calculate the MT based on the small-cell coexistence method.

3. Running SLUSCHI

3.1. Input files95

Running SLUSCHI requires heavy interactions with the ab initio computation code VASP. Before launch-
ing a SLUSCHI run, all commands are preset in the input files. SLUSCHI handles the interactions in an
automated manner during the run. The input files include the standard VASP input files and a job.in file
with SLUSCHI input parameters.

3.1.1. Standard VASP Input files100

• INCAR is used in various types of VASP calculations, ranging from structure optimization to MD
simulations. Be aware that SLUSCHI will automatically adjust the following tags.

– ISMEAR is set to −1 to enforce Fermi-Dirac distribution of the electrons, with SIGMA being the
value kBT (in eV) to impose the electronic temperature. This is a standard method of finite-
temperature DFT developed by Mermin [43, 44].105

– NSW is set to 80. In SLUSCHI, the isobaric-isothermal ensemble (NPT ) is realized through two
steps consisting (1) canonical ensemble (NV T ) MD for 80 ionic steps and (2) cell shape and size
adjustment once every 80 ionic steps, in response to the average pressure. Our study suggests

Unit-cell Local
minimum Supercell Thermal

expansion
Solid-liquid
coexistence

Melting
point

optunitcell solid.x volsearch meltcoex coexrun

Ab initio code
parameters

Ab initio code
VASP

Figure 3: A diagram of SLUSCHI. Individual steps are carried out in sequence to approach MT. Interaction with VASP is
heavily employed.
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that this strategy provides a stable barostat, compared to a direct barostat. The latter may lead
to considerable volume oscillation, due to the small system size and thus pressure instability.110

– SMASS is set to 0. SMASS is a tag which determines the thermomass. With this setting, the system
and the thermal bath are coupled so that the energy exchange oscillates at a period of 40 ionic
steps.

– TEBEG and TEEND are set to the ionic temperature.

– NBANDS and POTIM are adjusted based on previous electronic structure calculations (user may115

turn it off by setting adj nbands=0 and adj potim=0. See Section 3.1.2).

• POSCAR provides the unit-cell atomic structure of the solid. SLUSCHI first optimizes this structure,
and then builds a supercell with a proper size, specified by the radius tag. In order to maximize
performance, we recommend using the primitive unit-cell, so that the smallest possible supercell that
meets the radius requirement is generated.120

• POTCAR needs to be in accordance with the POSCAR, just like standard VASP input.

• KPOINTS is not required. The kmesh tag in the job.in file specifies the k-mesh and generates the
KPOINTS file.

• jobsub is a job script that runs VASP. For example, VASP jobs are submitted by

qsub jobsub or sbatch jobsub125

One reminder is that the wall time limit needs to be long enough for a job to finish with 80 MD ionic
steps and ∼100 atoms. (This typically requires at least 2 hours on 32 cores, but it may vary depending
on the material system).

• jobsub gamma and KPOINTS gamma (both optional) run the Γ-point version of VASP. The use of Γ-
point version saves the computer cost by a factor up to 50%. However, the Γ-point is usually not130

sufficient to represent the whole Brillouin zone. The user needs to take into account both cost and
accuracy before choosing the Γ-point version. See discussions in Section 4.3 for details.

3.1.2. job.in
These tags in the job.in file specify parameters for MD simulations and MT calculations.
SLUSCHI explores the possible MT through self learning, and the calculation consists of two steps135

– searching and sampling. The “searching” process starts with an initial guess by the temp tag, and it
stops when the MT “region” is found. The searching process first launches several MD trajectories at
the temperature $temp. If this temperature is far away from the real MT, it is likely that all trajectories
will end in one phase (For instance, if the temperature is too low, all coexistence will solidify. If the
temperature happens to be close to the MT, then the searching process completes). Based on the outcomes140

of these trajectories, SLUSCHI chooses the next temperature to test, with a step size determined by the
confident tag (For example, if all coexisting systems melt at T1, the MT is likely lower than T1 and
SLUSCHI will sample at a lower temperature T2). This step is repeated, until both solids and liquids
“bracket” a temperature region, so that the MT is likely in the vicinity. After the searching process completes,
the sampling process focuses on the temperature region found and extensive sampling is performed by running145

a large number of MD trajectories. MT fitting is carried out, which provides a MT estimate and its statistical
error. If the error is larger than the criterion $error, more sampling follows until the accuracy requirement
is met.

The details of the tags are described as follows.

• intpol: The user needs to provide an initial guess of the MT (in K), so SLUSCHI knows where150

to start the exploration. This temperature is also used to calculate thermal expansion for the solid
phase, which is a prerequisite for MT calculations, as one needs to reach the desired pressure condition
(i.e., the correct volume) before studying melting (see temp tag). The code has a feature to linearly
interpolate $temp based on the MT value of its component elements. Set intpol=1 to turn it on (note
that the manual input of $temp will be overridden in this case).155

• temp: With intpol=0, the code reads this tag for the MT estimate. We recommend setting this tag to
the lower boundary of the MT, if some knowledge of the MT is available. Avoid putting a value higher
than the actual MT, because this will undesirably melt the solid and SLUSCHI will fail to prepare
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solid-liquid coexistence. In case there is not any knowledge about the MT, enter 500 for this tag and
set the confident tag to 0.160

• confident: If the user is confident about the temp tag entered, set confident to 1. Otherwise, put
0. With confident=1, the code will employ a smaller step (100 instead of 800 K) in the temperature
search.

• press: MT usually depends strongly on pressure. This $press is the pressure condition that corre-
sponds to the calculated MT. Enter the pressure in the unit of kbar. For ambient atmospheric pressure,165

enter 0 (or 0.001).

• error: This tag specifies the accuracy to achieve. Sampling (launching new MD samples) will continue,
until the standard error is smaller than $error, as adding more samples reduces the statistical error of
MT fitting. Reasonable values for error range from 20 to 100 (in K). An error of ∼50 K is relatively
easy to achieve. Avoid entering a number too small (e.g., 5 K), as computer cost will skyrocket. Table170

3 provides general guidance.

• kmesh: SLUSCHI adopts the automatic k-mesh generation in VASP. SLUSCHI will generate a
KPOINTS file as

Automatic mesh
0175

Auto
$kmesh.

The k-point mesh is then defined as (l̃1, l̃2, l̃3)×$kmesh, where l̃i is the length of the reciprocal lattice
vector. The lower $kmesh, the less dense the k-points and the lower the computer cost. Typically, set
kmesh to 10-20 for insulators and 30-40 for metals (Some materials may require a value up to 100. See180

“automatic k-mesh generation” in VASP manual). This is generally safe to guarantee convergence with
respect to k-points in energies and forces. Higher temperatures usually allow smaller $kmesh, because
a broader Fermi-Dirac electronic distribution (due to the high electronic temperature) smooths out the
states in the Brillouin zone. See Section 4.3 for discussion on Γ-point.

• radius: When SLUSCHI builds a supercell from the unit-cell input, this tag determines the distance185

between the periodic images and thus the supercell size. The “ideal” supercell size is 2a× a× a with
angles 60◦, 90◦ and 90◦ respectively, where a is specified by radius (in Å) and the solid-liquid interface
is perpendicular to the first dimension. This cell shape theoretically minimizes the interaction among
periodic images and hence the finite-size effect. The code will find the supercell that best fits the ideal

size. In detail, it finds the lattice vectors ~a,~b,~c that minimize ‖~a− ~a0‖2 +
∥∥∥~b− ~b0

∥∥∥2 +‖~c− ~c0‖2, where190

~a0, ~b0, ~c0 are the lattice vectors of the ideal supercell.

We recommend use radius=10 (Å), which is a good balance between cost and accuracy. A $radius
too small may lead to a considerable finite-size error. Neither do we recommend setting radius too
large, as it may significantly increase computer cost. A study of the finite-size error is available in Ref.
[16], while Table 3 provides general guidance as well.195

• vaspcmd: This is the command for job submission, e.g., qsub or sbatch typically.

• navg: This is a barostat parameter and it specifies the length of MD trajectories (80×$navg ionic
steps) from which the average pressure is calculated. The default value is 3.

• factor: This is another barostat parameter and it determines the amount of cell adjustment in response
to the average pressure. In detail,

L′ = (I + P/f)L, L =
(
~a,~b,~c

)
,

where L and L′ are the old and new lattice vector matrices (~a,~b,~c are the three 3× 1 lattice vectors),
I is a 3× 3 identity matrix, P is average stress tensor (in kbar) and f is $factor. The default value is200

10000. In the case that stress/pressure is sensitive to volume (e.g., materials with high elastic modulus
or materials under high pressure), increase $factor.
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• adj potim and tgt nelm (both optional): adj potim tells SLUSCHI whether to adjust VASP MD step
size $POTIM. adj potim can be set to 0 (no) or 1(yes, by default). With adj potim set to 1, SLUSCHI
will adjust the POTIM tag in INCAR, such that electronic structure calculations finish in $tgt nelm205

(tgt nelm=4 by default) steps on average. This provides a general solution to the automated selection
of $POTIM.

• diff solid and diff liquid: SLUSCHI distinguishes solids and liquids based on their diffusions.
While diffusion rarely happens in the solid phase, atoms in the liquid are highly mobile. Based on this
distinguishing property, these two tags helps SLUSCHI to determine whether the system has reached210

a pure phase, and whether it is a solid or a liquid.

By default, diff solid=0.5 and diff liquid=1.0. While this setting is generally valid, exceptions
exist and manual inputs may be required in such cases. In practice, if the user finds that SLUSCHI
mistakenly labels a coexisting structure as a solid, $diff solid should be decreased, in order to have
a strict criterion. Similarly, if SLUSCHI mistakenly labels a coexisting structure as a liquid, increase215

$diff liquid.

3.2. Running the code

Running SLUSCHI is simple. After the user has prepared the files described in the previous section, the
sluschi directory should contain these files and a folder.

INCAR POSCAR POTCAR job.in jobsub220

Optional files such as KPOINTS gamma and jobsub gamma may also present.
Then run the main executable SLUSCHI.

SLUSCHI &

It may take from one day up to several weeks (see Table 3) for SLUSCHI to obtain a reasonable MT
and to reach the accuracy required, depending on system specifications. The user needs to make sure that225

the executable SLUSCHI is alive in the background.

3.3. Outputs of SLUSCHI

The main output file is SLUSCHI.out. A sample of SLUSCHI.out, along with interpretations, is presented
in Table 2.

The flowchart in Fig. 3 is closely followed by SLUSCHI, as well as by its main output SLUSCHI.out.230

Detailed directions to subdirectories can be found in SLUSCHI.out. The user may look into these subdirec-
tories and check out the detailed outputs of SLUSCHI.out. Follow its directions to find more detailed output
files named log.out in each directories, e.g.,

Dir OptUnitCell Dir VolSearch Dir Melt Dir CoexRun

235

The final MT, along with its standard error, can be found in the file Dir CoexRun/MP.out, as well as in
the main output SLUSCHI.out file.

4. Discussion

4.1. Systems studied

SLUSCHI has been studied and tested on more than ten systems and several dozen materials, including240

Al, Si, Ti (bcc), Ta (various pseudopotentials, under ambient pressure and 200 GPa, bcc), Na (30-120 GPa,
bcc and fcc), NaCl, La2Zr2O7 (La2O3-2ZrO2, pyrochlore structure), Ru and its ternary alloys, the Hf-Ta-C-N
systems, etc. Here we list in Table 3 the computational results with comparison to experiments, along with
computational details. SLUSCHI can generally achieve an accuracy of around 100 K in MT calculations
with our recommended settings.245
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Table 2: An example of SLUSCHI.out in the MT calculation of Ti (Ti pv, 07Sep2000).

=================================================================================================
Solid and Liquid in Ultra Small Coexistence with Hovering Interfaces (SLUSCHI)
by Qi-Jun Hong and Axel van de Walle
=================================================================================================
*** Unit-cell optimization is running. Please check it is still running in Dir OptUnitCell. ***
*** Please read Dir OptUnitCell/log.out for details. ***

optunitcell is running

=== Initial Lattice Vectors ===
· · · · · · (initial lattice vectors)
*** I find that unit-cell optimization completed. ***
=== Optimized Lattice Vectors ===
· · · · · · (optimized lattice vectors)
=================================================================================================
*** Generate a supercell from the current unitcell ***

solid.x is running

The supercell is:
· · · · · · (supercell lattice vectors)
|a|,|b|,|c|,theta(bc),theta(ac),theta(ab):
9.781 10.310 10.310 53.130 90.000 90.000
In UNIT-cell, number of atoms: 1 total: 1
In SUPER-cell, number of atoms: 48 total: 48
=================================================================================================
*** Volume search is running. Please check it is still running in Dir VolSearch ***
*** Please read Dir VolSearch/log.out for details. ***

volsearch is running

*** I find that the volume search completed. ***
=== Initial Lattice Vectors ===
· · · · · · (initial lattice vectors)
=== Optimized Lattice Vectors ===
· · · · · · (optimized lattice vectors)
=================================================================================================
*** Preparing coexistence structures... Please check it is still running in Dir Melt ***
*** Please read Dir Melt/log.out for details. ***

meltcoex is running
*** I find that the coexistence structure preparation completed. ***
=================================================================================================
*** Now running coexistence simulations... ***

coexrun is running
=== Run NPT MD at 1800 K on 1 snapshot(s) ===
--- RUNNING at 1800 K for snapshot ID 4000 ---
--- READ Dir CoexRun/1800/1800/4000/log.out FOR DETAILS ---
*** SOLID in /home/users/hqj/Sluschi Ti/sluschi/Dir CoexRun/1800/1800/4000 ***
=== running MPFit ===
not enough data to fit a melting temperature.
1800 1 0 1 output format: T , nsolid, nliquid, ntotal
=== Find next job to run ===
next job: 1 MD duplicate(s) at 1900.0 K
· · ·
=== running MPFit === Melting temperature and standard error
Melting temperature and std error: 1952.47505249923 44.6557787995850
1600 4 0 4
1700 7 0 7
1800 3 1 4
1900 4 4 8
2000 7 9 16
2100 1 3 4
2200 0 4 4
MP accuracy is achieved. Stopping code...
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Figure 4: Electronic density of state for silicon, lanthanum zirconate (La2Zr2O7) and aluminum, from left to right. While
electronic structures mostly remain the same upon melting in the latter two, silicon undergoes drastic change upon melting: it
becomes a typical conductor in the liquid state, compared to a typical semiconductor in its solid state.

4.2. Post-GGA correction

While generalized gradient approximations (GGA) are generally considered highly accurate, they have
flaws especially in terms of “absolute error”, due to the limitation in the density functionals. Fortunately,
the absolute errors are similar in size and they tend to cancel out in solid-liquid phase transition calculations,
so that the non-canceling error is small in most systems we had studied. However, we note that there are250

exceptions.
A typical example is silicon (see Table 3). The MT error is as large as 300 K, which amounts to almost 20%

of the MT. Despite the large error, the calculated MT (1378±24 K) agrees closely with a previous calculation
(1350 K) [1]. The latter adopts a different approach (which is based on free energy calculations, see Section
1) to compute the MT, but it achieves a similar DFT-level accuracy with local-density approximations and255

a norm-conserving pseudopotential [50]. The fact that both calculations result in similar errors strongly
suggests that the drawback of DFT itself, rather than the finite-size effect, is responsible for the large error
in MT calculation. Indeed, increasing the cell size does not improve the MT calculation (see Table 3).

Our study reveals a drastic change in electronic structure when silicon melts, as illustrated in the electronic
density of states in Fig. 4. For example, liquid silicon is a good conductor, while solid-state silicon is a260

semiconductor. As the electronic structures are dramatically different, we do not expect the absolute errors
in DFT to cancel with each other, and hence it becomes necessary to achieve an “absolute accuracy” in
each phase. We find that a correction based on generally more accurate post-GGA methods (e.g., the Heyd-
Scuseria-Ernzerhof (HSE) hybrid functional [46]) is required to help improve the description of electronic
structures and the accuracy of the MT calculation.265

We evaluate the HSE functional’s impact on MT as an energy correction

THSE
m

TPBE
m

=
∆HHSE

∆HPBE
, (9)

where ∆H is heat of fusion and Tm is MT. Though it is prohibitive to compute ∆HHSE directly from MD,
we evaluate it as an energy correction

HHSE −HPBE =
〈
HHSE −HPBE

〉
HPBE

. (10)

The ensemble average 〈· · · 〉HPBE is calculated based on randomly chosen snapshots from PBE MD trajec-
tories. We then compute Eqn. (10) separately for the solid and the liquid phases to calculate the heat of
fusion ∆H.

This feature is yet to be implemented in SLUSCHI. At this moment, the user needs to manually calculate
the HSE correction.270

4.3. Use of Γ-point

The Γ-version of VASP is twice faster. Hence in case that the Γ-point is sufficient to represent the
Brillouin zone, the usage of Γ-version is highly recommended. Here we list several circumstances where
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Figure 5: A summary of finite-size effect for various materials. This figure shows MT errors for all the materials studied so
far, based on calculations from both empirical potentials (open markers) and DFT (solid dots). The MT benchmarks are from
large-cell coexistence calculations (for empirical potentials) and experimental MT data (for DFT). 100K accuracy is generally
achieved if the system contains more than 100 atoms.

the Γ-version is a good option to consider. (However, the user needs to be aware that the Γ-version may
deteriorate accuracy. Therefore a careful check of the related error is required. We recommend users check275

convergence of energies and forces with respect to k-points.)

1. Large band-gap insulators. According to VASP manual, this type of materials have a relatively low
demand on the number of k-points required in Brillouin zone sampling (typically 10 for $kmesh, which
corresponds to Γ-point for a 2a× a× a(a = 10Å) cell).

2. Low accuracy requirement. Depending on how accurate the MT calculation is needed, the user may280

consider the Γ-version after carefully checking the amount of corresponding error.

3. Exploring the SLUSCHI code. We recommend using the Γ-version for first-time SLUSCHI users.
While an accurate and complete SLUSCHI run may take several days, the Γ-version can drastically
reduce the physical time needed, so the user can focus on the execution of the code (however, the MT
results may not be valid).285

4. Indeed, the meltcoex code (which prepares half-half solid-liquid coexisting snapshots) employs the
Γ-version, since high accuracy is not required.

4.4. Liquid-state free energy calculations

The calculated MT provides an avenue to liquid-state free energy (chemical potential) calculations. The
user may first compute the solid-state free energy at the calculated MT by quasi-harmonic approximation.
(Automated computer codes, such as the Automated Theoretic Automated Toolkit (ATAT) [51–55], are
available.) For higher accuracy, the user may even use thermodynamic integration, from the quasi-harmonic
potential (α) to real interactions in DFT MD (β), to account for the anharmonic effect.

Gβ = Gα +

∫ 1

0

〈
Hβ −Hα

〉
λ

dλ

Then the free energy of the liquid is achieved, as the free energies are equal for the two phases at the
meting temperature. After that, free energy at any point in the (T, P ) space can be reached in principle by
thermodynamic integration, as long as there is no phase transformation along the path.

H =

(
∂(G/T )

∂(1/T )

)
P

,

V =

(
∂G

∂P

)
T

.
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4.5. Finite-size effect
Based on our study using empirical EAM potentials in Ref. [16], we demonstrate that the small-cell290

coexistence method generally achieves 100K accuracy for MT calculations, if the cell contains ∼100 atoms
and is larger than a 20× 10× 10Å3 box. This recommendation is also supported by DFT calculations listed
in Table 3. In Fig. 5 we summarize MT errors for all the materials we have studied so far, which provides
a general picture of the finite-size effect. Even in the case of sodium chloride (NaCl) and the Hf-Ta-C-N
system, which contain a considerable amount of long-range interaction (e.g., Coulomb interaction), following295

this guidance leads to satisfactory accuracy in MT calculations.
A small periodic cell has three major impacts. (1) It imposes a periodic constraint on the system. For

the solid, the periodic condition limits the sampling of phonon frequencies. In particular, long-wavelength
phonons are not well represented. For the liquid, the supercell enforces artificial periodicity. (2) Both the
solid and the liquid are under the impact of solid-liquid interfaces. The solid is confined in between two300

liquid walls, and vice versa. (3) The densities of the solid and the liquid phases are different. Putting two
phases in one small cell results in a mismatch of cell size.

We note that theoretically a sufficiently large supercell will in principle reduce the finite-size error and
resolve this problem, while empirically the finite-size error is manageable following the radius=10 and 100-
atom rule, as we have discussed. Indeed, the finite-size effect declines quickly as the system size increases.305

The solid and the liquid are free to adjust volume along the direction perpendicular to the interface, though
they are forced to share the same lattice vectors in parallel to the interface. This feature greatly relieves the
stress caused by the different densities of the two phases. If we assume a bond length of 3 Å, there are at least
three layers of neighbors between one atom and its periodic image in a 20×10×10 Å3 supercell (radius=10,
which is the minimal cell size we recommend). Hence the structure has plenty of room to respond to the310

periodic constraint. When departing from an optimal state (which minimizes the Gibbs free energy of the
single phase) to a coexistence state (which minimizes the Gibbs free energy of the coexistence), the Gibbs
free energy of an individual phase increases (though the total free energy of the coexistence decreases). This
holds true for both the solid and the liquid. Hence we expect a certain amount of error cancellation between
the two phases.315

Nevertheless, the finite-size effect is worth keeping in mind, and an increase in system size may be required
under specific circumstances. We recommend follow the radius=10 and 100-atom rule.

4.6. Quantum effect of vibrational free energy
The common version of molecular dynamics, which is based on the Newton’s equations of motion, lacks

a quantum-mechanical interpretation of lattice vibration. As this MD technique is heavily employed in320

SLUSCHI, MT calculations are hence subject to the drawback of this classical treatment of atomic motions.
To include the quantum vibrational effect would require sophisticated path integral molecular dynamics
methods [56, 57], which renders large-scale MD simulations infeasible.

While quantum effect is dominant at low temperatures, a quantum system starts to behave as if it is
classical, with the increase of temperature. Since MT is usually much higher than Debye temperature,325

the classical treatment of atomic motion in MD is a rather good approximation for the study of melting
properties, except for materials with very light elements (e.g., hydrogen) and strong quantum vibrational
effect (e.g., water [58]). According to our study on copper [4], the difference between quantum and classical
models is less than 1 meV in vibrational free energy near the MT.

4.7. Effect of thermostat330

As SLUSCHI extensively runs NPT (or NV T ) MD simulations, it is inevitably under the impact of
thermostat, and thermostat artificially affects atomic motion. However, we note that the quantities that
SLUSCHI samples (e.g., free energy difference as in Eq. 1) are thermodynamic properties rather than
kinetic ones. Hence the impact from thermostat is generally considered small [59]. Furthermore, the Nose-
Hoover thermostat [60–62] employed in SLUSCHI is capable of providing smooth and more realistic atomic335

movement, compared to the stochastic and sudden collision from the Anderson approach.

5. Conclusions

We have developed and distributed the SLUSCHI code, aiming to provide the community of researchers
a robust and efficient tool for first-principles MT calculations. This manual provides a detailed instruction
on how to use the code, how to interpret the outputs, along with several examples on the systems tested so340

far. A potential failure mode of the method is discussed and a solution provided. We hope researchers in
the community find this code useful.

13



Acknowledgments

This research was supported by ONR under grants N00014-12-1-0196 and N00014-14-1-0055 and by
Brown University through the use of the facilities at its Center for Computation and Visualization. This345

work uses the Extreme Science and Engineering Discovery Environment (XSEDE), which is supported by
National Science Foundation grant number ACI-1053575.

References

[1] O. Sugino and R. Car, Ab initio molecular dynamics study of first-order phase transitions: melting of
silicon, Phys. Rev. Lett. 74, 1823-1826 (1995).350

[2] G. de Wijs, G. Kresse, and M. Gillan, First-order phase transitions by first-principles free-energy cal-
culations: The melting of Al, Phys. Rev. B 57, 8223-8234 (1998).
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