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Recently, the importance of mobile cloud computing has increased. Mobile devices can collect personal data from various sensors
within a shorter period of time and sensor-based data consists of valuable information from users. Advanced computation power
and data analysis technology based on cloud computing provide an opportunity to classify massive sensor data into given labels.
Random forest algorithm is known as black box model which is hardly able to interpret the hidden process inside. In this paper,
we propose a method that analyzes the variable impact in random forest algorithm to clarify which variable a�ects classi	cation
accuracy the most. We apply Shapley Value with random forest to analyze the variable impact. Under the assumption that every
variable cooperates as players in the cooperative game situation, Shapley Value fairly distributes the payo� of variables. Our
proposed method calculates the relative contributions of the variables within its classi	cation process. In this paper, we analyze
the in
uence of variables and list the priority of variables that a�ect classi	cation accuracy result. Our proposed method proves
its suitability for data interpretation in black box model like a random forest so that the algorithm is applicable in mobile cloud
computing environment.

1. Introduction

Mobile cloud computing becomes a signi	cant issue for
data mining. Since multimodal sensor data is gathered from
mobile devices, data mining in a mobile cloud environment
is an important research area. Multidimensional data from
mobile devices such as health information and GPS increases
exponentially so that it becomes di�cult to handle manually.

�ere are some researches on the progress that measures
variable impact in classi	cation and regression from the big
data with multidimensional attributes by using data mining
algorithms. As data becomes more complex, the importance
of research in interpreting the meaning of data classi	cation
and regression results is increasing. �e main problem of the
multidimensional data analysis is the curse of dimensionality.
Since high-dimensional data streams in real time, which is
so-called “small n large p” problem, dimension reduction
is a critical issue for e�cient data analysis. �e following

examples illustrate the increasing need for research to identify
important variables that have a�ected classi	cation as well as
increasing classi	cation accuracy.

Example 1. Assume the situation that the doctor who diag-
nosed patient P used a data mining algorithm to determine
whether the patient had cancer or not. �e algorithm that
completes its training process based on the patient data
that was judged as cancer-positive in previous data judged
patient P as cancer-positive. Before the doctor makes a
de	nitive diagnosis to patient P, the doctor wants to know
the speci	c reason that learning algorithm gave the cancer-
positive diagnosis to patient P.

Example 2. We assume two people B as the banker and C
as the customer. C wants to borrow money from the bank.
When C visited the bank and asked B for his loan approval, B
would like to know about the transaction history of C. Before
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making a con	rmation, B wants to predict whether C has
the ability to repay the loan or not. Since transaction data is
composed of multidimensional attributes, it is impossible for
B to investigate all data. �erefore, a data mining algorithm
can support the decision based on the database by querying
historical data of C. When the algorithm makes a suggestion
to allow loan towards C, B may want to inspect the decision
that algorithm made and which variables gave major impact
to the result.

As examples suggested above, the needs for variable
impact measurements research is increasing. However, even
if the prediction accuracy of the learning algorithm is high,
there is a danger that the reliability of the doctor’s diagnosis
may deteriorate if the physician cannot directly con	rm the
cause of the algorithm result. Also, in the second case, it is
very important for the banking industry to determine what
data from the customer has a�ected the classi	cation results
before deciding whether to approve the customer’s loan or
not.

Recently in bioinformatics 	eld, as personal medical data
becomes more complicated and accumulated in real time,
the related work was proposed [1–3]. �ere is an increasing
demand for research algorithms that can accurately predict
patient’s disease name in the multidimensional property [4].
�erefore, it is important to measure which variable among
the various attributes contained in the individual’s medical
data has a�ected the prediction results of the algorithm.
Random forest algorithm performs reliable classi	cation in
this area. Statnikov et al. [5] applied binary andmulticategory
classi	cation towards cancer diagnosis. �e paper investi-
gates that random forests are outperformed by SVM. Dı́az-
Uriarte and Alvarez de Andrés [6] prove that random forest
algorithm is well suited for a large number of datasets and
solve the classi	cation problem on gene selection issue. Wu
et al. [7] compare 	ve machine learning algorithms, linear
discriminant analysis, kNN classi	er, bagging and boosting
classi	cation trees, SVM, and random forest.

However, random forest algorithm has a critical problem.
Since it is a black box model, we cannot see which variable
is a�ected in classi	cation result. It is important to interpret
the result of the classi	cation with variable importance
measurement. Hapfelmeier et al. [8] investigate the variable
importance measurement when the data contains missing
values. �e research proposed allocating variables randomly
instead of permuting value to overcome the drawback of
previous approaches which do not consider the missing
data. Also, Gregorutti et al. [9] proposed new algorithm
to eliminate variables recursively to predict with a smaller
number of data. �e algorithm is e�cient when the high-
dimensional regression or classi	cation is required.

In this paper, we propose a new method that accurately
grasps the in
uence of relative classi	cation among variables
in measuring the in
uence of classi	cation of variables using
random forest algorithm in an attempt to solve the problems.
To solve this problem, this paper proposes a method to
incorporate the economics theory called Shapley Value into
the MDA index.

1.1. Random Forest. �e random forest algorithm, which is a
kind of ensemble learning technique, generates several deci-
sion trees by bootstrapping the learning data and arbitrarily
learns them. We then combine the learning results of all
the trees to obtain the average in the case of regression and
the prediction accuracy in the case of classi	cation by the
majority. By learning random decision trees and then aver-
aging them, random forests solve the over sum problem by
reducing the variance compared to the single decision trees.
In particular, random forests are more suitable for the 	eld
of bioinformatics through the study that they have a good
performance when sorting data with multidimensional data
attributes but small number of data for each “small � large �.”
However, the random forest algorithm corresponding to the
black box model has a high prediction accuracy, but it has
a disadvantage in that it cannot intuitively interpret data in
which the classi	cation is performed directly in the internal
process.

�e principle of random forest operation is as follows.
First, various subsets are arbitrarily generated from existing
learning data for random forest learning.�emost important
characteristic of the random forest is the bagging. Bagging
was proposed by Breiman [2] in 1996 as a shorthand for
bootstrap aggregation. �e decision tree was originally good
in classi	cation, but, due to overloading, random forests use
bootstrap to perturb data. According to Breiman, bagging
predictors are a method of generating multiple versions of
a predictor and using an aggregated predictor. �e bagging
can improve the accuracy rate of the algorithm because the
perturbation in learning set could cause a change in predictor
construction. Research on the stability of variable impact
measurements based on random forest algorithm received
high attention in these days [10]. In a recent study, the variable
impact measurement is divided into two categories: Mean
Decrease Impurity (MDI) and Mean Decrease Accuracy
(MDA).

1.2. Variable Impact Measurement Index. Linear regression
analysis and decision trees are the most frequently used
algorithms for verifying the in
uence of classi	cation results
[11]. However, as the data age becomes more complex as the
age of big data grows, linear regression algorithms do not
show e�ective classi	cation results. It is easy to intuitively
interpret the learning result, and a decision tree with good
performance has emerged as an alternative to multidimen-
sional property classi	cation of data. However, the decision
trees are overly compliant with the training data, and there
is a problem of overarching consensus that the accuracy of
the test data prediction is relatively low. A random forest
method has been proposed to solve the problem of prediction
accuracy of decision tree.

�ere are two main indicators to measure the in
uence
of classi	cation of a variable through the random forest.
One is the Mean Decrease Impurity (MDI) index, which
measures the classi	cation impact of variables by totaling
the amount of decrease in impurity as the classi	cation
is performed, and the other is the sum of the amount of
decrease in accuracy depending on the presence or absence
of speci	c variables (Mean Decrease Accuracy). However,
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since both indicators adapt biasedly to the order of variables
in the tree structure, there is a disadvantage in that the
in
uence of classi	cation is provided at a larger value than
the actual value. According to [12], there is a disadvantage that
two indicators cannot accurately determine the classi	cation
in
uence because they cannot distinguish false correlation
due to data characteristics. �e paper [12] has therefore
proposed a technique tomeasure the in
uence of conditional
variable classi	cation to solve this problem. However, this
technique has the limitation that it cannot accurately grasp
the in
uence of relative classi	cation between variables and
inconsistently provides priority of classi	cation in
uence.

�is paper has the following contributions:

(1) We propose a measuring technique of variable
impacts based on Shapley Value method on random
forest regression. �e proposed method attempts to
solve the problem that highly correlated variables gain
relatively high contribution no matter what their real
contribution in prediction is.

(2) We proposed a method that demonstrates the impact
of variable coalitions. Considering that not only indi-
vidual variables are important but also the variable
impact of variable sets is, our proposedmethod is able
to inspect the interaction between variables. It will
increase the overall accuracy of a variable when a high
priority of classi	cation in
uence is improvedwhen it
is used as a partitioning variable in the tree.

(3) Finally, we propose a coherent ranking of variable
impacts based on the marginal contribution of each
variable.

�e rest of this paper is organized as follows. In Section 2,
we describe related work about variable impact measurement
in random forest regression algorithm. In Section 3, we
explain the economics theoretical method Shapley value with
its basic structure. In Section 4, we propose a Shapley Value-
based variable impact measurement method. In Section 5,
we show the experiments with previous methods and our
proposed method. In Section 6, we summarize our research
and conclude the paper.

2. Related Work

In this section, we discuss the previous research for measur-
ing variable impact index. In Section 2.1, we introduce the
previous research about variable impactmeasuring technique
in a random forest. In Section 2.2, we describe several data
mining algorithms that applied Shapley Value.

2.1. Variable Impact Measurement Index. We explain the
related research of variable impact measurement index in a
random forest. �e representative methods of the variable
impact measurement index are Mean Decrease Impurity
(MDI) and Mean Decrease Accuracy (MDA) proposed by
Breiman [2]. Also, to improve its performance, Strobl et
al. [12] proposed conditional variable impact measuring
technique for random forests.

2.1.1. Mean Decrease Impurity. Breiman [2] proposed the
variable impact measurement index called MDI based on
impurity. Data impurity index was used to decide where we
want to make a split and variables that are o�en made to
make a split. �erefore, the MDI assumes that the amount of
impurity reductionwhen the individual variable is selected as
the partition node is the contribution in the random forests.
�erefore, the sum of the impurity reductions in all the trees
is calculated as the importance of the variable. For impurity
reduction, classi	cation trees use Gini coe�cient index or
information gain and regression trees use mean value of
variables.

�e equation of variable importance (VI) for variable�� is
as follows. To calculate variable importance forMDImethod,
it adds up the decrease of Gini index of each of the variables
from 1 to �tree, which means the number of trees, and gets the
average of all.

�e Formula of Mean Decrease Impurity [12]

VI (��) = 1�tree [1 −
�tree∑
�=1

Gini (
)�] . (1)

MDI has the advantage of being easy to compute, but it
has the disadvantage that it can be biased only for categorical
variables that containmultidimensional attributes. For exam-
ple, if there are continuous variables and categorical variables
that contain several classes, this means that the variables are
more likely to be biased because they can be judged to be
more super	cially partitioned when categorical variables are
selected under the same conditions.When attempting to split
a tree into a speci	c variable, the most e�ective partitioning
is the moment when the impurity is lowest. If the degree
of impurity is reduced to a maximum by a single partition,
this partition is considered to be an e�cient partition, which
means a high contribution to tree partitioning.

On the contrary, when attempting to divide into a speci	c
variable, if the amount of decrease in impurity before and
a�er the division is 0, it ismeaningless to perform the division
because the data is not classi	ed through the variable.
�erefore, in this case, the importance of the variable is
judged to be zero.

2.1.2. Mean Decrease Accuracy. MDA is also called permu-
tation importance. �is is because when a decision tree
is created based on a set of learning datasets divided
through subsampling, the intuition behind permutation has
an importance that is not a useful feature for predicting
an outcome. OOB (Out-Of-Bag) is one of the subsampling
techniques to calculate prediction error of each of the training
samples utilizing bootstrap aggregation. MDA is the method
that calculates variable importance by permutation and the
method uses OOB to divide its sample data. In other words,
OOB estimates more accurate prediction value by computing
OOB accuracy before and a�er the permutation of variable�� and compute the di�erence.

Since  ∈ {1, 2, 3, . . . , �tree}, the variable importance of�� in tree  is the averaged value of the di�erence between
predicted class before permuting ��, which is �� = �(��), and
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Table 1: Regression coe�cient simulation design [12].

�� �1 �2 �3 �4 �5 �6 �7 �8 �9 �10 �11 �12�� 5 5 2 0 −5 −5 −2 0 0 0 0 0

a�er permuting variable ��, which is �� = �(��� ), in certain
observation i.

�e Formula of Mean Decrease Accuracy [12]

VI (��) = 1�tree
⋅ �tree∑
�=1

∑�∈OOB
� (�� = � (��)) − ∑�∈OOB

� (�� = � (��� ))|OOB| .
(2)

2.1.3. Conditional Variable Importance. Strobl et al. [12]
identi	ed the bias selection problem in MDI and MDA.
Both methods are sensitive when it comes to selecting split
variables so that the selected variables are biased. In the case
of predictive variables with a false correlation, the in
uence of
variables is overestimated. �is suggests a way to condition-
ally replace the variable �� within the range of the speci	ed
variable � = �1, �2, �3, . . . , ��−1, ��+1, . . . , �� through
splitting by random permutation in which the variable �� of
the input data is replaced with the independent variable �.
�e research shows a simulation to 	gure out the problem in
Table 1. �e variables above refer to the following meaning.
�e 	rst row of the 	gure is input variable and the second row
is its weights towards predictor�. In this simulation,�1 ∼ �4
are correlated.

2.2. Data Mining Algorithm with Shapley Value. In this sec-
tion, we examine related studies on data mining techniques
applying Shapley Value. Most of the studies show that the
reason for applying the Shapley Value is to grasp objectively
important indicators of the variable or feature in various
algorithms.

2.2.1. Feature Selection Method. Cohen et al. [3] proposed
Shapley Value-based feature selection method. To deal with
the curse of dimensionality to improve the accuracy of
prediction, Contribution-Selection algorithm (CSA) ranks
each feature by its contribution value using Shapley Value.
According to the rank of feature contribution, the algorithm
performs either forward selection or backward elimination.
When it comes to performing the forward selection, the
algorithm selects certain number of features from the highest
contribution values. Otherwise, it selects features from the
lowest contribution values to eliminate.

2.2.2. Multiple Regression Analysis. Lipovetsky and Conklin
[13] used the Shapley Value to analyze the relative importance
of predictive variables in the multiple regression models.
Multiple regression analysis is a statistical analysis technique
that estimates the causal relationship between two or more
independent variables. Shapley Value compares the average

of all possible subsets within the predictionmodel to improve
the prediction accuracy by calculating the importance of
individual variables.

2.2.3.Multiagent Reinforcement Learning. In a dynamic envi-
ronment where multiple agents communicate with each
other, each agent looks for a single equilibrium point to
determine its behavior. In this study, Bowling and Manuela
[14] combine the Shapley Value with a probabilistic model
that combines the Markov Decision Processes and matrices
for e�cient reinforcement learning.

3. Shapley Value Model

In this section, we explain about Shapley Value model which
corresponds to the game theory of economics area. We
explain Shapley Value for each step in Sections 4.1, 4.2, and
4.3.

3.1. What Is the Shapley Value? Shapley Value was proposed
by Lloyd Shapley in 1953, the theory about fair distribution
with players in a mutual interest relationship in a cooperative
game situation. In game theory, the game can be divided into
two types. One is a cooperative game in which players form
certain coalitions by mutual agreement to maximize their
communal payo� and the other is a noncooperative game
where players maximize the interests by acting individually
rather than from any collaboration with each other. Accord-
ing to the Shapley Value, players form coalitions and create
certain common payo�. Players in each coalition receive
di�erentiated payo� based on the fair distribution of their
contributions using Shapley Value.

3.2. Basic Structure. �e following concept is used to describe
the Shapley Value [15]. First, there is a player who wants to
participate in the game.

According to [15], the theorem is de	ned with a given
coalitional game (�, V). �ere is a unique payo� division�(V) = �(�, V) that divides the full payo� of the grand
coalition and that satis	es the symmetry, dummy player, and
additivity axioms. According to the theorem, Shapley Value
follows the axiom to make fair distribution towards players
in the coalition.

First, Shapley Value follows the symmetry axiom that
distributes bene	t to the player who made the same amount
of contributions.

Axiom 1 (see [15]). For each � in∏(�),Φ	�[�V] = Φ�[V].
Second, Shapley Value follows the e	ciency axiom that

distributes the collective payo� generatedwithin the coalition
to the payo� with any remainder.

Axiom 2 (see [15]). For each carrier� of V,∑�Φ�[V] = V(�).
�ird, Shapley Value follows the additivity axiom, which

is also called the law of aggregation.�is axiom describes two
games � and �, and the sum of V(�) and V(�) should be the
same as V(� + �).
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Axiom 3 (see [15]). For any two games V and �,
Φ [V + �] = Φ [V] + Φ [�] . (3)

�e Shapley Value is a theory that equitably and rea-
sonably distributes the collective payo� generated from the
coalition to its players. �erefore, the following formula is
used to calculate the Shapley Value for the player i, assuming
the probability that each player will be placed in any order
in each coalition will be the same. �e Shapley Value can be
obtained by averaging the marginal contributions that can
be obtained when players are placed in any order within
the coalition through the following formula. �e equation is
de	ned by Shapley [15] as follows.

Given a coalition game�, the Shapley Value of player i is
given by the following.

�e Formula of Shapley Value [15]

Φ� (V) = ∑

⊆�{�}

| |! (� − | | − 1)!�! [V ( ∪ {#}) − V ( )] . (4)

A set of players is formed � = {1, 2, 3, . . . , �}. �us, �
players of the total set � are constructed. Secondly, there is
a coalition formed by the players in the cooperative game
situation to maximize their payo�. In this case, S means all
subsets of the total set N, and the coalition that included
all of n players is called grand coalition. �irdly, there is a
payo� that players are willing to gain from the coalition. �e
value of the subset S for the entire set N is represented by the
characteristic function V( ).
4. Measuring Variable Impacts

In this section, we explain the proposedmethod. In this study,
we propose a method to apply Shapley Value from the game
theory to solve the problems of the previous research for
the variable impact of the random forests algorithm. Our
research follows 	ve steps’ process. �e details are as follows.

4.1. Contribution Calculation Step. First of all, we calculate
each contribution of variables. When we generate various
regression trees in random forests algorithm, we traverse
each of the tree paths to assign each value of variables
used in regression trees. We can assign a single path per
a single coalition. We perform this contribution calculation
step based on the MDA method, which permutes random
variables to calculate the prediction accuracy of variables so
that we are able to calculate themarginal contribution of each
variable.

4.2. Construction Step. Secondly, we construct coalitions of
all variables used in random forests. We consider coalitions
for individual variables as players of the cooperative game
situation by connecting the contributions of speci	c vari-
ables. Each variable has its own payo� according to the joint
contribution with each coalition. Figure 1 describes the step.

4.3. Assignment Step. �irdly, we assign each coalition with
their contribution values. We assign value in every coalition.

{}

{5}

{5, 7, 11}

{2, 3, 5, 6}

{2, 5, 6, 7, 11}

{(5):

{(2, 3, 5, 6):

{(0, 2, 5, 6, 9):

{(5, 7, 11): 

{(2, 5, 6, 7, 11):

0.52162}

8.96434}

6.51042}

0.01469}

0.00105}

X

· · ·· · ·

· · ·· · ·

Figure 1: Construction step in Shapley Value applied method.

In this case, the number of coalitions is the same as the
power set for all the variables used in the regression tree. We
compare the coalition formed in step 5.2 with the power set
of the variables used in random forests. If a variable does not
belong to the same tree path and a value for all power sets
is not assigned, the value of this coalition is assumed to be
zero.�is is because the coalition determined that there is no
contribution to prediction accuracy since it is a coalition that
did not contribute to the regression tree.

4.4. Calculation Step. Fourth, we calculate variable impact
using Shapley Value method.We combine variables and their
contribution as {(key): value} structure. Based on step 5.3, the
assignment of both the variable and the contribution leads to
obtaining the Shapley Value to 	gure out the variable impact
of the individual variable.

4.5. Ranking Step. Finally, we provide a coherent ranking
based on the variable impact. Shapley Value is calculated for
the impact of individual variables as well as the priority value
of the variable impact based on the value assigned to the
contribution of the coalition. In this case, the ranking can
be considered not only for rankings for individual variables
but also for impact on the value of coalition. It is possible to
line up the highest ranking of variable impact or the lowest
ranking. In future work, we can use this ranking as dimension
reduction method to improve prediction accuracy rate.

5. Experiments

In this section, we measure the variable impact by using
Shapley Value-based method in random forest regression.
On the experiments, we compare variable impacts with other
measuring techniques which are previously researched with
our proposed method: MDI and MDA.

�e experimental environment is Intel(r) Core(TM) i7-
6700HQCPU @ 2.60GHz/2.592GHz, RAM 16.0GB, x64
Windows OS. We use R and Python 3.5 as programming
languages: we mainly use Python for the experiments in
variable impact measure techniques and we use R for the
data visualization and application towards previous works for
random forest algorithm with the randomForest package.
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Figure 2: �e variable impact of MDI.
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Figure 3: �e variable impact of MDA.

Experiment 1. In the previous experiment, we 	gure out the
bias selection problem in previous variable impactmeasuring
techniques: MDI and MDA. We set certain formula to
simplify the problem. Assuming that there is a formula � =�0 + �1 + �2, we have predictor � and three variables �0, �1,
and �2. �e variables equally contribute to predictor value
because predictor � is a sum of three variables. �erefore
when wemeasure the variable impact of variables, each of the
three variables has to be equal to the same variable impact.

However, MDI and MDA show certain bias in variable
selection stage. Variable impact measurement results of �0,�1, and �2 do not have the same impact. For the brief
description of the bias selection, we compare the experiments
with 10 regression trees of MDI and MDA in random forest
performance. �e parameter ntree means a number of split
variables. �at is, when �tree = 1, we select one variable
as a split point of regression tree. �e number of randomly
generated input variables are 10000 and its mean value is 0
and its standard deviation is 0.1.

Figures 2 and 3 show the experiment result about bias
selection inMDI andMDA.Even if theweights of all variables
are the same as one, the result shows that �1 has the highest
variable impact of those variables.

When �tree = 1, the probability that one of the three
variables is selected as a split variable is equal to one-
third, so that the variable impact is distributed relatively the
same. However, we can see there is a bias selection when it

Table 2: Variable impact of three variables (�tree = 10).
MDI MDA SVC

�0 0.2509 0.1980 0.0185�1 0.6085 0.3709 0.0229�2 0.1407 0.0952 0.0201

Table 3: Variable impact of three variables (�tree = 150).
MDI MDA SVC

�0 0.2479 0.1865 0.0276�1 0.6003 0.3561 0.0267�2 0.1518 0.0833 0.0314

Table 4: Variable impact of three variables (�tree = 300).
MDI MDA SVC

�0 0.2629 0.1996 0.0339�1 0.5841 0.3536 0.0260�2 0.154 0.0801 0.0137

comes to choosingmore than one split variable. Nevertheless,
the measurement of MDI, which measures variable impact
through data impurity reduction, shows that �2 has a higher
variable impact than �0 or �1.

To solve this bias selection problem, we applied the
ShapleyValue-based technique.We generated 10, 150, and 300
regression trees, respectively, to measure the variable impact.
Table 2 shows the classi	cation impact measure based on the
generated tree.

As shown in Tables 2, 3, and 4 which describe the variable
impacts of three techniques, the in
uence of �1 is about twice
that of the other two variables. Since all variables have the
same weight for the predictive variable �, this measure of
in
uence is biased. Comparing the performance when � =10, MDI measured that the in
uence di�erence between the
variables was large, and, in particular, �1 and �2 showed a
di�erence of two times or more. MDA measurement also
showed that �2 had the highest in
uence as MDI. Also, these
results were not a�ected by the number of trees. �erefore,
even if arbitrary trees are generated through random forests,
there is no signi	cant di�erence between the biased variable
in
uences provided by MDI and MDA.

However, the proposed method based on Shapley Value
(SVC) reduces the di�erence in in
uence between these
variables. As Table 2 shows, there is almost no di�erence in
variable impact between variables in the calculated perfor-
mance through Shapley Value-based method when �tree =10. Table 3 shows the experiment result of three variable
impact measurement techniques with �tree = 150. Table 4
shows the result when � is 300. We show that the value of
SVC seems relatively similar, especially when � is 10 and 150.

Unlike the previous method, which had a large di�erence
in variable impact between variables, the Shapley Value-
based method suggested a solution to this bias problem by
reducing the di�erence in in
uence between variables.
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Figure 4: �e variable impact of SVC.

Figures 4 and 5 show the variable impacts of each tech-
nique based on Tables 2, 3, and 4. MDI and MDA represent
clear importance of �1 that does not have any signi	cant
importance. �e variable importance maintains its ranking
no matter how many trees are constructed.

On the other hand, the result of SVC are shown in
Figure 5, and the graphs indicate that the importance of �1
is estimated to be similar to other variables rather than other
techniques likeMDI andMDA. Since the impacts of variables
are the same in the formula above, the smaller di�erence of�0, �1, and �2 means more accurate importance has been
estimated.

However, our proposed method has a limitation that the
variation of the variable impact range greatly occurs accord-
ing to the number of tree parameter.�e drawback comes out
when ntree is 300. In this experiment, the di�erence between
variables impact in the case of � = 10 and � = 150 was
signi	cantly reduced, but the di�erence between �0 and �2 in
the case of � = 300 is more than twice. Although SVC seems
to be biased in calculating variable impacts when �tree = 300,
the method still performs better interpretation than MDI or
MDA.

Figure 6 is a boxplot graph that shows the range of
variable impacts based on MDI technique. �e axis � is
variable impact of variables and the axis � is three variables.
As the result above already showed, the technique provides
biased impacts towards the values �0, �1, and �2. Figure 7
shows the variable impact of MDA technique. �e variables
seem to have similar importance to the result of MDI
technique.

However, Figure 8 shows the experiment with SVC.
�e importance of three variables seems more average than
other techniques, even if the range seems unstable. Since the
previous research demonstrates that Shapley Value selects
entirely di�erent variable with other classi	ers in the case
of feature selection technique [15], the contribution values
calculated from the candidate variables are modi	ed within
iterations.

�erefore if there is a signi	cant change in the combi-
nation of candidate variables, the range of variable impact
can be 
uctuated. In terms of the in
uence of �0 and �2,
the proposed method SVC is limited to provide a complete
solution yet there are still biases which were presented in

MDI MDA SVC
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(b) �tree = 150
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(c) �tree = 300

Figure 5: �e variable impact of three techniques.

MDI and MDA. In SVC technique, the variable impacts
show huge 
uctuation. �e reason for the 
uctuation is
that Shapley Value calculates every coalition to evaluate the
impact of each variable �� on the classi	cation. Since random
forest algorithm constructs the coalitions randomly and not
every coalition a�ects the result, the payo� of the coalitions
which are not initially constructed from random forest are
considered to be 0. It is because the coalition without any
contribution towards result has no payo�. �erefore, there is
a 
uctuation when we average all marginal contribution of
those coalitions. �e issue causes the instability of variable
impacts from SVC.

Yet, the contribution of this research is that even if
the 
uctuation of a range of variable impact is larger than
MDI or MDA, SVC can be judged more reliable on relative
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Figure 6: A boxplot graph of variable impacts with three variables
on MDI technique.
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Figure 7: A boxplot graph of variable impacts with three variables
on MDA technique.

relationship towards variables. Our proposed method gave a
signi	cant reduction of bias that was provided fromMDI and
MDA in variable impact calculation.

Experiment 2. In this experiment, we use a real dataset
which is named Boston Housing Data [11]. Boston Housing
Data provides 506 instances and 13 attributes that a�ect the
housing price of Boston. �e description of Boston Housing
Data is shown in (ii) in the Notations.

Figure 9 shows variable impacts measured by previous
methods. A graph on the le� shows variable impacts mea-
sured by MDA method, and another graph on the right

0.01 0.02 0.03 0.04 0.05 0.06 0.070.00

X0

X1

X2

Figure 8: A boxplot graph of variable impacts with three variables
on SVC technique.
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Figure 9: �e graph of variable impact measurement of random
forest regression.

shows variable impacts measured by MDI method from
randomForest package in R library [16]. �e highest top
two variables are RM and LSTAT in those variable impacts
measurement index.

However, this ranking is not considerable on variable
impacts between correlated variables. For example, there is
a phenomenon called multicollinearity issue. Multicollinear-
ity means that more than two input variables are highly
correlated so that the impact of those variables is overesti-
mated. Since the phenomenon spoils the relevant importance
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Table 5: A comparison of variable impact measuring technique on
Boston Housing Data (�tree = 20).

MDI MDA SVC

CRIM 0.0164 0.012 0.0701

ZN 0.0015 0.0009 0.0240

INDUS 0.052 0.0206 0.007

CHAS 0.0009 0.0001 0

NOX 0.0119 0.0065 0.057

RM 0.5842 0.803 0.1705

AGE 0.0307 0.0118 0.0718

DIS 0.0177 0.0108 0.0733

RAD 0.003 0.0013 0.0678

TAX 0.017 0.0118 0

PTRATIO 0.0387 0.0203 0.0889

B 0.0123 0.0021 0.0648

LSTAT 0.2138 0.2404 0.3555

between input variable and predictor, we need to minimize
the possibility of multicollinearity.

In this data, there is a high correlation among NOX,
INDUS, and TAX. INDUSmeans the proportion of nonretail
business acres per town and NOX means nitric oxides con-
centration. It is inferable that INDUS and NOX have a posi-
tive correlation: as the proportion of industrial area increases,
the ratio of nitric oxides concentration also increases.�e tax
ratio increases when INDUS is increased.�erefore, INDUS,
NOX, and TAX are highly correlated.

However, the impact of those correlated variables is
relatively high. Even though those variables gained rather
smaller contribution than LSTAT or RM, the ranking should
be reliable in order to make a reliable decision. It is more
e�cient if we use only one of those variables which are
correlated to each other. Eliminating unnecessary variables
due to the variable impact ranking reduces dimensionality. In
order to resolve this problem, we use our proposed method.
�e experiment steps are followed.

First, we compare the prediction accuracy of the random
forest regression tree when we permute a certain variable
randomly so that the marginal contribution of the speci	c
variable to be calculated. Second, we construct coalitions
for individual variables as players of the cooperative game
situation by connecting the contributions of speci	c vari-
ables. Each variable has its own payo� according to the
joint contribution with each coalition. �ird, we assigned a
power set as a coalition of N with contribution values that
we calculated by MDA. Finally, based on the {(key): value}
structure, we calculated Shapley Value.

We implemented MDI and MDA in Python to compare
the variable impact measurement results with our Shapley
Value-based method proposed in this research. In MDA,
we shu�e dataset 10 times for permutation towards random
variables.Weused a cross-validation technique that permutes
the variables randomly for comparison.

Tables 5, 6, and 7 show the result of our experiments.
Table 5 shows the result of variable impacts of measuring
techniques of random forest regression by generating 20

Table 6: A comparison of variable impact measuring technique on
Boston Housing Data (�tree = 50).

MDI MDA SVC

CRIM 0.0187 0.0125 0.0954

ZN 0.0034 0.0008 0.0620

INDUS 0.0547 0.02 0

CHAS 0.0008 0.0001 0.0069

NOX 0.0209 0.0077 0.0887

RM 0.5396 0.7758 0.4954

AGE 0.0252 0.0138 0.0913

DIS 0.019 0.0105 0.0104

RAD 0.0065 0.0013 0.0972

TAX 0.0173 0.0118 0.0996

PTRATIO 0.0252 0.0178 0.0286

B 0.0107 0.0024 0.0958

LSTAT 0.2579 0.2337 0.3652

Table 7: A comparison of variable impact measuring technique on
Boston Housing Data (�tree = 100).

MDI MDA SVC

CRIM 0.0213 0.012 0.0144

ZN 0.0058 0.001 0.0023

INDUS 0.0647 0.0173 0

CHAS 0.0011 0.0001 0.0202

NOX 0.0174 0.0062 0.0172

RM 0.5255 0.7853 0.483

AGE 0.0285 0.0126 0.021

DIS 0.0204 0.0097 0.0226

RAD 0.0045 0.001 0.02

TAX 0.0169 0.0119 0.0075

PTRATIO 0.0466 0.0162 0.0171

B 0.0097 0.0015 0.0192

LSTAT 0.2378 0.2258 0.982

trees. Table 6 generates 50 trees and Table 7 generates 100
trees to measure variable impact. In this experiment, we
unify mtry parameter as 6. It means that regression trees in
random forests select 6 variables as a split criterion to perform
prediction. Instead, each experiment has a di�erent ntree
parameter, which is the number of trees in random forests.
It means that tree generation process iterates 20, 50, and 100
times.

�e value of SVC with �tree = 100 in Table 7
changes rather than other values of SVC. Since random forest
constructs trees randomly and uses only sampled trees to
their classi	cation, there are sparse coalitions that are not
constructed from the model and have no contribution to the
classi	cation result. However, when it comes to calculating
the contribution of each variable, we have to consider all
cases of a coalition even though it has no contribution.�ose
coalitions are considered as dummy players, so we assign 0
payo� due to the axiom.When the number of trees got bigger,
the number of dummy player coalitions which have no value
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Figure 10: �e boxplot of variable impacts in MDI.

also increased. Finally, since we average all values of coalition
to calculate SVC, the value of SVC is decreased.

As we mentioned before, RM and LSTAT are notably the
most important variable in Boston house price prediction.
Regardless of the number of the tree trained by random
forests, RM and LSTAT are on the highest ranking. Also,
we can see the result of our proposed method, which refers
to Shapley Value-based Calculation, the highest ranking
maintains the same as MDI and MDA.

We 	gure out that our proposed method solves the mul-
ticollinearity issue in biased variable impact measurement in
MDI and MDA. Table 6 shows that the variable impact of
INDUS, NOX, and TAX is almost similar in MDI. In the
case of MDA, the variable impact of NOX is relatively low
compared to INDUS or TAX. Still, the impact of those three
variables is on average, which means three variables are all
considered as a split criterion in random forests.

On the other hand, our proposed method reduces the
possible multicollinearity problem. When �tree = 20, the
impact of INDUS and TAX is close to zero. NOX has the
variable impact as 0.057. �e SVC only consider NOX as a
split criterion in prediction and decide not to distribute an
evident impact to INDUS and TAX since they are highly
correlated to each other. Even when �tree = 50 or �tree =100, the result of Shapley Value-based method shows that the
variable impact of INDUS is zero.

�e result of Shapley Value-based method is that the
variable impact of CHAS is zero. CHAS refers to Charles
River dummy variable. �e variable seems relevant in both
MDI and MDA for the lowest variable impact. So far it is
possible to eliminate CHAS variable as a dummy variable
which does not contribute to any prediction. For a null player
with no contribution, it is the result of the axiom of the
Shapley Value that the payo� is not distributed.

Table 8: Coherent ranking based on SVC.

Rank Variable coalition Value

1 {RM} 2.6902

2 {RM,TAX, LSTAT} 0.7613

3 {RM,CRIM, LSTAT} 0.5866

4 {RM, LSTAT} 0.5694

5 {LSTAT} 0.4391

6 {RM,DIS, LSTAT} 0.3147

7 {RM, INDUS} 0.2797

8 {RM,CRIM,AGE, LSTAT} 0.2589

9 {RM, INDUS,AGE, LSTAT} 0.2438

10 {RM,DIS} 0.2247

Figure 10 shows the boxplot graph of the variable impact
of MDI. �e graph (a) shows all the variable impacts of
Boston Housing Data and graph (b) shows only the minor
variables. Since RM and LSTAT have a major impact on
prediction, the possible variance of minor variables can be
omitted on graph (b). Figure 11 shows the boxplot graph of
MDA and Figure 12 shows the boxplot graph of SVC.

However, our proposed method reveals the limitation in
the experiment that SVC method provides highly unstable
variable impacts rather than other techniques. �e 
uctu-
ation of the range of variable impact seems to distract the
experiment result. However, the average variable impact of
SVC methods shows better importance than other tech-
niques.

Table 8 shows the comparison of highly correlated vari-
ables TAX and INDUS whose impacts are calculated by
each variable impact measuring technique. Even though the
variance of Shapley Value-based method is the largest, the
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Figure 11: �e boxplot of variable impacts in MDA.
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Figure 12: �e boxplot of variable impacts in SVC.

mean value is meaningful. We 	nd that multicollinearity
issue is solved by the variable impacts of INDUS and TAX
calculated with Shapley Value method.

6. Conclusion

In this paper, we proposed amethod tomeasure the in
uence
of variables using Shapley Value method in random forest
algorithm. One of the existing methods for measuring the
classi	cation impact of variables is the Mean Decrease Impu-
rity technique, which uses Gini coe�cients to determine
the in
uence of variables through data impurity reduction.

�eother is theMeanDecreaseAccuracymethod, which lim-
its the in
uence of classi	cation by calculating the di�erence
in the prediction accuracy of the changing data by permitting
the variable. Both indicators are commonly used to measure
the classi	cation impact of variables using real data.

Our proposed approach performs better than other
approaches for two main reasons. First, our approach tries
to solve the multicollinearity problem in other techniques.
In the previous approach, the variable impact calculation was
less accurate because of the correlated variables. In this paper,
we proposed Shapley Value-based approach so that the payo�
is fairly distributed by its contribution among variables.



12 Wireless Communications and Mobile Computing

Second, our approach considers not only the impact of the
individual variable but also the impact of the group of vari-
ables. �ere are synergies between variables which perform
e�ectively when those are combined. Previous approaches
did not consider the impact of the group. However, in this
paper, we would like to consider the impacts of the group so
that we can inspect the synergies between variables.

�rough this research, we have made the following three
contributions. First, this paper presents the problems of
existing techniques for 	nding the in
uence of variable
classi	cation using the random forest and tries to solve it by
combining Shapley Value of economics theory. As Shapley
Value is applied to a variety of machine learning or data
mining algorithms, it is the 	rst study to incorporate the
Shapley Value of economics theory to measure the exact
classi	cation impact of random forests. Second, we can
obtain the priority of the variables that a�ect the accuracy
of the classi	cation result through the proposed method.
�e proposed method improves the accuracy of random
forest prediction based on this priority. Finally, this research
improves the analytical power of the black box model.
�e interpretation of variable importance is critical in the
classi	cation problem. Our proposed method is suitable
for measuring variable impact in black box model such as
random forest. Furthermore, the algorithm is applicable in
mobile cloud computing environment.

In future work, we will conduct the experiments with sev-
eral di�erent data. Moreover, we will research about reducing
the complexity so that we could improve the performance
of variable impacts measuring techniques based on Shapley
Value.

Notations

(i) �e Notation of Cooperative Game�eory [12]

�: Player willing to participate in cooperative game�: Total set of � players : Coalition of the players who share common payo�
V( ): A payo� that players gain from the coalition.

(ii) �e Description of Boston Housing Data [11]

CRIM: Per capita crime rate by town
ZN: �e proportion of residential land zoned

for lots over 25,000 sq.�.
INDUS: Proportion of nonretail business acres per

town
CHAS: Charles River dummy variable (=1 if tract

bounds; 0 otherwise)
NOX: Nitric oxides concentration (parts per 10

million)
RM: Average number of rooms per dwelling
AGE: Proportion of owner-occupied units built

prior to 1940
DIS: Weighted distances to 	ve Boston

employment centers
RAD: Index of accessibility to radial highways

TAX: Full-value property-tax rate per $10,000
PTRATIO: Pupil-teacher ratio by town

BLACK: 1000($� − 0.63)2, where $� is the
proportion of blacks by town

LSTAT: % lower status of the population
MEDV: Median value of owner-occupied homes in

$1000.
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