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#### Abstract

We consider estimation problems, in which the estimand, $X$, and observation, $Y$, take values in measurable spaces. Regular conditional versions of the forward and inverse Bayes formula are shown to have dual variational characterizations involving the minimization of apparent information and the maximization of compatible information. These both have natural informationtheoretic interpretations, according to which Bayes' formula and its inverse are optimal information processors. The variational characterization of the forward formula has the same form as that of Gibbs measures in statistical mechanics. The special case in which $X$ and $Y$ are diffusion processes governed by stochastic differential equations is examined in detail. The minimization of apparent information can then be formulated as a stochastic optimal control problem, with cost that is quadratic in both the control and observation fit. The dual problem can be formulated in terms of infinite-dimensional deterministic optimal control. Local versions of the variational characterizations are developed which quantify information flow in the estimators. In this context, the information conserving property of Bayesian estimators coincides with the Davis-Varaiya martingale stochastic dynamic programming principle.
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1. Introduction. This article investigates a variational formulation of Bayesian estimation with a natural information-theoretic interpretation. The two "directions" of an abstract Bayes formula (likelihood function to posterior distribution and viceversa) are given variational representations. The forward representation involves the minimization of apparent information of probability measures on the space of the estimand. This apparent information is made up of two parts: the information gain of the measure over the prior distribution for the estimand and a residual term representing the information value of the observation, complementary to this. The apparent information of probability measures is greater than or equal to the total information in the observation, with equality if and only if the measure is the posterior distribution of the estimand. Thus the (forward) Bayes formula can be thought of as an optimal "information processor" in that it balances input and output information. Suboptimal processors appear to have access to more information than there is in the observation. The variational representation of the inverse Bayes formula involves the maximization

[^0]of compatible information of likelihood functions on the space of the estimand. This is defined to be the difference between the information in an unspecified observation associated with the likelihood function and that part of this information complementary to the (given) posterior distribution. The compatible information of likelihood functions is less than or equal to the information gain of the posterior distribution over the prior, with equality if and only if the likelihood function is equivalent to that provided by the inverse Bayes formula. Once again, the inverse Bayes formula can be thought of as an optimal processor, balancing input and output information. However, in this case, rather than appearing to have an additional source of information, suboptimal processors lose (or fail to make use of) part of the input information.

In section 2, the estimand, $X$, and the observation, $Y$, of the Bayesian problem are supposed to take values in Borel spaces $(\mathbf{X}, \mathcal{X})$ and $(\mathbf{Y}, \mathcal{Y})$, respectively. The starting point is a "regular conditional" version of the Bayes formula. In section 3, the results are specialized to the estimation of diffusion processes with partial observations. In that context, the regular conditional probability distribution can be chosen to be continuous in the observations. It also has the key property of being Markovian. This means that the family of measures over which apparent information is minimized can be restricted to the distributions of the process $X$ when a "finite energy" feedback control is applied through the drift coefficient. Thus, in this case, the minimization of apparent information can be interpreted in terms of a problem in stochastic optimal control. This is explored in section 4.

The dual variational problem for diffusion processes is developed in section 5. One interpretation of it is as a problem in infinite-dimensional deterministic optimal control. The optimal trajectory of the dual problem is a "likelihood filter" for the process $X$ in reversed time, from which the corresponding nonlinear filter can be found. This gives a new interpretation to a connection between an optimal control problem in one time direction and a nonlinear filter in the other which was made for nondegenerate diffusions in [6] via the Hopf transformation and used to give existence and uniqueness results for the unnormalized conditional density equation with unbounded observations. The results of sections 3-5 are established under fairly weak conditions. In particular, they include the case of degenerate diffusions.

In the context of estimators for diffusion processes, there is a "local" version of the variational formulations which characterizes flow rates of information and shows that Bayesian processors are conservative in the sense that they balance input and output flow rates. This is the subject of section 6 .

A variational representation of the Fokker-Planck equation for diffusion processes is discussed in [10]. This involves the minimization of the "energy" of drift coefficients over those that give rise to a particular set of marginal densities. There, as here, the modification of the drift coefficient can be interpreted as the application of a control term, which re-expresses the variational problem as one in optimal control. The two problems are somewhat different though. In particular, the controls admitted in [10] give rise to mutually singular transition probabilities, which are certainly not permitted in the present context.

A preliminary account of some of the results herein was reported in [11].
2. A variational formulation of Bayesian estimation. Let $(\Omega, \mathcal{F}, P)$ be a probability space, $(\mathbf{X}, \mathcal{X})$ and $(\mathbf{Y}, \mathcal{Y})$ Borel spaces, and $X: \Omega \rightarrow \mathbf{X}$ and $Y: \Omega \rightarrow \mathbf{Y}$ measurable mappings with distributions $P_{X}, P_{Y}$, and $P_{X Y}$ on $\mathcal{X}, \mathcal{Y}$, and $\mathcal{X} \times \mathcal{Y}$,
respectively. Suppose that
(H1) there exists a $\sigma$-finite (reference) measure, $\lambda_{Y}$, on $\mathcal{Y}$ such that $P_{X Y} \ll P_{X} \otimes$ $\lambda_{Y}$. (This could be $P_{Y}$ itself.)
Let $Q: \mathbf{X} \times \mathbf{Y} \rightarrow[0, \infty)$ be a version of the associated Radon-Nikodym derivative, and

$$
\begin{equation*}
\overline{\mathbf{Y}}=\left\{y \in \mathbf{Y}: 0<\int_{\mathbf{X}} Q(x, y) P_{X}(d x)<\infty\right\} ; \tag{2.1}
\end{equation*}
$$

then $\overline{\mathbf{Y}} \in \mathcal{Y}$ and $P_{Y}(\overline{\mathbf{Y}})=1$. Let $H: \mathbf{X} \times \mathbf{Y} \rightarrow(-\infty,+\infty]$ be defined by

$$
\begin{equation*}
H(x, y)=-\log (Q(x, y)) \quad \text { if } y \in \overline{\mathbf{Y}} \tag{2.2}
\end{equation*}
$$

0 otherwise;
then $P_{X \mid Y}: \mathcal{X} \times \mathbf{Y} \rightarrow[0,1]$, defined by

$$
\begin{equation*}
P_{X \mid Y}(A, y)=\frac{\int_{A} \exp (-H(x, y)) P_{X}(d x)}{\int_{\mathbf{X}} \exp (-H(x, y)) P_{X}(d x)}, \tag{2.3}
\end{equation*}
$$

is a regular conditional probability distribution for $X$ given $Y$; i.e., $P_{X \mid Y}(\cdot, y)$ is a probability measure on $\mathcal{X}$ for each $y$, $P_{X \mid Y}(A, \cdot)$ is $\mathcal{Y}$-measurable for each $A$, and $P_{X \mid Y}(A, Y)=P(X \in A \mid Y)$ a.s.
Equations (2.1)-(2.3) constitute an "outcome-by-outcome" abstract Bayes formula, yielding a posterior probability distribution for $X$ for each outcome of $Y$. Of course, for any $y$ belonging to a set of $P_{Y}$-measure zero, $P_{X \mid Y}(\cdot, y)$ depends on the choice of version of the Radon-Nikodym derivative $Q$. However, in particular examples, we can often find a version such that $P_{X \mid Y}(A, \cdot)$ is continuous for each $A \in \mathcal{X}$.

Let $\mathcal{P}(\mathcal{X})$ be the set of probability measures on $(\mathbf{X}, \mathcal{X})$ and $\mathcal{H}(\mathbf{X})$ the set of $(-\infty,+\infty]$-valued, measurable functions on the same space. For $\tilde{P}_{X}, \hat{P}_{X} \in \mathcal{P}(\mathcal{X})$, and $\tilde{H} \in \mathcal{H}(\mathbf{X})$, we define

$$
\begin{align*}
h\left(\tilde{P}_{X} \mid \hat{P}_{X}\right)= & \int_{\mathbf{X}} \log \left(\frac{d \tilde{P}_{X}}{d \hat{P}_{X}}\right) d \tilde{P}_{X} \quad \text { if } \tilde{P}_{X} \ll \hat{P}_{X} \text { and the integral exists, } \\
& +\infty \quad \text { otherwise } ;  \tag{2.4}\\
i(\tilde{H})= & -\log \left(\int_{\mathbf{X}} \exp (-\tilde{H}) d P_{X}\right) \quad \text { if } 0<\int_{\mathbf{X}} \exp (-\tilde{H}) d P_{X}<\infty  \tag{2.5}\\
& -\infty \quad \text { otherwise } ; \\
\left\langle\tilde{H}, \tilde{P}_{X}\right\rangle= & \int_{\mathbf{X}} \tilde{H} d \tilde{P}_{X} \quad \text { if the integral exists, }  \tag{2.6}\\
& +\infty \quad \text { otherwise. }
\end{align*}
$$

It is well known that the relative entropy $h\left(\tilde{P}_{X} \mid \hat{P}_{X}\right)$ can be interpreted as the $i n$ formation gain of the probability measure $\tilde{P}_{X}$ over $\hat{P}_{X}$. In fact, any version of $-\log \left(d \tilde{P}_{X} / d \hat{P}_{X}\right)$ is a generalization of the Shannon information for $X$. For almost all $x$, it is a measure of the "relative degree of surprise" in the outcome $X=x$ for the two distributions $\tilde{P}_{X}$ and $\hat{P}_{X}$. Thus $h\left(\tilde{P}_{X} \mid \hat{P}_{X}\right)$ is the average reduction in the degree of surprise in this outcome arising from the acceptance of $\tilde{P}_{X}$ as the distribution for $X$, rather than $\hat{P}_{X}$.

If we interpret $\exp (-\tilde{H})$ as a likelihood function for $X$, associated with some (unspecified) observation, then $\tilde{H}(x)$ is the "residual degree of surprise" in that observation if we already know that $X=x$, and $i(\tilde{H})$ is the "total degree of surprise" in that observation, i.e., the information in the unspecified observation, if all we know about $X$ is its prior $P_{X}$. In what follows we shall call $\tilde{H}(X)$ the $X$-conditional information in the unspecified observation and $i(\tilde{H})$ the information in that observation. (Of course, $H(X, y)$ and, respectively, $i(H(\cdot, y))$ are the $X$-conditional information and the information in the observation that $Y=y$.)

Proposition 2.1. Suppose that (H1) is satisfied, and $H$ and $P_{X \mid Y}$ are as defined above. Then for any $y$ such that

$$
\begin{align*}
& -\int_{\mathbf{X}} H(x, y) \exp (-H(x, y)) P_{X}(d x)<\infty, \quad(\text { where }+\infty \exp (-\infty)=0),  \tag{2.7}\\
& \text { (i) } \quad i(H(\cdot, y))=\min _{\tilde{P}_{X} \in \mathcal{P}(\mathcal{X})}\left\{h\left(\tilde{P}_{X} \mid P_{X}\right)+\left\langle H(\cdot, y), \tilde{P}_{X}\right\rangle\right\} ;  \tag{2.8}\\
& \text { (ii) } \quad h\left(P_{X \mid Y}(\cdot, y) \mid P_{X}\right)=\max _{\tilde{H} \in \mathcal{H}(\mathbf{X})}\left\{i(\tilde{H})-\left\langle\tilde{H}, P_{X \mid Y}(\cdot, y)\right\rangle\right\} ; \tag{ii}
\end{align*}
$$

(iii) $P_{X \mid Y}(\cdot, y)$ is the unique minimizer in (2.8);
(iv) if $H^{*}$ is a maximizer in (2.9), then there exists a real constant $K$ such that

$$
H^{*}(X)=H(X, y)+K \quad \text { a.s. }
$$

Proof. If $y \in \overline{\mathbf{Y}}$ and (2.7) holds, then $h\left(P_{X \mid Y}(\cdot, y) \mid P_{X}\right)<\infty, i(H(\cdot, y))>-\infty$, and $H(\cdot, y) \in L_{1}\left(P_{X \mid Y}(\cdot, y)\right)$. This is also true if $y \notin \overline{\mathbf{Y}}$ since, in that case, $H(\cdot, y)=$ 0 and $P_{X \mid Y}(\cdot, y)=P_{X}$. Thus it is clear that the minimum in (2.8) is less than $+\infty$, and the maximum in (2.9) is greater than $-\infty$.

Suppose that, for $\tilde{P}_{X} \in \mathcal{P}(\mathcal{X}), h\left(\tilde{P}_{X} \mid P_{X}\right)<\infty$ and $H(\cdot, y) \in L_{1}\left(\tilde{P}_{X}\right)$. It readily follows that $\tilde{P}_{X} \ll P_{X \mid Y}(\cdot, y)$, so that

$$
h\left(\tilde{P}_{X} \mid P_{X}\right)=\int_{\mathbf{X}}\left(\log \left(\frac{d \tilde{P}_{X}}{d P_{X \mid Y}}(x, y)\right)+\log \left(\frac{d P_{X \mid Y}}{d P_{X}}(x, y)\right)\right) \tilde{P}_{X}(d x),
$$

and

$$
\begin{equation*}
h\left(\tilde{P}_{X} \mid P_{X}\right)+\left\langle H(\cdot, y), \tilde{P}_{X}\right\rangle=i(H(\cdot, y))+h\left(\tilde{P}_{X} \mid P_{X \mid Y}(\cdot, y)\right) . \tag{2.10}
\end{equation*}
$$

It is easy to show that, for any $\tilde{P}_{X} \in \mathcal{P}(\mathcal{X})$, the relative entropy functional $h\left(\cdot \mid \tilde{P}_{X}\right)$ is nonnegative, evaluates to zero at $\tilde{P}_{X}$, and is strictly convex on the subset of $\mathcal{P}(\mathcal{X})$ for which it is finite. This establishes parts (i) and (iii).

Suppose now that, for $\tilde{H} \in \mathcal{H}(\mathbf{X}), i(\tilde{H})>-\infty$ and $\tilde{H} \in L_{1}\left(P_{X \mid Y}(\cdot, y)\right)$. Let $\tilde{P}_{X}$ be defined by (2.3) with $\tilde{H}$ replacing $H(\cdot, y)$. It readily follows that $P_{X \mid Y}(\cdot, y) \ll \tilde{P}_{X}$, and so

$$
\begin{aligned}
i(\tilde{H})-\tilde{H}(X) & =\log \left(\frac{d \tilde{P}_{X}}{d P_{X}}(X)\right) \\
& =\log \left(\frac{d P_{X \mid Y}}{d P_{X}}(X, y)\right)-\log \left(\frac{d P_{X \mid Y}}{d \tilde{P}_{X}}(X, y)\right) .
\end{aligned}
$$

Thus

$$
\begin{equation*}
i(\tilde{H})-\left\langle\tilde{H}, P_{X \mid Y}(\cdot, y)\right\rangle=h\left(P_{X \mid Y}(\cdot, y) \mid P_{X}\right)-h\left(P_{X \mid Y}(\cdot, y) \mid \tilde{P}_{X}\right) \tag{2.11}
\end{equation*}
$$

Suppose that there is a set $A \in \mathcal{X}$ for which $P_{X \mid Y}(A, y)=0$ but $\tilde{P}_{X}(A)>0$. Let $\tilde{P}_{X}^{\prime}$ be defined by

$$
\tilde{P}_{X}^{\prime}(B)=\left(\tilde{P}_{X}\left(A^{C}\right)\right)^{-1} \tilde{P}_{X}\left(A^{C} \cap B\right) \quad \text { for all } B \in \mathcal{X}
$$

Then $h\left(P_{X \mid Y}(\cdot, y) \mid \tilde{P}_{X}^{\prime}\right)<h\left(P_{X \mid Y}(\cdot, y) \mid \tilde{P}_{X}\right)$, and so any maximizer in (2.11) must be absolutely continuous with respect to $P_{X \mid Y}(\cdot, y)$. It is easy to show that, for any $\tilde{P}_{X} \in \mathcal{P}(\mathcal{X})$, the relative entropy functional $h\left(\tilde{P}_{X} \mid \cdot\right)$ is nonnegative, evaluates to zero at $\tilde{P}_{X}$, and is strictly convex on the subset of $\mathcal{P}(\mathcal{X})$ consisting of measures that are absolutely continuous with respect to $\tilde{P}_{X}$. This establishes parts (ii) and (iv).

Remark 1. If the mutual information between $X$ and $Y$ is finite,

$$
\begin{equation*}
\int_{\mathbf{X} \times \mathbf{Y}} \log \left(\frac{d P_{X Y}}{d\left(P_{X} \otimes P_{Y}\right)}\right) d P_{X Y}<\infty \tag{2.12}
\end{equation*}
$$

then there exists a version of $Q$ for which (2.7) is satisfied for all $y$.
Remark 2. Proposition 2.1 is a special case of an energy-entropy duality that plays a major role in statistical physics and in the theory of large deviations. More general results of this nature are widely available in the literature. (See, for example, [5].) Our aim in this section is to provide an information-theoretic interpretation of the result in the Bayesian context. The simple proof we provide here makes use of the special nature of that context.

Parts (i) and (ii) of Proposition 2.1 both concern the processing of information over and above that in the prior $P_{X}$. In part (i), the source of additional information is the observation that $Y=y$. The abstract Bayes formula extracts the part of this information pertinent to $X, h\left(P_{X \mid Y}(\cdot, y) \mid P_{X}\right)$, and leaves the residual information, $\left\langle H(\cdot, y), P_{X \mid Y}(\cdot, y)\right\rangle$. One can think of the input information as being held in the likelihood function, $\exp (-H(\cdot, y))$, and the extracted information as being held in the distribution, $P_{X \mid Y}(\cdot, y)$. An arbitrary estimation procedure that postulates $\tilde{P}_{X}$ as a "postobservation" distribution for $X$ appears to have access to additional information, in that it yields an information gain on $X$ of $h\left(\tilde{P}_{X} \mid P_{X}\right)$, and a residual information of $\left\langle H(\cdot, y), \tilde{P}_{X}\right\rangle$. The sum of these two terms (the term in brackets on the right-hand side of $(2.8))$ is strictly greater than the actual information available, $i(H(\cdot, y))$, unless $\tilde{P}_{X}=P_{X \mid Y}(\cdot, y)$. We shall call it the apparent information of the estimator $\tilde{P}_{X}$. (Implicit in the interpretation of $h\left(\tilde{P}_{X} \mid P_{X}\right)$ as an information gain is the assumption that $\tilde{P}_{X}$ represents a rational belief about $X$ given the prior and some additional knowledge, such as an observation.)

In part (ii), the source of additional information is the posterior distribution, $P_{X \mid Y}(\cdot, y)$. The aim now is to postulate an observation (with likelihood function $\exp (-\tilde{H}))$ which would give rise to this distribution. The input information here, $h\left(P_{X \mid Y}(\cdot, y) \mid P_{X}\right)$, is merged with the residual information of the postulated observation, $\left\langle\tilde{H}, P_{X \mid Y}(\cdot, y)\right\rangle$, and the result is greater than or equal to the total information in the postulated observation, $i(\tilde{H})$, with equality if and only if the observation is compatible with $P_{X \mid Y}(\cdot, y)$ in the sense of part (iv) of the proposition. The term in brackets on the right-hand side of (2.9) can be thought of as that part of the information in the postulated observation compatible with $P_{X \mid Y}(\cdot, y)$. We shall call it the
compatible information of the likelihood function $\exp (-\tilde{H})$. Another interpretation is that the input information, $h\left(P_{X \mid Y}(\cdot, y) \mid P_{X}\right)$, is processed to produce compatible information resulting in a net loss of information except when the processor is optimal.

Throughout the rest of the paper, the apparent information and compatible information will be denoted by $F\left(\tilde{P}_{X}, y\right)$ and $G(\tilde{H}, y)$, i.e.,

$$
\begin{align*}
F\left(\tilde{P}_{X}, y\right) & =h\left(\tilde{P}_{X} \mid P_{X}\right)+\left\langle H(\cdot, y), \tilde{P}_{X}\right\rangle  \tag{2.13}\\
G(\tilde{H}, y) & =i(\tilde{H})-\left\langle\tilde{H}, P_{X \mid Y}(\cdot, y)\right\rangle \tag{2.14}
\end{align*}
$$

As (2.10) and (2.11) show, the minimization of $F$ is equivalent to the minimization of the information excess of the estimator $\tilde{P}_{X}, h\left(\tilde{P}_{X} \mid P_{X \mid Y}(\cdot, y)\right)$, and the maximization of $G$ is equivalent to the minimization of the information deficit of the likelihood function $\exp (-\tilde{H}), h\left(P_{X \mid Y}(\cdot, y) \mid \tilde{P}_{X}\right)$. In fact (as was pointed out by an anonymous referee), these interpretations still hold in the absence of (2.7). However, in not identifying the source information or the extracted information, they do not show the information processing aspects of Bayesian estimation in quite the same way as the quantities $F$ and $G$. Moreover, $F$ and $G$ make clear the compromises involved in Bayesian estimation. Part (i) of the proposition shows how $P_{X \mid Y}(\cdot, y)$ compromises between being close to the prior $P_{X}$ and fitting with the observation $Y=y$, whereas part (ii) shows how $H(\cdot, y)$ (or its equivalents) compromise between holding a lot of information but not too much residual information.

Of course it is possible to give other variational characterizations of $P_{X \mid Y}(\cdot, y)$. For example, one could consider it as the minimizer of the total variation norm of the difference measure $\tilde{P}_{X}-P_{X \mid Y}(\cdot, y)$. However, such characterizations lack the information-theoretic interpretation discussed above: $F$ and $G$ are natural error measures for suboptimal estimation procedures. The characterization (2.8) could be used as a basis for approximations. For example, we may wish to approximate a posterior distribution by a discrete law on a finite partition of $\mathbf{X}$. The size of the partition may be fixed, but we may be able to choose the law and the details of the partition by means of a finite number of parameters. The characterization (2.8) could form the basis of an optimization with respect to this set of parameters. Similarly, the characterization (2.9) could be used as a basis for the study of modeling errors, in that it shows the information loss arising from the use of an incorrect likelihood function. Since the use of an incorrect prior, $P_{X}^{e}$ (with $P_{X}^{e} \ll P_{X}$ ), with a Bayesian procedure is equivalent to the use of the incorrect likelihood function

$$
\exp \left(-H^{e}(\cdot, y)\right)=\exp (-H(\cdot, y)) \frac{d P_{X}^{e}}{d P_{X}}
$$

(2.9), with $\tilde{H}=H^{e}(\cdot, y)$, also shows the information loss arising through the use of an incorrect prior. Furthermore, if there were any uncertainty in the likelihood function or the prior, the resulting information loss could be studied by means of game-theoretic methods.

Proposition 2.1 is an instance of a Legendre-type transform between the relative entropy of probability measures and the logarithm of the exponential moment of realvalued random variables. A similar transform occurs in the characterization of Gibbs measures in statistical mechanics [8]. In that context, $(\mathbf{X}, \mathcal{X})$ is the configuration space of a physical system (the Cartesian product of a number, $N$, of identical spaces), $H$ is a Hamiltonian representing the energies of the configurations, and $F$ is the free energy
of the probability measure $\tilde{P}_{X}$ with respect to the reference measure, $P_{X}$, and $H$. A Gibbs measure represents a thermodynamic state of the system in thermodynamic equilibrium. If $N$ is finite, then there is only one Gibbs measure, and it takes the form (2.3). Gibbs theory comes into its full richness only when $N$ is infinite, in which case there may be multiple Gibbs measures, and formulae such as (2.3) are no longer appropriate. However, variational characterizations are. We note that the Bayesian estimator can be seen to compromise between being close to the prior and fitting with the observation in exactly the same way that a thermodynamic system in equilibrium compromises between maximizing entropy and minimizing average energy.
3. Path estimators. The techniques of section 2 are specialized here for the case in which the estimand, $X$, and observation, $Y$, are, respectively, continuous $\mathbb{R}^{n}$ and $\mathbb{R}^{d}$-valued processes governed by the following Itô integral equations:

$$
\begin{align*}
X_{t} & =X_{0}+\int_{0}^{t} b\left(X_{s}, s\right) d s+\int_{0}^{t} \sigma\left(X_{s}, s\right) d V_{s} \quad \text { for } 0 \leq t \leq T,  \tag{3.1}\\
X_{0} & \sim \mu, \\
Y_{t} & =\int_{0}^{t} g\left(X_{s}\right) d s+W_{t} \quad \text { for } 0 \leq t \leq T, \tag{3.2}
\end{align*}
$$

where $X_{t}, V_{t} \in \mathbb{R}^{n}, \mu$ is a law on $\left(\mathbb{R}^{n}, \mathcal{B}^{n}\right), Y_{t}, W_{t} \in \mathbb{R}^{d}$, and $b, \sigma$, and $g$ are measurable mappings. Under suitable regularity conditions, these equations will be unique in law and have a weak solution $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right), P,(V, W),(X, Y)\right)$, i.e., a filtered probability space supporting an $(n+d)$-dimensional Brownian motion $(V, W)$ and an $(n+d)$-dimensional semimartingale $(X, Y)$ such that (3.1) and (3.2) are satisfied for all $t$. The abstract spaces $(\mathbf{X}, \mathcal{X})$ and $(\mathbf{Y}, \mathcal{Y})$ of section 2 now become the spaces $\left(C\left([0, T] ; \mathbb{R}^{n}\right), \mathcal{B}_{T}\right)$ and $\left(C\left([0, T] ; \mathbb{R}^{d}\right), \mathcal{B}_{T}\right)$ of continuous functions, topologized by the uniform norm. We continue to use the notation $(\mathbf{X}, \mathcal{X})$ and $(\mathbf{Y}, \mathcal{Y})$, though, for the sake of brevity.

Let $\lambda_{Y}$ be Wiener measure on $(\mathbf{Y}, \mathcal{Y})$. Under suitable conditions on $\mu, b, \sigma$, and $g$, we might expect (H1) to be satisfied and the mutual information, $\mathbf{E} \log \left(d P_{X Y} / d\left(P_{X} \otimes\right.\right.$ $\left.\lambda_{Y}\right)(X, Y)$ ), to be finite. This will allow us to proceed as in section 2 to construct a function $H$ on $X \times Y$, and a corresponding regular conditional probability, $P_{X \mid Y}$, such that (2.7) holds for all $y$. Furthermore, if we can show that $P_{X \mid Y}(\cdot, y) \sim P_{X}$, then we shall be able to construct a continuous strictly positive martingale $M_{y}$ on $\Omega$ such that

$$
M_{y, t}=\mathbf{E}\left(\left.\frac{d P_{X \mid Y}(\cdot, y)}{d P_{X}}(X) \right\rvert\, \mathcal{F}_{t}^{X}\right) \quad \text { for } 0 \leq t \leq T
$$

where $\left(\mathcal{F}_{t}^{X}\right)$ is the filtration generated by the process $X$. It will then follow from the Cameron-Martin-Girsanov theory that

$$
\begin{equation*}
M_{y, t}=M_{y, 0} \exp \left(\int_{0}^{t} U_{y, s}^{\prime}\left(d X_{s}-b\left(X_{s}, s\right) d s\right)-\frac{1}{2} \int_{0}^{t}\left|\sigma\left(X_{s}, s\right)^{\prime} U_{y, s}\right|^{2} d s\right) \tag{3.3}
\end{equation*}
$$

for some progressively measurable $\mathbb{R}^{n}$-valued process $U_{y}$. $P_{X \mid Y}(\cdot, y)$ will then be the distribution of a controlled process, $X_{y}$, satisfying an equation like (3.1), but with a different initial law and with a control term, $\sigma \sigma^{\prime}\left(X_{s}, s\right) U_{y, s}$, entering the drift coefficient. The use of the progressively measurable control $\tilde{U}$ instead of $U_{y}$ will result in a process $\tilde{X}$ having a distribution whose apparent information relative to
$\left(P_{X}, H(\cdot, y)\right)$ is greater than or equal to that of $X_{y}$. Thus, at least in part, the variational characterization of section 2 will become a problem in stochastic optimal control.

We might also expect $P_{X \mid Y}(\cdot, y)$ to be Markov (at least for almost all $y$ ), in which case it will be appropriate to restrict admissible controls $\tilde{U}$ to feedback controls of the form $u\left(\tilde{X}_{t}, t\right)$. It should also then be possible to define regular conditional transition probabilities for $P_{X \mid Y}$. With this in mind, let $\left(\chi_{t}, 0 \leq t \leq T\right)$ be the coordinate process on $\mathbf{X}$, and

$$
\begin{equation*}
\mathcal{X}_{s}^{t}=\sigma\left(\chi_{r}, s \leq r \leq t\right) \quad \text { for } 0 \leq s \leq t \leq T \tag{3.4}
\end{equation*}
$$

We should be able to construct regular conditional probabilities

$$
P_{X \mid Y}^{s+}: \mathcal{X}_{s}^{T} \times \mathbb{R}^{n} \times C\left([s, T] ; \mathbb{R}^{d}\right) \rightarrow[0,1]
$$

such that, for all $A \in \mathcal{X}_{s}^{T}$,

$$
\begin{equation*}
P_{X \mid Y}(A, y)=\int_{R^{n}} P_{X \mid Y}^{s+}\left(A, z,\left(y_{t}-y_{s}, s \leq t \leq T\right)\right) P_{X \mid Y}\left(\chi_{s}^{-1}(d z), y\right) \tag{3.5}
\end{equation*}
$$

These will have variational characterizations in terms of the corresponding regular conditional probabilities for the prior, $P_{X}$, and appropriately constructed likelihood functions. This will lead toward a localized version of the results of section 2.

In what follows, we develop the above ideas in a rigorous manner. We do this by placing constraints on $b$ and $\sigma$ such that (3.1) has a strong solution and then use the techniques of stochastic flows. This has the advantage that we are able to include problems with degenerate diffusion coefficients, which are important in many areas of application. (In fact our approach also applies to some problems not satisfying a hypoellipticity condition.)

The constraints we place on $\mu, b, \sigma$, and $g$ also fit well with Clark's robustness ideas (see [2]). These lead to an explicit function $H$ and corresponding regular conditional probability, $P_{X \mid Y}$, that is Markov for every $y$. They also admit unbounded observation functions $g$, which are needed in the linear case.

We suppose that $\mu, b, \sigma$, and $g$ satisfy the following technical conditions:
(H2) there exists an $\epsilon>0$ such that

$$
\int_{\mathbb{R}^{n}} \exp \left(\epsilon|z|^{2}\right) \mu(d z)<\infty
$$

(H3) $\sigma$ is bounded, and $b$ and $\sigma$ are uniformly Lipschitz continuous on compact sets and differentiable with respect to the components of $z$, the derivatives being continuous and bounded;
(H4) $g$ has continuous first, second, and third derivatives, and there exist $C<\infty$ and $\alpha<\infty$ such that for all $z \in \mathbb{R}^{n}$

$$
\begin{aligned}
\sum_{i}\left|\frac{\partial g}{\partial z_{i}}(z)\right| & \leq C \\
\sum_{i, j}\left|\frac{\partial^{2} g}{\partial z_{i} \partial z_{j}}(z)\right| & \leq C(1+|z|) \\
\text { and } \quad \sum_{i, j, k}\left|\frac{\partial^{3} g}{\partial z_{i} \partial z_{j} \partial z_{k}}(z)\right| & \leq C\left(1+|z|^{\alpha}\right) .
\end{aligned}
$$

It follows from (H3) that (3.1) has a strong solution $\Phi: \mathbb{R}^{n} \times \mathbf{X} \rightarrow \mathbf{X}$, so that on the probability space $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right), P, X_{0},(V, W)\right)$ supporting an $\mathbb{R}^{n}$-valued random variable $X_{0}$ with distribution $\mu$, and $(n+d)$-dimensional vector Brownian motion $(V, W)$, independent of $X_{0},\left(X_{t}=\Phi_{t}\left(X_{0}, V\right), \mathcal{F}_{t} ; 0 \leq t \leq T\right)$ is a continuous semimartingale satisfying (3.1). (See, for example, [15].)

It follows from (H2)-(H4) that $\mathbf{E} \int_{0}^{T}\left|g\left(X_{t}\right)\right|^{2} d t<\infty$, and from this and the independence of $X$ and $W$ it follows by standard results (see, for example, [9]) that (H1) is satisfied when the reference measure $\lambda_{Y}$ is the Wiener measure and the RadonNikodym derivative takes the form

$$
\begin{equation*}
\frac{d P_{X Y}}{d\left(P_{X} \otimes \lambda_{Y}\right)}(X, Y)=\exp \left(\int_{0}^{T} g\left(X_{t}\right)^{\prime} d Y_{t}-\frac{1}{2} \int_{0}^{T}\left|g\left(X_{t}\right)\right|^{2} d t\right) \tag{3.6}
\end{equation*}
$$

In order to develop the representations of Proposition 2.1, we first need a version of this that is well defined for all $y$. Under (H2)-(H4) the process $\left(g\left(X_{t}\right), \mathcal{F}_{t}, 0 \leq t \leq T\right)$ is a semimartingale, and so it is possible to "integrate by parts" in (3.6) and define $Q$ as any measurable function such that, for each $y$,

$$
\begin{equation*}
Q(X, y)=\exp \left(y_{T}^{\prime} g\left(X_{T}\right)-\int_{0}^{T} y_{t}^{\prime} d g\left(X_{t}\right)-\frac{1}{2} \int_{0}^{T}\left|g\left(X_{t}\right)\right|^{2} d t\right) \tag{3.7}
\end{equation*}
$$

(See [2] and [3].) It can also be shown (see, for example, [13], [14]) that the resulting regular conditional probability, $P_{X \mid Y}$, is continuous in $y$ in the sense of the topology associated with the convergence of means of bounded measurable functions, that

$$
\begin{equation*}
0<\mathbf{E} Q(X, y)<\infty \quad \text { for all } y \tag{3.8}
\end{equation*}
$$

and that

$$
\begin{equation*}
\mathbf{E} Q(X, y) \log (Q(X, y)) \leq \mathbf{E} Q(X, y)^{2}<\infty \tag{3.9}
\end{equation*}
$$

Thus the set $\overline{\mathbf{Y}}$ of (2.1) can be taken to be the entire space $\mathbf{Y}$ in this case, and (2.7) is satisfied for all $y$. Proposition 2.1 can thus be applied for each $y$, and $H=-\log (Q)$.

We can now split the path estimation problem as suggested by (3.5). For any $z \in \mathbb{R}^{n}$ and any $0 \leq s \leq T$, let $\left(X_{t}^{z, s} ; s \leq t \leq T\right)$ be the solution of (3.1) on the interval $s \leq t \leq T$ with "initial condition" $X_{s}^{z, s}=z$, and let

$$
H_{p}:[0, T] \times[0, T] \times \mathbb{R}^{n} \times \mathbf{X} \times \mathbf{Y} \rightarrow \mathbb{R}
$$

be a measurable function such that

$$
\begin{align*}
H_{p}\left(s, t, z, X^{z, s}, y\right)=- & y_{t}^{\prime} g\left(X_{t}^{z, s}\right)+y_{s}^{\prime} g(z)+\int_{s}^{t} y_{r}^{\prime} d g\left(X_{r}^{z, s}\right)  \tag{3.10}\\
& +\frac{1}{2} \int_{s}^{t}\left|g\left(X_{r}^{z, s}\right)\right|^{2} d r \quad \text { for } 0 \leq s \leq t \leq T
\end{align*}
$$

The fact that such a function exists follows from the "strong solution" hypothesis (H3), as does the decomposition

$$
\begin{equation*}
H(X, y)=H_{p}\left(0, s, X_{0}, X, y\right)+H_{p}\left(s, T, X_{s},\left(X_{t}, s \leq t \leq T\right), y\right) \tag{3.11}
\end{equation*}
$$

$H_{p}(s, t, z, \cdot, \cdot)$ is the equivalent of $H$ for the problem of estimating the path $\left(X_{r}^{z, s}, s \leq\right.$ $r \leq t)$ given the observation $\left(Y_{r}^{z, s}, s \leq r \leq t\right)$, where

$$
Y_{t}^{z, s}=\int_{s}^{t} g\left(X_{r}^{z, s}\right) d r+W_{t}-W_{s} \quad \text { for } s \leq t \leq T
$$

In particular, $H_{p}(s, T, z, \cdot, \cdot)$ is the equivalent of $H$ for the problem of estimating $X^{z, s}$ given $Y^{z, s}$. Let $v(z, s, y)$ be the minimum apparent information for this problem; then, according to Proposition 2.1 (i),

$$
\begin{equation*}
v(z, s, y)=-\log \left(\mathbf{E} \exp \left(-H_{p}\left(s, T, z, X^{z, s}, y\right)\right)\right) \tag{3.12}
\end{equation*}
$$

It now follows that, for any $A \in \mathcal{X}_{0}^{s}$,

$$
\begin{equation*}
P_{X \mid Y}(A, y)=\frac{\mathbf{E} 1_{A}(X) \exp \left(-H_{p}\left(0, s, X_{0}, X, y\right)-v\left(X_{s}, s, y\right)\right)}{\mathbf{E} \exp \left(-H_{p}\left(0, s, X_{0}, X, y\right)-v\left(X_{s}, s, y\right)\right)} \tag{3.13}
\end{equation*}
$$

and from Jensen's inequality and (3.9) it follows that $H_{p}\left(0, s, \chi_{0}, \cdot, y\right)+v\left(\chi_{s}(\cdot), s, y\right)$ satisfies (2.7) for all $s$. So, from Proposition 2.1, the path measure $P_{X \mid Y}$ restricted to $\mathcal{X}_{0}^{s}$ is the unique probability measure on $\mathcal{X}_{0}^{s}$ that minimizes the apparent information

$$
\begin{equation*}
F_{s}\left(\tilde{P}_{X, s}, y\right)=h\left(\tilde{P}_{X, s} \mid P_{X, s}\right)+\left\langle H_{p}\left(0, s, \chi_{0}, \cdot, y\right), \tilde{P}_{X, s}\right\rangle+\left\langle v\left(\chi_{s}, s, y\right), \tilde{P}_{X, s}\right\rangle \tag{3.14}
\end{equation*}
$$

where $P_{X, s}$ is the restriction of $P_{X}$ to $\mathcal{X}_{0}^{s}$. It also easily follows that the minimum apparent information in (3.14) does not depend on $s$.

These arguments show that the variational form of the path estimation problem (3.1), (3.2) can be interpreted in terms of dynamic programming, with value function $v$. For each $s$ we can split the problem into two subproblems: the estimation of $X^{z, s}$ for each $z$ (resulting in a minimum apparent information of $v(z, s, y)$ ), followed by the estimation of $\left(X_{t}, 0 \leq t \leq s\right)$, where $v\left(X_{s}, s, y\right)$ plays a part in the likelihood function. $v\left(X_{s}, s, y\right)$ summarizes that part of the likelihood function associated with increments of $Y$ after time $s$. The first subproblem can be interpreted in terms of stochastic optimal control, where the cost is the apparent information of the controlled process. This is developed in the next section.
4. A stochastic control formulation. We consider the first variational subproblem discussed above with $s=0$. In keeping with the comments above on dynamic programming, it turns out that we need consider only feedback controls. Also, because controls are intended to produce a change in measure of the form (3.3), it is appropriate to let the control enter the drift through the map $z \mapsto a z$, where $a=\sigma \sigma^{\prime}$.

Consider the following controlled equation:

$$
\begin{equation*}
\tilde{X}_{t}=\theta+\int_{0}^{t}\left(b\left(\tilde{X}_{s}, s\right)+a\left(\tilde{X}_{s}, s\right) u\left(\tilde{X}_{s}, s\right)\right) d s+\int_{0}^{t} \sigma\left(\tilde{X}_{s}, s\right) d \tilde{V}_{s} \tag{4.1}
\end{equation*}
$$

where the initial condition, $\theta$, is nonrandom. Let $\mathbf{U}$ be the set of measurable functions $u: \mathbb{R}^{n} \times[0, T] \rightarrow \mathbb{R}^{n}$ with the following properties:
(U1) $u$ is continuous,
(U2) $\mathbf{E} \Gamma^{u}=1$, where

$$
\begin{equation*}
\Gamma^{u}=\exp \left(\int_{0}^{T} u^{\prime} \sigma\left(X_{t}^{\theta, 0}, t\right) d V_{t}-\frac{1}{2} \int_{0}^{T}\left|\sigma^{\prime} u\left(X_{t}^{\theta, 0}, t\right)\right|^{2} d t\right) \tag{4.2}
\end{equation*}
$$

and $(\Omega, \mathcal{F}, P), V$, and $X^{z, s}$ are as defined in section 3.

Lemma 4.1. If $b$ and $\sigma$ satisfy (H3) and $u \in \mathbf{U}$, then (4.1) has a weak solution and is unique in law.

Proof. From (H3) and (U1) it follows that

$$
P\left(\int_{0}^{T}\left|\sigma^{\prime} u\left(X_{t}^{\theta, 0}, t\right)\right|^{2} d t<\infty\right)=1
$$

This, together with (U2) and Girsanov's theorem, shows that $V^{u}$, defined by

$$
\begin{equation*}
V_{t}^{u}=V_{t}-\int_{0}^{t} \sigma^{\prime} u\left(X_{s}^{\theta, 0}, s\right) d s \tag{4.3}
\end{equation*}
$$

is a standard Brownian motion under the probability measure $P^{u}$, defined by

$$
\begin{equation*}
\frac{d P^{u}}{d P}=\Gamma^{u} \tag{4.4}
\end{equation*}
$$

This shows that $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right), P_{\tilde{\mathcal{F}}}^{u}, X^{\theta, 0}, V_{\tilde{\mathcal{F}}}{ }^{u}\right)$ is a weak solution of (4.1).
Next, suppose that $\left(\tilde{\Omega}, \tilde{\mathcal{F}},\left(\tilde{\mathcal{F}}_{t}\right), \tilde{P}, \tilde{X}, \tilde{V}\right)$ is a weak solution of (4.1), and, for each natural number $N$, let $\tau_{N}: \mathbf{X} \rightarrow[0, T]$ be defined by

$$
\tau_{N}(x)=\inf \left\{t \geq 0:\left|x_{t}\right| \geq N\right\} \wedge T
$$

Since $\tilde{X}$ is continuous, $\tilde{P}\left(\tau_{N}(\tilde{X}) \rightarrow T\right)=1$. Also, since $u$ satisfies (U1),

$$
\tilde{\mathbf{E}} \exp \left(\frac{1}{2} \int_{0}^{\tau_{N}(\tilde{X})}\left|\sigma^{\prime} u\left(\tilde{X}_{s}, s\right)\right|^{2} d s\right)<\infty
$$

and so, from a standard variation of Novikov's theorem (see, for example, Theorem 6.1 in [9]), it follows that $\left(M_{t}, \tilde{\mathcal{F}}_{t}, 0 \leq t \leq T\right)$, where

$$
\begin{equation*}
M_{t}=\exp \left(-\int_{0}^{t} u^{\prime} \sigma\left(\tilde{X}_{s}, s\right) d \tilde{V}_{s}-\frac{1}{2} \int_{0}^{t}\left|\sigma^{\prime} u\left(\tilde{X}_{s}, s\right)\right|^{2} d s\right) \tag{4.5}
\end{equation*}
$$

is a local martingale with respect to the sequence of stopping times $\left(\tau_{N}(\tilde{X}) ; N=\right.$ $1,2, \ldots)$. Let

$$
\tilde{V}_{t}^{N}=\tilde{V}_{t}+\int_{0}^{t \wedge \tau_{N}(\tilde{X})} \sigma^{\prime} u\left(\tilde{X}_{s}, s\right) d s
$$

then, by Girsanov's theorem, $\tilde{V}^{N}$ is a standard Brownian motion under the probability measure $\tilde{P}^{N}$, defined by $d \tilde{P}^{N}=M_{\tau_{N}(\tilde{X})} d \tilde{P}$. Let $\left(\mathcal{X}_{t} ; 0 \leq t \leq T\right)$ be the filtration on $(\mathbf{X}, \mathcal{X})$ generated by the coordinate process $\left(\chi_{t}\right)$. Since

$$
\tilde{X}_{t \wedge \tau_{N}(\tilde{X})}=\Phi_{t \wedge \tau_{N}(\tilde{X})}\left(\theta, \tilde{V}^{N}\right) \quad \text { for } 0 \leq t \leq T
$$

where $\Phi$ is the strong solution to (3.1), the law of $\tilde{X}$ restricted to $\mathcal{X}_{\tau_{N}}$ is identical to that of $X^{\theta, 0}$ under $P^{u}$, restricted to the same sigma-field. Finally, for any $A \in \mathcal{X}$,

$$
\begin{aligned}
\tilde{P}\left(\tilde{X} \in A, \tau_{N}(\tilde{X})=T\right) & =\tilde{P}(\tilde{X} \in A)-\tilde{P}\left(\tilde{X} \in A, \tau_{N}(\tilde{X})<T\right) \\
& \rightarrow \tilde{P}(\tilde{X} \in A)
\end{aligned}
$$

and so, since the events on the left-hand side each belong to one of ( $\mathcal{X}_{\tau_{N}} ; N=1,2, \ldots$ ), the law of $\tilde{X}$ on $\mathcal{X}$ is identical to that of $X^{\theta, 0}$ under $P^{u}$.

Let $\left(\tilde{\Omega}, \tilde{\mathcal{F}},\left(\tilde{\mathcal{F}}_{t}\right), \tilde{P}, \tilde{X}, \tilde{V}\right)$ be a weak solution of (4.1) for some $u \in \mathbf{U}$. We define the cost for controls in $\mathbf{U}$ as the apparent information of the resulting distribution of $\tilde{X}, \tilde{P}_{X}$. This is measured relative to the prior $P_{X}^{\theta, 0}$ (the distribution of $X^{\theta, 0}$ ) and $H_{p}(0, T, \theta, \cdot, y)$ (as defined in (3.10)).

$$
\begin{align*}
J(u, \theta, y)= & h\left(\tilde{P}_{X} \mid P_{X}^{\theta, 0}\right)+\left\langle H_{p}(0, T, \theta, \cdot, y), \tilde{P}_{X}\right\rangle \\
= & \frac{1}{2} \tilde{\mathbf{E}} \int_{0}^{T}\left|\sigma^{\prime} u\left(\tilde{X}_{t}, t\right)\right|^{2} d t-y_{T}^{\prime} g(\theta)+\frac{1}{2} \tilde{\mathbf{E}} \int_{0}^{T}\left|g\left(\tilde{X}_{t}\right)\right|^{2} d t \\
& -\tilde{\mathbf{E}} \int_{0}^{T}\left(y_{T}-y_{t}\right)^{\prime}(\mathcal{L} g+\mathcal{D} g a u)\left(\tilde{X}_{t}, t\right) d t \quad \text { if the integrals exist, }  \tag{4.6}\\
& +\infty \quad \text { otherwise, }
\end{align*}
$$

where $\mathcal{L}$ is the differential operator associated with $X$,

$$
\mathcal{L}=\sum_{i} b_{i} \frac{\partial}{\partial z_{i}}+\frac{1}{2} \sum_{i, j} a_{i, j} \frac{\partial^{2}}{\partial z_{i} \partial z_{j}},
$$

and $\mathcal{D}$ is the row-vector jacobian operator, $\mathcal{D}=\left[\partial / \partial z_{1} \partial / \partial z_{2} \cdots \partial / \partial z_{n}\right]$. The cost functional has a more appealing form in the special case that the observation path, $y$, is everywhere differentiable:

$$
\begin{equation*}
J(u, \theta, y)=\frac{1}{2} \tilde{\mathbf{E}} \int_{0}^{T}\left(\left|\sigma^{\prime} u\left(\tilde{X}_{t}, t\right)\right|^{2}+\left|\dot{y}_{t}-g\left(\tilde{X}_{t}\right)\right|^{2}\right) d t-\frac{1}{2} \int_{0}^{T}\left|\dot{y}_{t}\right|^{2} d t . \tag{4.7}
\end{equation*}
$$

This involves an "energy" term for the control and a "least-squares" term for the observation path fit. These correspond to the two terms in Bayes' formula representing the degrees of match with the prior distribution and the observation path. The optimal control problem (4.1), (4.7) can be thought of as a type of energy-constrained tracking problem. The optimal control, under which the distribution of $\tilde{X}$ is the regular conditional probability distribution $P_{X \mid Y}(\cdot, y)$, is derived in the following theorem.

Theorem 4.2. Suppose that $b, \sigma$, and $g$ satisfy (H3) and (H4), and let the function $u_{*}: \mathbb{R}^{n} \times[0, T] \times \mathbf{Y} \rightarrow \mathbb{R}^{n}$ be defined by

$$
\begin{equation*}
u_{*}=-(\mathcal{D} v)^{\prime}, \tag{4.8}
\end{equation*}
$$

where $v$ is as defined in (3.12). Then, for each $y \in \mathbf{Y}, u_{*}(\cdot, \cdot \cdot, y)$ belongs to $\mathbf{U}$, and for all $\theta \in \mathbb{R}^{n}, y \in \mathbf{Y}$, and $\tilde{P}_{X} \in \mathcal{P}(\mathcal{X})$ (not necessarily the distribution of a controlled process),

$$
\begin{equation*}
J\left(u_{*}(\cdot, \cdot, y), \theta, y\right) \leq h\left(\tilde{P}_{X} \mid P_{X}^{\theta, 0}\right)+\left\langle H_{p}(0, T, \theta, \cdot, y), \tilde{P}_{X}\right\rangle . \tag{4.9}
\end{equation*}
$$

Proof. The proof is in three parts. The first uses the methods of stochastic flows to establish a stochastic representation formula for $u_{*},(4.20)$. The second proves the statement of the theorem for nondegenerate systems with bounded coefficients. Finally, a truncation argument is used to extend this result to the general case. Only the time-homogeneous case ( $b$ and $\sigma$ not dependent on $t$ ) is treated in order to avoid excessive notation. The arguments extend in an obvious way to the general case.

Standard moment bounding arguments (see, for example, Theorem 4.6 in [9]) show that for each natural number $m$ there exists a $C_{m}<\infty$, not depending on $z$ or $s$, such that

$$
\begin{align*}
\sup _{s \leq t \leq T} \mathbf{E}\left|X_{t}^{z, s}\right|^{2 m} & \leq C_{m}\left(1+|z|^{2 m}\right)  \tag{4.10}\\
\text { and } & \sup _{s \leq t \leq T} \mathbf{E}\left\|\Psi_{t}^{z, s}\right\|^{2 m} \leq C_{m} \tag{4.11}
\end{align*}
$$

where ( $\Psi_{t}^{z, s} \in \mathbb{R}^{n \times n} ; s \leq t \leq T$ ) is the solution of the equation of first-order variation associated with $X^{z, s}$,

$$
\begin{equation*}
\Psi_{t}^{z, s}=I+\int_{s}^{t} \mathcal{D} b\left(X_{r}^{z, s}\right) \Psi_{r}^{z, s} d r+\sum_{i} \int_{s}^{t} \mathcal{D} \sigma_{i}\left(X_{r}^{z, s}\right) \Psi_{r}^{z, s} d V_{i, r} \tag{4.12}
\end{equation*}
$$

Here and in what follows, $\sigma_{i}$ is the $i$ th column of $\sigma$, and $V_{i, t}$ is the $i$ th component of $V_{t}$. For any $z, \tilde{z} \in \mathbb{R}^{n}$ and any $0 \leq s \leq t \leq T$

$$
X_{t}^{z, s}-X_{t}^{\tilde{z}, s}=(z-\tilde{z})+\int_{s}^{t}\left(b\left(X_{r}^{z, s}\right)-b\left(X_{r}^{\tilde{z}, s}\right)\right) d r+\int_{s}^{t}\left(\sigma\left(X_{r}^{z, s}\right)-\sigma\left(X_{r}^{\tilde{z}, s}\right)\right) d V_{r}
$$

and so for any natural number $m$ there exists a $C_{m}<\infty$, not depending on $s, t, z$, or $\tilde{z}$, such that

$$
\begin{aligned}
\mathbf{E} \sup _{s \leq r \leq t}\left|X_{r}^{z, s}-X_{r}^{\tilde{z}, s}\right|^{2 m} \leq 3^{2 m-1}\left(|z-\tilde{z}|^{2 m}+\mathbf{E} \sup _{s \leq r \leq t}\left|\int_{s}^{r}\left(b\left(X_{q}^{z, s}\right)-b\left(X_{q}^{\tilde{z}, s}\right)\right) d q\right|^{2 m}\right. \\
\left.+\mathbf{E} \sup _{s \leq r \leq t}\left|\int_{s}^{r}\left(\sigma\left(X_{q}^{z, s}\right)-\sigma\left(X_{q}^{\tilde{z}, s}\right)\right) d V_{q}\right|^{2 m}\right) \\
\leq C_{m}\left(|z-\tilde{z}|^{2 m}+\int_{s}^{t} \mathbf{E} \sup _{s \leq q \leq r}\left|X_{q}^{z, s}-X_{q}^{\tilde{z}, s}\right|^{2 m} d r\right),
\end{aligned}
$$

where we have used Doob's submartingale inequality, (4.10), (H3), and standard bounds for the moments of stochastic integrals. It thus follows from the Gronwall lemma that

$$
\begin{equation*}
\mathbf{E} \sup _{s \leq t \leq T}\left|X_{t}^{z, s}-X_{t}^{\tilde{z}, s}\right|^{2 m} \leq C_{m} \exp \left(C_{m} T\right)|z-\tilde{z}|^{2 m} \quad \text { for all }(z, \tilde{z}, s) \tag{4.13}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\mathbf{E} \sup _{s \leq t \leq T}\left|X_{t}^{z, s}\right|^{2 m} \leq C_{m}\left(1+|z|^{2 m}\right) \quad \text { for all }(z, s) \tag{4.14}
\end{equation*}
$$

and so for any $\epsilon>0$ and any bounded set $A \subset \mathbb{R}^{n}$ there exists a $C<\infty$ such that

$$
P\left(\sup _{s \leq t \leq T}\left|X_{t}^{z, s}\right|>C\right)<\epsilon / 4 \quad \text { for all }(z, s) \in A \times[0, T]
$$

From (H3) and (H4) it follows that $\mathcal{D}(\mathcal{L} g)$ is uniformly continuous on compacts, and so for any $\eta>0$ there exists a $\delta>0$ such that if $z, \tilde{z} \in A$ and $|z-\tilde{z}|<\delta$,

$$
P\left(\sup _{s \leq t \leq T}\left\|\mathcal{D}(\mathcal{L} g)\left(X_{t}^{z, s}\right)-\mathcal{D}(\mathcal{L} g)\left(X_{t}^{\tilde{z}, s}\right)\right\|>\eta, \sup _{s \leq t \leq T}\left(\left|X_{t}^{z, s}\right| \vee\left|X_{t}^{\tilde{z}, s}\right|\right) \leq C\right)<\epsilon / 2
$$

so that

$$
\begin{equation*}
P\left(\sup _{s \leq t \leq T}\left\|\mathcal{D}(\mathcal{L} g)\left(X_{t}^{z, s}\right)-\mathcal{D}(\mathcal{L} g)\left(X_{t}^{\tilde{z}, s}\right)\right\|>\eta\right)<\epsilon \tag{4.15}
\end{equation*}
$$

The polynomial growth of $\mathcal{D}(\mathcal{L} g)$ together with (4.14) and the Vallée-Poussin theorem shows that, for any $0<p<\infty$, the family

$$
\left\{\sup _{s \leq t \leq T}\left\|\mathcal{D}(\mathcal{L} g)\left(X_{t}^{z, s}\right)\right\|^{p} ; z \in A, 0 \leq s \leq T\right\}
$$

is uniformly integrable. This and (4.15) show that for any $0<p<\infty$

$$
\begin{equation*}
\mathbf{E} \sup _{s \leq t \leq T}\left\|\mathcal{D}(\mathcal{L} g)\left(X_{t}^{z, s}\right)-\mathcal{D}(\mathcal{L} g)\left(X_{t}^{\tilde{z}, s}\right)\right\|^{p}=o\left(|z-\tilde{z}|^{0}\right) \tag{4.16}
\end{equation*}
$$

uniformly on $A \times[0, T]$. Similar arguments show that $\mathcal{D} g\left(X_{t}^{z, s}\right), \mathcal{D} b\left(X_{t}^{z, s}\right), \mathcal{D} \sigma_{i}\left(X_{t}^{z, s}\right)$, and $\mathcal{D}\left(\mathcal{D} g \sigma_{i}\right)\left(X_{t}^{z, s}\right)$ for $i=1,2, \ldots, n$ have the same property.

It follows from the mean-value theorem that

$$
\begin{aligned}
X_{t}^{z, s}-X_{t}^{\tilde{z}, s}=( & z-\tilde{z})+\int_{s}^{t} \mathcal{D} b\left(\alpha_{0, r} X_{r}^{z, s}+\left(1-\alpha_{0, r}\right) X_{r}^{\tilde{z}, s}\right)\left(X_{r}^{z, s}-X_{r}^{\tilde{z}, s}\right) d r \\
& +\sum_{i} \int_{s}^{t} \mathcal{D} \sigma_{i}\left(\alpha_{i, r} X_{r}^{z, s}+\left(1-\alpha_{i, r}\right) X_{r}^{\tilde{z}, s}\right)\left(X_{r}^{z, s}-X_{r}^{\tilde{z}, s}\right) d V_{i, r},
\end{aligned}
$$

where $0<\alpha_{i, r}<1$ and $\alpha_{i, r}$ is $\mathcal{F}_{r}$-measurable for each $i$. The above continuity properties, Hölder's inequality, and techniques similar to those used to prove (4.13) now show that for any $0<p<\infty$

$$
\begin{equation*}
\mathbf{E} \sup _{s \leq t \leq T}\left|X_{t}^{z, s}-X_{t}^{\tilde{z}, s}-\Psi_{t}^{z, s}(z-\tilde{z})\right|^{p}=o\left(|z-\tilde{z}|^{p}\right), \tag{4.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{E}|\Theta(z, s, y)-\Theta(\tilde{z}, s, y)-\xi(z, s, y) \Theta(z, s, y)(z-\tilde{z})|^{p}=o\left(|z-\tilde{z}|^{p}\right), \tag{4.18}
\end{equation*}
$$

both uniformly on $A \times[0, T]$, where

$$
\Theta(z, s, y)=\exp \left(-H_{p}\left(s, T, z, X^{z, s}, y\right)\right)
$$

and

$$
\begin{aligned}
\xi(z, s, y)= & \left(y_{T}-y_{s}\right)^{\prime} \mathcal{D} g(z)+\sum_{i} \int_{s}^{T}\left(y_{T}-y_{t}\right)^{\prime} \mathcal{D}\left(\mathcal{D} g \sigma_{i}\right)\left(X_{t}^{z, s}\right) \Psi_{t}^{z, s} d V_{i, t} \\
& +\int_{s}^{T}\left(y_{T}-y_{t}\right)^{\prime} \mathcal{D}(\mathcal{L} g)\left(X_{t}^{z, s}\right) \Psi_{t}^{z, s} d t-\int_{s}^{T} g^{\prime}\left(X_{t}^{z, s}\right) \mathcal{D} g\left(X_{t}^{z, s}\right) \Psi_{t}^{z, s} d t .
\end{aligned}
$$

Thus $\mathcal{D} \rho=\mathbf{E} \xi \Theta$, where $\rho=\mathbf{E} \Theta$. Now, Jensen's inequality shows that

$$
\begin{equation*}
\inf _{z \in A, 0 \leq s \leq T} \rho(z, s, y) \geq \inf _{z \in A, 0 \leq s \leq T} \exp (\mathbf{E} \log (\Theta(z, s, y)))>0, \tag{4.19}
\end{equation*}
$$

and so

$$
\begin{equation*}
u_{*}(z, s, y)=\frac{\mathbf{E} \xi(z, s, y) \Theta(z, s, y)}{\mathbf{E} \Theta(z, s, y)} \tag{4.20}
\end{equation*}
$$

We now consider the special case in which $y$ is differentiable with Hölder continuous derivative, $b$ and $g$ are bounded, and there exists an $\epsilon>0$ such that

$$
\begin{equation*}
\tilde{z}^{\prime} a(z) \tilde{z} \geq \epsilon|\tilde{z}|^{2} \quad \text { for all } z, \tilde{z} \in \mathbb{R}^{n} \tag{4.21}
\end{equation*}
$$

In this case $\rho$ is continuously differentiable with respect to $s$, is twice continuously differentiable with respect to $z$, and by a standard extension of the Feynman-Kac formula satisfies the following partial differential equation (see, for example, [7]):

$$
\begin{equation*}
\frac{\partial \rho}{\partial s}+\mathcal{L} \rho+\left(\dot{y}-\frac{1}{2} g\right)^{\prime} g \rho=0 \quad \text { on } \mathbb{R}^{n} \times(0, T), \quad \rho(\cdot, T, y)=1 \tag{4.22}
\end{equation*}
$$

Since $v=-\log (\rho)$, the value function $v$ satisfies

$$
\begin{equation*}
\frac{\partial v}{\partial s}+\mathcal{L} v-\frac{1}{2} \mathcal{D} v a(\mathcal{D} v)^{\prime}-\left(\dot{y}-\frac{1}{2} g\right)^{\prime} g=0 \quad \text { on } \mathbb{R}^{n} \times(0, T), \quad v(\cdot, T, y)=0 \tag{4.23}
\end{equation*}
$$

Now, because of (4.10), (4.11), and the boundedness of $g$ and $\mathcal{D} g, u_{*}(\cdot, \cdot, y)$ is also bounded and, by Novikov's theorem, satisfies (U2). We have thus shown that in this special case $u_{*}(\cdot, \cdot, y) \in \mathbf{U}$. Let $V^{*}$ and $P^{*}$ be abbreviations for $V^{u_{*}(\cdot, \cdot, y)}$ and $P^{u_{*}(\cdot, \cdot, y)}$, respectively, where, for $u \in \mathbf{U}, V^{u}$ and $P^{u}$ are as defined by (4.3) and (4.4). Then Itô's rule and (4.23) show that

$$
\begin{aligned}
0=v\left(X_{T}^{\theta, 0}, T, y\right)=v & (\theta, 0, y)+\int_{0}^{T}\left(\left(\dot{y}_{t}-\frac{1}{2} g\right)^{\prime} g-\frac{1}{2}\left|\sigma^{\prime} u_{*}\right|^{2}\right)\left(X_{t}^{\theta, 0}, t, y\right) d t \\
& -\int_{0}^{T}\left(u_{*}^{\prime} \sigma\right)\left(X_{t}^{\theta, 0}, t, y\right) d V_{t}^{*}
\end{aligned}
$$

As was pointed out in the proof of Lemma $4.1,\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right), P^{*}, X^{\theta, 0}, V^{*}\right)$ is a weak solution of (4.1), and so, since $g, u_{*}(\cdot, \cdot, y)$ and $\sigma$ are bounded,

$$
\begin{aligned}
v(\theta, 0, y) & =\mathbf{E}^{*} \int_{0}^{T}\left(\frac{1}{2}\left|\sigma^{\prime} u_{*}\right|-\left(\dot{y}_{t}-\frac{1}{2} g\right)^{\prime} g\right)\left(X_{t}^{\theta, 0}, t, y\right) d t \\
& =J\left(u_{*}(\cdot, \cdot, y), \theta, y\right)
\end{aligned}
$$

By definition, $v(\theta, 0, y)$ is the minimum apparent information, and so we have established (4.9) in this special case. A consequence of (4.9), and the uniqueness of the measure minimizing apparent information, is that the distribution of $\tilde{X}$ when $u=u_{*}(\cdot, \cdot, y)$ is the regular conditional distribution of $X^{\theta, 0}$ given that $Y=y$. Thus, in this special case,

$$
\Gamma^{u_{*}(\cdot, \cdot, y)}=\frac{\Theta(\theta, 0, y)}{\rho(\theta, 0, y)} \mathrm{a} . \mathrm{s} .
$$

Next, suppose that the additional constraints placed on $y, b, g$, and $\sigma$ are removed. For any natural number $N$, let

$$
\begin{aligned}
& b_{N}(z)=b(z) \exp \left(-|z|^{2} / N\right) \\
& g_{N}(z)=g(z) \exp \left(-|z|^{2} / N\right) \\
& \sigma_{N}(z)=\left[\sigma N^{-1} I\right] \quad(\text { an } n \times 2 n \text { matrix })
\end{aligned}
$$

and let $y^{N}$ be a sequence of differentiable elements of $\mathbf{Y}$ with Hölder continuous derivatives such that $\left\|y-y^{N}\right\| \rightarrow 0$. Then $b_{N}$ and $g_{N}$ are bounded and $\sigma_{N}$ satisfies $(4.21), b_{N}, \sigma_{N}$, and $g_{N}$ satisfy (H3) and (H4) uniformly in $N$, and $b_{N}, \sigma_{N}, g_{N}$, $\mathcal{D} b_{N}, \partial \sigma_{N} / \partial z_{i}$, and $\mathcal{D} g_{N}$ converge to $b,[\sigma 0], g, \mathcal{D} b,\left[\partial \sigma / \partial z_{i} 0\right]$, and $\mathcal{D} g$ (respectively) uniformly on compacts. We add the subscript (or superscript) $N$ to $X, \Psi, \Theta$, etc. to indicate that $y, b, g$, and $\sigma$ have been replaced by $y^{N}, b_{N}, g_{N}$, and $\sigma_{N}$ in the various definitions and that $V$ has been replaced by the $2 n$-dimensional Brownian motion, $\left(V_{t}, B_{t}\right)$. Now

$$
\begin{aligned}
X_{t}^{z, s}-X_{t}^{N, z, s}= & \int_{s}^{t}\left(b_{N}\left(X_{r}^{z, s}\right)-b_{N}\left(X_{r}^{N, z, s}\right)\right) d r+\int_{s}^{t}\left(\sigma\left(X_{r}^{z, s}\right)-\sigma\left(X_{r}^{N, z, s}\right)\right) d V_{r} \\
& +\int_{s}^{t}\left(b\left(X_{r}^{z, s}\right)-b_{N}\left(X_{r}^{z, s}\right)\right) d r-N^{-1}\left(B_{t}-B_{s}\right)
\end{aligned}
$$

Arguments similar to those used to prove (4.13), (4.17), and (4.18) show that, for any natural number $m$ and any bounded set $A \subset \mathbb{R}^{n}$,

$$
\begin{align*}
\mathbf{E} \sup _{s \leq t \leq T}\left|X_{t}^{z, s}-X_{t}^{N, z, s}\right|^{2 m} & \rightarrow 0  \tag{4.24}\\
\mathbf{E} \sup _{s \leq t \leq T}\left\|\Psi_{t}^{z, s}-\Psi_{t}^{N, z, s}\right\|^{2 m} & \rightarrow 0 \\
\mathbf{E}\left|\Theta(z, s, y)-\Theta_{N}\left(z, s, y^{N}\right)\right|^{2 m} & \rightarrow 0  \tag{4.25}\\
\text { and } \quad \mathbf{E}\left|\xi(z, s, y)-\xi_{N}\left(z, s, y^{N}\right)\right|^{2 m} & \rightarrow 0
\end{align*}
$$

all uniformly on $A \times[0, T]$. This, Hölder's inequality, and (4.19) show that

$$
\begin{equation*}
u_{* N}\left(\cdot, \cdot, y^{N}\right) \rightarrow u_{*}(\cdot, \cdot, y) \quad \text { uniformly on } A \times[0, T] . \tag{4.26}
\end{equation*}
$$

Thus $u_{*}(\cdot, \cdot, y)$ satisfies (U1). It follows from (4.24) and (4.26) that

$$
\sup _{0 \leq t \leq T}\left|u_{*}\left(X_{t}^{\theta, 0}, t, y\right)-u_{* N}\left(X_{t}^{N, \theta, 0}, t, y^{N}\right)\right| \rightarrow 0 \quad \text { in probability }
$$

so that

$$
\begin{equation*}
\Gamma_{N}^{u_{* N}\left(\cdot, \cdot, y^{N}\right)} \rightarrow \Gamma^{u_{*}(\cdot, \cdot, y)} \quad \text { in probability } . \tag{4.27}
\end{equation*}
$$

It also follows from (4.25) and (4.19) that

$$
\begin{equation*}
\Gamma_{N}^{u_{* N}\left(\cdot, \cdot, y^{N}\right)}=\frac{\Theta_{N}\left(\theta, 0, y^{N}\right)}{\rho_{N}\left(\theta, 0, y^{N}\right)} \rightarrow \frac{\Theta(\theta, 0, y)}{\rho(\theta, 0, y)} \quad \text { in probability, } \tag{4.28}
\end{equation*}
$$

and so $u_{*}(\cdot, \cdot, y)$ satisfies (U2), and the unique distribution of $\tilde{X}$ under this control coincides with the regular conditional distribution of $X$ given that $Y=y$. This establishes (4.9) in the general case.

We return now to the path estimator with initial distribution $\mu$. The minimization of apparent information can be expressed in terms of the following controlled process with random initial condition:

$$
\begin{align*}
& \tilde{X}_{t}=\tilde{X}_{0}+\int_{0}^{t}\left(b\left(\tilde{X}_{s}, s\right)+a\left(\tilde{X}_{s}, s\right) u\left(\tilde{X}_{s}, s\right)\right) d s+\int_{0}^{t} \sigma\left(\tilde{X}_{s}, s\right) d \tilde{V}_{s}, \\
& \tilde{X}_{0} \sim \tilde{\mu} . \tag{4.29}
\end{align*}
$$

A simple variant of Lemma 4.1 shows that, if $u$ is continuous and satisfies (U2) for all $\theta \in \mathbb{R}^{n}$, then this equation is unique in law and has a weak solution for any initial law, $\tilde{\mu}$. Let $\tilde{P}_{X}$ be the distribution of $\tilde{X}$ corresponding to the pair $(\tilde{\mu}, u)$; it follows from (3.14) and the subsequent discussion that

$$
\begin{equation*}
F\left(\tilde{P}_{X}, y\right)=F_{0}(\tilde{\mu}, y)=h(\tilde{\mu} \mid \mu)+\langle J(u, \cdot, y), \tilde{\mu}\rangle \tag{4.30}
\end{equation*}
$$

and this is minimized by the choice $u=u_{*}(\cdot, \cdot, y)$ and $\tilde{\mu}=\mu_{Y}(\cdot, y)$, where for $B \in \mathcal{B}^{n}$

$$
\begin{equation*}
\mu_{Y}(B, y)=P_{X \mid Y}\left(\chi_{0}^{-1}(B), y\right) . \tag{4.31}
\end{equation*}
$$

Thus, for each $y$, the regular conditional probability distribution $P_{X \mid Y}(\cdot, y)$ is Markovian with "initial" marginal $\mu_{Y}(\cdot, y)$ and differential operator

$$
\begin{equation*}
\mathcal{L}_{y}=\sum_{i}\left(b+a u_{*}(\cdot, \cdot, y)\right)_{i} \frac{\partial}{\partial z_{i}}+\frac{1}{2} \sum_{i, j} a_{i, j} \frac{\partial^{2}}{\partial z_{i} \partial z_{j}} . \tag{4.32}
\end{equation*}
$$

Of course, the nonlinear filter and interpolator for the process $X$ can be found from the marginals of this path space measure.
5. The inverse problem. The variational characterization of the inverse problem (parts (ii) and (iv) of Proposition 2.1) can also be applied to the path estimator. This involves choosing a likelihood function to be compatible with the (given) regular conditional probability distribution, $P_{X \mid Y}(\cdot, y)$. In section 4, we minimized apparent information over probability measures corresponding to weak solutions of (4.29). Here, we maximize compatible information over (negative) log-likelihood functions, $\tilde{H}$, that give rise to posterior distributions of this type.

Let $(\Omega, \mathcal{F}, P), \mu, V$, and $X$ be as defined in section 3. For each probability measure on $\mathbb{R}^{n}, \tilde{\mu}$, with $\tilde{\mu} \ll \mu$, and each continuous $u$ satisfying (U2) for all $\theta$, let $\tilde{H}$ be a measurable function such that

$$
\begin{align*}
\tilde{H}(X) & =-\log \left(\frac{d \tilde{P}_{X}}{d P_{X}}(X)\right)+K  \tag{5.1}\\
& =-\log \left(\frac{d \tilde{\mu}}{d \mu}\left(X_{0}\right)\right)-\int_{0}^{T} u^{\prime} \sigma\left(X_{t}, t\right) d V_{t}+\frac{1}{2} \int_{0}^{T}\left|\sigma^{\prime} u\left(X_{t}, t\right)\right|^{2} d t+K
\end{align*}
$$

where $K \in \mathbb{R}$ and $\tilde{P}_{X}$ is as defined following (4.29). We shall assume that $\mu_{Y}(\cdot, y) \ll$ $\tilde{\mu}$. If this is not so, then, as shown in the proof of Proposition 2.1, we can always choose another $\tilde{\mu}$ resulting in more compatible information, for which it is. The term $K$ in (5.1) is the information in the associated (unspecified) observation.

Integral log-likelihood functions of the form (5.1) can be thought of as being associated with observations that are "distributed in time," in that information from them gradually becomes available as $t$ increases.

The characterization of $P_{X \mid Y}$ in terms of stochastic control can be used to express the compatible information corresponding to $\tilde{H}$ as follows:

$$
\begin{align*}
G(\tilde{H}, y)= & K-\left\langle\tilde{H}, P_{X \mid Y}(\cdot, y)\right\rangle \\
= & K+h\left(\mu_{Y}(\cdot, y) \mid \mu\right)-h\left(\mu_{Y}(\cdot, y) \mid \tilde{\mu}\right)  \tag{5.2}\\
& +\int_{0}^{T} \int_{\mathbb{R}^{n}}\left(u_{*}-\frac{1}{2} u\right)^{\prime} a u(z, t, y) P_{X \mid Y}\left(\chi_{t}^{-1}(d z), y\right) d t .
\end{align*}
$$

Log-likelihood functions of the form (5.1) could come from many different types of observation. The only constraints placed on $u$ here are that it be continuous and that it satisfy (U2) for all $\theta$. We could further constrain it to take the form

$$
u(z, s)=-(\mathcal{D} \tilde{v})^{\prime}(z, s, \tilde{y}),
$$

where

$$
\tilde{v}(z, s, \tilde{y})=-\log \mathbf{E} \exp \left(\int_{s}^{T}\left(\dot{\tilde{y}}_{t}-\frac{1}{2} \tilde{g}\left(X_{t}^{z, s}\right)\right)^{\prime} \tilde{g}\left(X_{t}^{z, s}\right) d t\right)
$$

for appropriate $\tilde{g}$ and $\tilde{y}$. This would correspond to observations of the "signal-plus-white-noise" variety similar to (3.2) but with "controlled" observation function and path, $\tilde{g}$ and $\tilde{y}$. This would show the effects of errors in the observation function or approximations of the observation path. Under appropriate regularity conditions, $\tilde{v}$ will satisfy the following partial differential equation:

$$
\begin{equation*}
-\frac{\partial \tilde{v}}{\partial t}=\mathcal{L} \tilde{v}-\frac{1}{2} \mathcal{D} \tilde{v} a(\mathcal{D} \tilde{v})^{\prime}-\left(\dot{\tilde{y}}_{t}-\frac{1}{2} \tilde{g}\right)^{\prime} \tilde{g} ; \quad \tilde{v}(\cdot, T)=0 . \tag{5.3}
\end{equation*}
$$

Thus one interpretation of the inverse problem involves an infinite-dimensional deterministic optimal control problem in reversed time, with control $(\tilde{g}, \tilde{y})$, and payoff

$$
\begin{equation*}
\Pi(\tilde{g}, \tilde{y})=\int_{0}^{T} \int_{\mathbb{R}^{n}} \mathcal{D} \tilde{v} a\left(u_{*}-\frac{1}{2}(\mathcal{D} \tilde{v})^{\prime}\right)(z, t, y) P_{X \mid Y}\left(\chi_{t}^{-1}(d z), y\right) d t . \tag{5.4}
\end{equation*}
$$

The optimal trajectory for this dual problem, $v(\cdot, \cdot, y)$ is a time-reversed likelihood filter for $X$ given $Y$, and the measure $\exp (-v(z, s, y)) P_{X}\left(\chi_{s}^{-1}(d z)\right)$ is an unnormalized regular conditional probability distribution for $X_{s}$ given observations $\left(Y_{t}-Y_{s}, s \leq t \leq\right.$ $T$ ), which coincides with that provided by the Zakai equation for the time-reversed problem. This provides an information-theoretic explanation of the connection between nonlinear filtering and stochastic optimal control used in [6] as well as widening its scope. For a somewhat different problem involving optimization over observation functions, see [16].
6. Information flow and localization. The results of section 2 concerning the information conserving properties of Bayesian estimators can be localized in the context of the diffusion problem (3.1), (3.2). Proposition 2.1 can be applied to provide variational characterizations of various conditional probabilities of the path measure $P_{X \mid Y}$, including transition probabilities, and these can be used to characterize the flow of information at a given time and in a given state.

For any initial law $\tilde{\mu} \ll \mu$ and any control $u$ satisfying (U1) and (U2) for all $\theta$, let $\left(\tilde{\Omega}, \tilde{\mathcal{F}},\left(\tilde{\mathcal{F}}_{t}\right), \tilde{P}, \tilde{X}, \tilde{V}\right)$ be a weak solution of (4.29), let $\tilde{P}_{X}$ be the distribution of $\tilde{X}$, and let $P_{X, s}, \tilde{P}_{X, s}$, and $P_{X, s \mid Y}(\cdot, y)$ be the restrictions of $P_{X}, \tilde{P}_{X}$, and $P_{X \mid Y}(\cdot, y)$ to $\mathcal{X}_{0}^{s}$ (as defined in (3.4)). It follows from the results of section 4 that $P_{X, s \mid Y}(\cdot, y)$ coincides with $\tilde{P}_{X, s}$ when $\tilde{\mu}=\mu_{Y}(\cdot, y)$ and $u(\cdot, t)=u_{*}(\cdot, t, y)$ for $0 \leq t \leq s$. As shown in the discussion following (3.13), this is the unique probability measure on $\mathcal{X}_{0}^{s}$ minimizing the apparent information (3.14). The sum of the first two terms on the right-hand side of (3.14) is the apparent information of $\tilde{P}_{X, s}$ in the context of estimators of $\left(X_{t}, 0 \leq t \leq s\right)$ given observations ( $\left.Y_{t}, 0 \leq t \leq s\right)$, which we can think of as being the apparent information up to time $s$. The third term on the right-hand side
of (3.14) is the information in the observations $\left(Y_{t}-Y_{s}, s \leq t \leq T\right)$, which we can think of as being the information remaining in the observations $Y$ at time $s$. As $s$ increases, the estimator corresponding to ( $\tilde{\mu}, u$ ) progressively converts observation information into apparent information. If $u=u_{*}(\cdot, \cdot, y)$, then this process is conservative, in that $F_{s}\left(\tilde{P}_{X, s}, y\right)$ does not change with $s$. However, if $u$ is not optimal, then the apparent information can increase faster than the observation information decreases.

We can refine this argument as follows. Let

$$
\begin{equation*}
\tilde{I}_{s}=\log \left(\frac{d \tilde{P}_{X, s}}{d P_{X, s}}(\tilde{X})\right)+H_{p}\left(0, s, \tilde{X}_{0}, \tilde{X}, y\right)+v\left(\tilde{X}_{s}, s, y\right) \quad \text { for } 0 \leq s \leq T, \tag{6.1}
\end{equation*}
$$

where $H_{p}$ is defined in (3.10). Then it follows from (3.11) that, for all $0 \leq s \leq t \leq T$,

$$
\begin{align*}
\tilde{I}_{t}=\tilde{I}_{s} & +\log \left(\frac{d \tilde{P}_{X, t}}{d P_{X, t}} \times \frac{d P_{X, s}}{d \tilde{P}_{X, s}}(\tilde{X})\right)+H_{p}\left(s, t, \tilde{X}_{s},\left(\tilde{X}_{r}, s \leq r \leq T\right), y\right) \\
& +v\left(\tilde{X}_{t}, t, y\right)-v\left(\tilde{X}_{s}, s, y\right) \tag{6.2}
\end{align*}
$$

Let $\tilde{Q}_{X}$ and $Q_{X}$ be, respectively, the distributions of $\left(X_{r}^{z, s}, s \leq r \leq t\right)$ (as defined in section 3) with and without the application of the control $\left(u\left(X_{r}^{z, s}, r\right), s \leq r \leq t\right)$. The apparent information of $\tilde{Q}_{X}$ in the context of estimators for ( $\left.X_{r}^{z, s}, s \leq r \leq t\right)$ given $Y^{z, s}$ is

$$
\begin{align*}
F_{s, t}\left(z, \tilde{Q}_{X}, y\right) & =h\left(\tilde{Q}_{X} \mid Q_{X}\right)+\left\langle H_{p}(s, t, z, \cdot, y), \tilde{Q}_{X}\right\rangle+\left\langle v\left(\chi_{t}, t, y\right), \tilde{Q}_{X}\right\rangle  \tag{6.3}\\
& =v(z, s, y)+\frac{1}{2} \int_{s}^{t} \int_{\mathbb{R}^{n}}\left|\sigma^{\prime}\left(u-u_{*}(\tilde{z}, r, y)\right)\right|^{2} \tilde{Q}_{X}\left(\chi_{r}^{-1}(d \tilde{z})\right) d r
\end{align*}
$$

where we have used (2.10). It now follows that

$$
\tilde{\mathbf{E}}\left(\tilde{I}_{t} \mid \tilde{\mathcal{F}}_{s}\right)=\tilde{I}_{s}+\frac{1}{2} \int_{s}^{t} \tilde{\mathbf{E}}\left(\left|\sigma^{\prime}\left(u-u_{*}\right)\left(\tilde{X}_{r}, r, y\right)\right|^{2} \mid \tilde{\mathcal{F}}_{s}\right) d r
$$

Thus $\left(\tilde{I}_{t}, \tilde{\mathcal{F}}_{t}\right)$ is a submartingale and a martingale if $u=u_{*}(\cdot, \cdot, y)$. This is the Davis-Varaiya [4] characterization of the optimal control for the problem of section 4.

Setting $t=s+\delta s$ in (6.3), we obtain the following local information quantities:

$$
\begin{align*}
h\left(\tilde{Q}_{X} \mid Q_{X}\right)= & \frac{1}{2}\left|\sigma^{\prime} u(z, s)\right|^{2} \delta s+o(\delta s)  \tag{6.4}\\
\left\langle H_{p}(s, s+\delta s, z, \cdot, y), \tilde{Q}_{X}\right\rangle= & -g(z)^{\prime} \delta y+\frac{1}{2}|g(z)|^{2} \delta s+o(\delta s)  \tag{6.5}\\
\left\langle v\left(\chi_{s+\delta s}, s+\delta s, y\right), \tilde{Q}_{X}\right\rangle= & v(z, s, y)+g(z)^{\prime} \delta y  \tag{6.6}\\
& -\left(\left(u-\frac{1}{2} u_{*}\right)^{\prime} a u_{*}+\frac{1}{2}|g|^{2}\right)(z, s, y) \delta s+o(\delta s) .
\end{align*}
$$

Equation (6.4) shows the local increase in information gain of the distribution of the process (4.29) over $P_{X},(6.5)$ shows the local increase in the residual information of the estimator $\tilde{P}_{X}$, and (6.6) shows the local decrease in the average information remaining in the observation after time $s$. If $y$ is differentiable at $s$, then there is a local rate of increase of apparent information of $\left|\sigma^{\prime} u(z, s)\right|^{2} / 2-\left(\dot{y}_{s}-g / 2\right)^{\prime} g(z)$ and a local rate of
decrease of the remaining observation information of $\left(u-u_{*} / 2\right)^{\prime} a u^{*}(z, s, y)-\left(\dot{y}_{s}-\right.$ $g / 2)^{\prime} g(z)$. The former exceeds the latter unless the control is optimal.

The dual problem can also be localized in this way. For $u$ as above, let $\tilde{H}_{p}$ be a measurable function such that

$$
\begin{align*}
\tilde{H}_{p}\left(s, t, z, X^{z, s}\right)= & -\int_{s}^{t} u^{\prime} \sigma\left(X_{r}^{z, s}, r\right) d V_{r}+\frac{1}{2} \int_{s}^{t}\left|\sigma^{\prime} u\left(X_{r}^{z, s}, r\right)\right|^{2} d r  \tag{6.7}\\
& +\left(K_{s}-K_{t}\right),
\end{align*}
$$

where $K$ is differentiable and $K_{T}=0$. This can be thought of as being the equivalent of $H_{p}\left(s, t, z, X^{z, s}, y\right)$ for an unspecified time-distributed observation such that at time $s$ the remaining information in the observation is $K_{s}$. (This corresponds to $\tilde{H}(X)$ of (5.1) with $K=K_{0}$.) Let $Q_{X}^{*}$ be the distribution of ( $X_{r}^{z, s}, s \leq r \leq t$ ) when it is controlled by the optimal control. Taking expectation with respect to $Q_{X}^{*}$ in (6.7) and taking the limit as $t \downarrow s$, we obtain a local rate of decrease of compatible information of $\left(u_{*}-u / 2\right)^{\prime} a u(z, s, y)$. The local rate of increase of the information gain of $P_{X \mid Y}(\cdot, y)$ is, of course, $\left|\sigma^{\prime} u_{*}(z, s, y)\right|^{2} / 2$. The latter exceeds the former unless $u$ is optimal.

In the global dual problem (5.1), the regular conditional probability $P_{X \mid Y}(\cdot, y)$ is the source of information. At time $s$ the information in this source is

$$
S_{s}=h(\tilde{\mu} \mid \mu)+\frac{1}{2} \int_{0}^{s} \int_{\mathbb{R}^{n}}\left|\sigma^{\prime} u_{*}(z, t, y)\right|^{2} P_{X \mid Y}\left(\chi_{t}^{-1}(d z), y\right) d t .
$$

At time $T$ there is no information in the observation and no residual informationall the information is still in the source. As $s$ decreases, information flows out of the source at a rate $\dot{S}_{s}$; it is merged with residual information and flows into the observation at a rate $\dot{K}_{s}$. If $u$ is optimal, then the flow is conservative, whereas more generally information is lost.

Let $\mathcal{H}_{z, s}$ be the Hilbert space of $n$-vectors of reals with inner product

$$
\langle\alpha, \beta\rangle_{z, s}=\alpha^{\prime} a(z, s) \beta .
$$

The developments above show that the regular conditional probability $P_{X \mid Y}(\cdot, y)$ is locally characterized at the point $(z, s)$ by the diffusion coefficients $a(z, s)$ and $\left(b(z, s)+a(z, s) \alpha_{*}\right)$, where $\alpha_{*}$ minimizes

$$
\begin{equation*}
\frac{1}{2}\|\alpha\|_{z, s}^{2}-\left\langle\alpha, u_{*}(z, s, y)\right\rangle_{z, s}, \tag{6.8}
\end{equation*}
$$

whereas the optimal trajectory in the dual problem (5.3) is locally characterized in that its negative gradient at the point $(z, s), \beta_{*}$ maximizes

$$
\begin{equation*}
\left\langle\beta, u_{*}(z, s, y)\right\rangle_{z, s}-\frac{1}{2}\|\beta\|_{z, s}^{2} . \tag{6.9}
\end{equation*}
$$

The local balance of the Bayesian path estimator is thus characterized by the Legendre transform pair (6.8), (6.9). Of course, this is the characterization of the optimal control problem of section 4 provided by the stochastic maximum principle, the adjoint process being the gradient of the optimal dual state, $v(\cdot, \cdot, y)$, evaluated at $\left(\tilde{X}_{t}, t\right)$.
7. Conclusions. This article has developed dual variational characterizations of Bayesian estimation, in which the "cost" functionals have particular informationtheoretic meaning. These characterizations provide a natural framework for the study of modeling and approximation errors in estimators such as nonlinear filters. They also link such issues with a broader theory of "stochastic dissipativeness" (see [1]), on which the ideas and techniques of statistical physics can be brought to bear. We believe that this will have a number of advantages, for example, in the study of the long-term behavior of stochastic systems. For a recent development of this type see [12]. The characterizations also provide a framework for the representation of estimators, in a broader context, as apparent information minimizers and compatible information maximizers. These issues will be explored elsewhere.
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