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Abstract
Many additive manufacturing (AM) technologies rely on powder feedstock, which is fused to form the final part either by 
melting or by chemical binding with subsequent sintering. In both cases, process stability and resulting part quality depend 
on dynamic interactions between powder particles and a fluid phase, i.e., molten metal or liquid binder. The present work 
proposes a versatile computational modeling framework for simulating such coupled microfluid-powder dynamics problems 
involving thermo-capillary flow and reversible phase transitions. In particular, a liquid and a gas phase are interacting with a 
solid phase that consists of a substrate and mobile powder particles while simultaneously considering temperature-dependent 
surface tension and wetting effects. In case of laser–metal interactions, the effect of rapid evaporation is incorporated through 
additional mechanical and thermal interface fluxes. All phase domains are spatially discretized using smoothed particle 
hydrodynamics. The method’s Lagrangian nature is beneficial in the context of dynamically changing interface topologies 
due to phase transitions and coupled microfluid-powder dynamics. Special care is taken in the formulation of phase transi-
tions, which is crucial for the robustness of the computational scheme. While the underlying model equations are of a very 
general nature, the proposed framework is especially suitable for the mesoscale modeling of various AM processes. To this 
end, the generality and robustness of the computational modeling framework is demonstrated by several application-motivated 
examples representing the specific AM processes binder jetting, material jetting, directed energy deposition, and powder bed 
fusion. Among others, it is shown how the dynamic impact of droplets in binder jetting or the evaporation-induced recoil pres-
sure in powder bed fusion leads to powder motion, distortion of the powder packing structure, and powder particle ejection.

Keywords Additive manufacturing process simulation · Thermo-capillary two-phase flow · Coupled microfluid-powder 
dynamics · Thermal conduction · Phase transitions · Smoothed particle hydrodynamics

1 Introduction

Additive manufacturing (AM) offers great opportunities in 
product design and manufacturing, and thus received consid-
erable attention in research and industry over the past years. 
Especially, computational simulation of AM processes helps 
to gain a deeper understanding of involved process physics. 
In this spirit, this work proposes a general modeling frame-
work for solving coupled microfluid-powder dynamics prob-
lems involving thermo-capillary flow and reversible phase 
transitions. This modeling framework is especially suitable 
to examine complex physical phenomena in AM processes 
such as binder jetting (BJT), material jetting (MJT), directed 
energy deposition (DED), and powder bed fusion (PBF). 
In the following, a brief overview of these AM processes 
is given. Within this scope, two characteristic physical 
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phenomena are identified which play a crucial role, coupled 
microfluid-powder dynamics (relevant for BJT, PBF, and 
DED) and thermo-hydrodynamics along with phase transi-
tions in the form of melting and solidification (relevant for 
PBF, DED, and MJT), as illustrated in Fig. 1.

In BJT, liquid binder droplets ( ∼ 80 μm diameter) 
are deposited from a print head onto a previously spread 
powder layer to bind powder particles together, forming 
the cross-section of the desired part. Subsequently, a new 
powder layer is spread (similarly to PBF processes) and the 
droplet deposition is repeated. The resulting so-called green 
part is solely held together by adhesive bonds between the 
cured binder and the powder and requires post-processing 
to increase mechanical strength, e.g., sintering in case of 
metals or ceramics [1–3]. Besides challenges in powder 
handling and spreading as well as post-processing of the 
part, there is need for a more detailed understanding of the 
coupled microfluid-powder dynamics during droplet impact 
in binder jetting, which may significantly affect the pack-
ing structure of the powder bed after droplet impact and, 
eventually, the quality of the final part [2, 3]. In MJT no 
additional binder material is required. Instead, the design 
material, e.g., metal, is processed in liquid state and depos-
ited from a print head. The ejected melt droplets solidify 
on top of previously deposited material and, thus, layer-by-
layer create the final part [1]. Critical aspects of the pro-
cess are, e.g., the degree of droplet–substrate adhesion, the 
phenomenon of droplet–droplet coalescence, as well as the 
rate of cooling and solidification [4]. In DED a focused heat 
source (laser or electron beam) is used to melt a continu-
ous stream of feedstock material (powder or wire), again to 
build a part layer-by-layer. A common type of DED process 
is laser powder deposition (LPD), where a moving deposi-
tion head combines the laser heat source and the powder 
delivery. Through one or more nozzles the deposition head 
creates a stream of powder particles that is focused at the 
laser interaction zone. Depending on the processing condi-
tions, the powder either melts during flight or when entering 
the melt pool below the laser. The shape of the final part 

is defined by a complex three-dimensional relative motion 
between substrate and deposition head, which is achieved 
by moving either the deposition head, or the substrate, or a 
combination of both [1]. A comprehensive overview of DED 
is given, e.g., in [5–7]. In PBF processes, such as selective 
laser melting (SLM) or electron beam melting (EBM), com-
plex structural components are created by selectively melt-
ing and fusing thin layers of metal powder in a layer-by-layer 
fashion [8–10]. These processes are driven by temperature-
dependent surface tension, wetting, and capillary forces, 
which crucially affect the shape of the melt pool [9, 11, 12] 
and the surface topology of the solidified track. Typically, 
the peak temperatures in PBF, but also in DED, exceeds the 
boiling temperature of the liquid metal. Thus, strong evapo-
ration occurs under typical PBF process conditions, giving 
rise for evaporation-induced recoil pressure, which is the ori-
gin for the characteristic keyhole-shaped depression of the 
melt pool surface, as well as dynamic vapor and gas flows in 
the build chamber. From experiments it is well-known that 
the evaporation-induced reoil pressure and vapor/gas flow 
can lead to powder particle ejection and entrainment within 
a domain that exceeds the dimensions of the melt pool by 
far [13–17].

Altogether, the aforementioned AM processes open up 
great opportunities in product design and manufacturing. 
However, many of the underlying physical phenomena as 
well as their influence on process stability and part quality 
are still insufficiently understood. In particular, this involves 
the microfluidic behavior of liquid binder or molten metal, 
especially when considering the coupling with powder 
dynamics and/or temperature-induced phase transition phe-
nomena. Physics-based modeling and predictive simulation 
has the potential to gain a better understanding of the gov-
erning process physics and the optimal processing condi-
tions to improve, e.g., processing hardware, strategies, and 
materials, and to mitigate process instabilities and the crea-
tion of defects [18].

Recent modeling approaches of BJT processes have 
focused on the microfluid dynamics of liquid binder droplets 

Fig. 1  Overview of the considered AM processes with classification of two characteristic physical phenomena
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infiltrating the powder bed, e.g., to determine equilibrium 
saturations [19], or to predict droplet impact and penetration 
dynamics [20, 21]. In the field of MJT, several modeling 
approaches, e.g., based on the finite difference method, the 
finite volume method, or the finite element method, have 
been proposed [4, 22, 23] to study the thermo-hydrody-
namics of droplet impact and solidification. An extensive 
review of computational models for the simulation of 
DED processes, which include analytical, numerical, and 
hybrid models for the powder stream, melt pool dynamics, 
or part scale response, is provided in [7, 24]. Moreover, 
computational fluid dynamics models have been proposed 
that consider the interaction of (discrete) powder particles 
with the melt pool [25, 26]. Most computational modeling 
approaches have been proposed for PBF. Existing models are 
based, among others, on finite element [27–30], finite dif-
ference [31], finite volume [32, 33], Lattice Boltzmann [12, 
34], or meshfree [35–42] discretizations, and typically con-
sider free-surface flow with temperature-dependent surface 
tension, evaporation-induced recoil pressure and heat loss as 
well as a Gaussian laser heat source as main driving forces.

Despite the variety of models for these different AM pro-
cesses, none of the aforementioned approaches explicitly 
considers coupled microfluid-powder dynamics in combina-
tion with thermo-capillary flow and phase transitions. For 
example, existing modeling approaches for BJT or PBF typi-
cally assume the powder particles as spatially fixed while 
focusing on (thermo-)capillary flow. In contrast, some DED 
modeling approaches account for mobile powder particles, 
however, these are rather described as discrete point masses 
and not as three-dimensional continua with distributed tem-
perature field and continuous phase transitions.

To help close this gap, the present work proposes a gen-
eral smoothed particle hydrodynamics (SPH) modeling 
framework for coupled microfluid-powder dynamics in AM 
involving thermo-capillary two-phase flow and reversible 
solid-liquid phase transitions, i.e., melting and solidification. 
Thereby, it relies on methodologies proposed in two recent 
publications of the authors [40, 43]. In particular, a liquid 
and a gas phase are considered, which are governed by tem-
perature-dependent surface tension and wetting effects and 
interact with a solid phase. The latter is assumed to consist 
of a substrate and mobile powder particles, each modeled as 
an arbitrarily-shaped mobile rigid body, that are evolved in 
time individually. For the scenario of laser–metal interac-
tions, the effect of rapid evaporation is incorporated through 
additional mechanical and thermal interface fluxes. As novel 
contribution of this work, a regularization of the interface 
forces is proposed, which allows for smooth force evolutions 
during phase transitions to increase the robustness of the 
computational scheme.

To the best of the authors’ knowledge, the proposed 
modeling framework is the first of its kind simultaneously 

considering coupled microfluid-powder dynamics along 
with the aforementioned thermo-capillary phase transition 
phenomena, and, thus, it is expected to become a valuable 
tool for detailed simulation-based studies of AM processes. 
To this end, the generality and robustness of the compu-
tational modeling framework is demonstrated by several 
application-motivated examples representing the specific 
AM processes binder jetting, material jetting, directed 
energy deposition, and powder bed fusion. Among others, 
it is shown how the dynamic impact of droplets in binder 
jetting or the evaporation-induced recoil pressure in powder 
bed fusion leads to powder motion, distortion of the powder 
packing structure, and particle ejection.

The remainder of this work is organized as follows: 
The governing equations for a coupled microfluid-powder 
dynamics problem involving thermo-capillary flow and 
phase transitions are outlined. Next, the computational 
modeling approach using SPH is presented. Finally, several 
numerical examples in three dimensions are considered with 
a focus on the specific AM processes binder jetting, material 
jetting, directed energy deposition, and powder bed fusion.

2  Governing equations

Within the scope of this work, two-phase flow problems 
of a liquid phase (with domain Ωl ) and a gas phase (with 
domain Ωg ) are considered that interact with a solid phase 
(with domain Ωs ). The solid phase is assumed to consist 
of a substrate and several arbitrarily-shaped, undeformable 
but mobile rigid bodies, that are evolved in time individu-
ally and allowed to get into mechanical contact with each 
other. Optionally, thermal conduction subject to all phases 
and reversible phase transitions between the solid and the 
liquid phase is considered. Accordingly, the overall domain 
splits to Ω = Ωl ∪ Ωg ∪ Ωs and the two-phase fluid domain is 
given as Ωf = Ωl ∪ Ωg . When considering thermal conduc-
tion and phase transitions additionally the combined domain 
Ωh = Ωl ∪ Ωs is introduced. In the remainder of this work, 
the superscripts used to denote the domains of the phases 
are also used to distinguish between quantities related to 
these phases. Besides, a double or triple of these super-
scripts denote quantities related to the interface between two 
phases respectively the triple line between three phases. In 
the context of metal AM modeling, the solid phase and the 
gas phase correspond to the solid metal and the atmospheric 
gas in the build chamber of an AM device. Furthermore, 
depending on the considered AM process, the liquid phase 
either corresponds to the molten metal or the liquid binder. 
In the following, the governing equations for the general 
formulation are delineated on the basis of the authors’ previ-
ous work [40, 43, 44].
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2.1  Fluid phases

The liquid and gas phase are governed by the instationary 
and anisothermal Navier–Stokes equations in the domain Ωf  , 
which consist of the continuity equation and the momentum 
equation in convective form

with density � , pressure p, and velocity � . Contributions 
from viscous forces  �� , surface tension forces  �̃ lgs  , wet-
ting forces  �̃ slgw  , and evaporation-induced recoil pressure 
forces �̃ lgv  , each per unit volume, as well as body forces � 
per unit mass, can be identified. These contributions are in 
general dependent on the temperature T. For (incompress-
ible) Newtonian fluids the viscous forces as defined above 
read �� = �∇2� with dynamic viscosity � = �� and kinematic 
viscosity � . The remaining contributions to the momentum 
equation are introduced below. Following a weakly com-
pressible approach, density � and pressure p are linked via 
the equation of state

with reference density �0 and artificial speed of sound c. 
Accordingly, the reference pressure can be identified as 
p0 = �0c

2 . Within this work, the Navier–Stokes equa-
tions (1) and (2) are subject to the following initial and 
boundary conditions

with initial density �0 , initial velocity �0 , and boundary 
velocity �̂ on the domain boundary Γf = �Ωf ⧵ Γfs . Besides, 
kinematic and dynamic coupling conditions are defined on 
the fluid–solid interface Γfs as

with interface velocity �fs and traction � fs.

2.1.1  Surface tension and wetting forces

Following the continuum sur face force (CSF) 
approach  [45], surface tension and wetting effects are 
considered as volumetric forces distributed across an 
interfacial volume of finite width instead of additional 
boundary conditions at the liquid–gas interface and the 

(1)
d�

dt
= −�� ⋅ � in Ωf ,

(2)
d�

dt
=

1

𝜌

(
−�p + �𝜈 + �̃ lg

s
+ �̃ slg

w
+ �̃ lg

v

)
+ � in Ωf ,

(3)p(�) = c2
(
� − �0

)
in Ωf ,

(4)� = �0 and � = �0 in Ωf at t = 0 ,

(5)� = �̂ on Γf ,

(6)� = �fs and � = � fs on Γfs ,

solid–liquid–gas triple line. The distributed surface ten-
sion forces on the liquid–gas interface consist of the fol-
lowing two contributions in interface normal and tangen-
tial direction

with the surface tension coefficient � , the interface curva-
ture � = � ⋅ �lg , and the liquid-gas interface normal �lg as 
well as the surface delta function �lg between liquid and 
gas phase. The surface delta function �lg is employed to 
distribute surface tension forces across interface domains 
of finite thickness. It is non-zero only on these interface 
domains and its integral is normalized to one. A purely 
linear temperature-dependent surface tension coefficient, 
i.e., �� = ��(T)�T  with ��(T) = d�(T)∕dT  , is considered 
according to

where �0 is the surface tension coefficient at reference tem-
perature T�0 and 𝛼′

0
< 0 is the surface tension gradient coef-

ficient. To avoid negative values of the surface tension coef-
ficient in the regime of high temperatures, additionally the 
limiting condition 𝛼(T) > 𝛼min is enforced. Moreover, the 
wetting forces acting on the solid–liquid–gas triple line are 
given by

with the equilibrium wetting angle �0 and the current wetting 
angle � defined via cos � = �lg ⋅ �sf  , as well as the solid-fluid 
interface normal �sf  and tangent �sf  , and the surface delta 
function �sf  between solid and fluid phase.

2.1.2  Evaporation‑induced recoil pressure forces

In PBF and DED processes, the high peak temperatures at 
typical process conditions give rise to considerable evapo-
ration effects. Herein, a phenomenological model for the 
evaporation-induced recoil pressure forces based on [46] 
is employed

where the constants CP = 0.54pa as well as CT = h̄v∕R con-
tain the atmospheric pressure pa , the molar latent heat of 
evaporation h̄v , and the molar gas constant R. With typical 
parameter values for liquid metals [13, 38] at an ambient 
pressure of pa = 105Nm−2 , these constants take on values 

(7)�̃ lg
s
= 𝛼𝜅�lg𝛿lg +

(
� − �lg ⊗ �lg

)
�𝛼𝛿lg ,

(8)�(T) = �0 + ��
0

(
T − T�0

)
,

(9)�̃ slg
w

= 𝛼
(
cos 𝜃 − cos 𝜃0

)
�sf 𝛿lg𝛿sf ,

(10)
�̃ lg
v
= −pv(T)�

lg𝛿lg with

pv(T) = CP exp

[
−CT

(
1

T
−

1

Tv

)]
,
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of CP = 5.4 × 104Nm−2 and CT ≈ 5.0 × 104K . Moreover, Tv 
is the boiling temperature of the liquid phase.

2.2  Solid phase

The solid phase is assumed to consist of a substrate and 
several arbitrarily-shaped, undeformable but mobile rigid 
bodies k that are each represented by a sub-domain Ωs

k
 of 

the solid domain and embedded in the fluid domain Ωf  . The 
motion of an individual rigid body k is described by the bal-
ance of linear and angular momentum

with mass mk and mass moment of inertia �k with respect to 
the center of mass position �k and the angular velocity �k . 
The velocity can be expressed as �k = d�k∕dt . Coupling con-
tributions from interaction with the fluid phase at the 
fluid–solid interface Γfs

k
 of rigid body k are described by the 

resultant coupling forces � fs
k

 and torques �fs

k
 . Besides, con-

tributions from mechanical contact of rigid body k with the 
substrate or neighboring rigid bodies k̂ are described by the 
resultant contact forces � ss

k,k̂
 and torques �ss

k,k̂
 at the solid–solid 

interface Γss

k,k̂
 . Finally, the body force �k given per unit mass 

is contributing to the balance of linear momentum. Within 
this work, the balance of linear and angular momentum (11) 
and (12) of a rigid body k are subject to the following initial 
conditions

with initial velocity �k,0 and initial angular velocity �k,0 . 
This modeling approach allows to evolve each rigid body 
in time individually. For more details refer to the authors’ 
previous work [43].

2.3  Thermal conduction

The fluid and the solid phases are subject to thermal conduc-
tion that is governed by the following energy equation as

with temperature T and specific heat capacity cp . The heat 
flux is defined as � = −k�T  according to Fourier’s law with 
thermal conductivity k. Within this work, the energy equa-
tion (14) is subject to the following initial and boundary 
conditions

(11)mk

d�k

dt2
= �

fs

k
+
∑
k̂

� ss
k,k̂

+ mk�k for Ωs
k
,

(12)�k
d�k

dt
= �

fs

k
+
∑
k̂

�ss

k,k̂
for Ωs

k
,

(13)�k = �k,0 and �k = �k,0 for Ωs
k

at t = 0,

(14)cp
dT

dt
=

1

𝜌

(
−� ⋅ � + s̃

hg

l
+ s̃lg

v

)
in Ω,

with initial temperature T0 and boundary temperature T̂  on 
the domain boundary Γ = �Ω.

Remark 1 Note that thermal convection is hidden in the total 
time derivative dT∕dt of the energy equation (14) written 
Lagrangian description.

Besides, heat fluxes stemming from the laser beam heat 
source s̃hg

l
 and from evaporation-induced heat losses s̃lgv  , each 

per unit volume, are considered. The former is given by

where �l is the laser energy absorptivity and �l is the unit 
vector representing the laser beam direction. The interface 
between the combined liquid and solid phase and the gas 
phase is described by the interface normal �hg as well as the 
surface delta function �hg . The Macauley bracket ⟨⋅⟩ returns 
the value of its argument if the argument is positive and 
zero otherwise. The irradiance shg

l
(�) describes the incident 

laser power per unit area at position � as a function of the 
laser beam center position �0 and has the form of a Gaussian 
distribution with the peak value shg

l0
 and the standard devia-

tion � = rw∕2 . The quantity dw = 2rw is a frequently used 
measure for the effective laser beam diameter. With a given 
total laser power Pl the peak value follows from normaliza-
tion as shg

l0
= 2Pl∕�r

2
w
 . Eventually, following the same phe-

nomenological model as for the recoil pressure forces (10), 
the evaporation-induced heat loss reads

where the enthalpy rate per unit area slgv  results from the 
vapor mass flow per unit area ṁlg

v  and the sum of the specific 
enthalpy h(T) and the latent heat of evaporation hv , both per 
unit mass. Moreover, Th,0 is a reference temperature of the 
specific enthalpy and the constant CM = M∕(2�R) contains 
the molar mass M and the molar gas constant R. Finally, 
pv(T) is the recoil pressure defined in (10) and cs the so-
called sticking constant which takes on a value close to one 
for metals [13, 38].

(15)T = T0 in Ω at t = 0,

(16)T = T̂ on Γ,

(17)

s̃
hg

l
= 𝜁l⟨−�hg ⋅ �l⟩shgl (�)𝛿hg with

s
hg

l
(�) = s

hg

l0
exp

�
−2

�‖� − �0‖
rw

�2
�
,

(18)

s̃lg
v
= slg

v
𝛿lg with slg

v
= −ṁlg

v

(
hv + h(T)

)
,

ṁlg
v
= 0.82cspv(T)

√
CM

T
, h(T) =

T

∫
Th,0

cpdT̄ ,
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3  Spatial discretization via smoothed 
particle hydrodynamics

For the spatial discretization of the governing equations 
the method of SPH is used. The SPH formulation applied 
herein combines two of the authors’ approaches recently 
proposed in the literature: First, a weakly compressible 
SPH formulation modeling multiphase fluid flow for 
thermo-capillary phase transition problems [40]. Second, a 
fully resolved SPH formulation for fluid–solid and contact 
interaction problems including thermo-mechanical cou-
pling and reversible phase transitions [43]. Accordingly, 
this section gives a brief overview of the combined SPH 
formulation based on [40, 43, 44] and proposes additional 
methodological novelties needed to model a host of com-
plex multiphysics problems in the field of metal AM in 
an accurate and robust manner. The proposed modeling 
framework is implemented in the in-house parallel mul-
tiphysics research code BACI (Bavarian Advanced Com-
putational Initiative) [47] using the Message Passing Inter-
face (MPI) for distributed-memory parallel programming.

Remark 2 The domain Ω is initially discretized by particles 
located on a regular grid with spacing Δx . A particle that 
falls into the fluid domain Ωf  is assigned to the fluid phase, 
while a particle that falls into the solid domain Ωs

k
 of a rigid 

body k is assigned to the latter. It follows, that each rigid 
body is fully resolved being spatially discretized as clus-
ters of particles. The mass of a particle is assigned using its 
reference density �0 and its effective volume (Δx)d (given 
in d-dimensional space). To introduce a short notation, a 
quantity f evaluated for particle i at position �i is written 
as  fi = f

(
�i
)
 . Besides, Wij = W

(
rij, h

)
 denotes the smooth-

ing kernel W evaluated for particle  i at position �i with 
neighboring particle j at position �j , where rij = ‖�i − �j‖ is 
the absolute distance between particles i and j, and h is the 
smoothing length. Similarly, the derivative of the smoothing 
kernel W with respect to the absolute distance rij is denoted 
by �W∕�rij = �W

(
rij, h

)
∕�rij . The initial particle spac-

ing Δx is set equal to the smoothing length h. Besides, a 
quintic spline smoothing kernel W(r, h) [48] with smoothing 
length h and support radius rc = 3h is applied.

3.1  Discretization of phase interfaces

The representation of different phase interfaces is crucial 
for the evaluation of mechanical interface forces or ther-
mal interface heat fluxes. To this end, a density-weighted 
color field function and its gradient are defined based 
on [49, 50] as

evaluated for particles i and j belonging to different phases. 
In addition to [49, 50], an optional scaling factor �j is intro-
duced, that is by default set to one unless stated otherwise. 
Based on the definition of the color field gradient (19) the 
surface delta function and the interface normal of particle i 
read

This procedure leads to an outward-pointing interface nor-
mal �i with respect to the phase of particle i. The tolerance 
𝜖 ≪ 1 is applied to avoid erroneous interface normals for 
particles far away from the interface. Note that the met-
rics (19)–(20) are, by definition, exclusively used to repre-
sent the interface between two phases and not the triple line 
between three phases.

Remark 3 In case of high density ratios between two phases 
the definition of �i according to (19) and (20) ensures that the 
majority of a flux contribution, i.e., of mechanical interface 
forces or thermal heat fluxes, distributed over the interface 
via �i acts on the phase associated with the higher density.

3.2  Phase transitions and treatment of resultant 
discontinuities

Reflecting the Lagrangian nature of SPH, each particle car-
ries its phase information. Accordingly, the discretized energy 
equation (41) is evaluated for each particle with phase-specific 
parameters. Furthermore, particles undergo phase transitions 
solid ↔ liquid when exceeding or falling below the melt tem-
perature Tm . Due to this procedure, discontinuities in time 
occur that originate from abruptly changing contributions to 
the discretized momentum equation (22) after particles change 
phase from solid to liquid or vice versa from one time step 
to the next. Without additional treatment, these discontinui-
ties may cause instabilities in the numerical time integration 
scheme as such schemes typically require at least C0 conti-
nuity of the integrand. Note that the primary driving forces 
of thermo-capillary phase transition problems are typically 
surface tension and wetting forces, while viscous and gravity 
forces can be considered as secondary effects [9]. Hence, the 
discontinuities as described above shall be avoided by employ-
ing a regularization procedure focusing on relevant terms of 
these primary driving forces. To this end, a linear transition 
function (21) is introduced to scale the respective contributions 

(19)

ci =
1

Vi

∑
j

�j

(
V2
i
+ V2

j

) �i

�i + �j
Wij and

�ci =
1

Vi

∑
j

�j

(
V2
i
+ V2

j

) �i

�i + �j

�W

�rij
�ij,

(20)

𝛿i = ‖�ci‖ and �i =

�
�ci∕‖�ci‖ if ‖�ci‖ > 𝜖,

� otherwise.
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of particles close to the melt temperature Tm with the goal to 
smoothen out these discontinuities. In the subsequent sections 
the described regularization strategy is applied to relevant 
terms of the momentum equation.

Remark 4 The linear transition function f
[
x, x1, x2

]
 

and the complementary linear transition function 
f̄
[
x, x1, x2

]
= 1 − f

[
x, x1, x2

]
 with arbitrary arguments x, 

x1 < x2 are defined as

Remark 5 The vapor phase is not modeled explicitly herein 
such that phase transitions liquid ↔ vapor are considered 
implicitly in terms of evaporation-induced recoil pressure 
forces (10) and heat losses (18). Note that the latent heat of 
melting could be considered in a straightforward manner as 
well by employing, e.g., an apparent capacity scheme relying 
on an increased heat capacity cp within a finite temperature 
interval [51]. For the sake of simplicity, temperature-inde-
pendent parameter values are considered herein except for 
the temperature-dependent surface tension coefficient.

3.3  Modeling microfluidic flow via weakly 
compressible SPH

The density of a particle i with mass mi is determined via 
summation �i = mi

∑
j Wij of the respective smoothing kernel 

contributions of all neighboring particles j resulting in exact 
conservation of mass. Hence, the actual volume of a parti-
cle i is computed as Vi = mi∕�i and the pressure pi follows 
directly from evaluation of the discrete version of the equation 
of state (3) for particle i. The discretized momentum equation 
to evaluate the total acceleration �i = d�i∕dt of a particle i can 
be formulated as

The pressure forces �p,i , viscous forces ��,i , surface ten-
sion forces �s,i as well as evaporation-induced recoil pres-
sure forces �v,i acting on particle i result from summation 
of all interaction contributions with neighboring particles j. 
Optionally, additional viscous dissipation forces �d,i are 
applied at the liquid–gas and solid–fluid interface, and, 
barrier forces �b,i are acting in rare scenarios of imper-
missibly close particles only to retain reasonable particle 

(21)

f
�
x, x1, x2

�
=

⎧
⎪⎨⎪⎩

1 if x > x2,
x−x1

x2−x1
if x2 ≥ x ≥ x1,

0 if x < x1,

and

f̄
�
x, x1, x2

�
=

⎧
⎪⎨⎪⎩

0 if x > x2,
x2−x

x2−x1
if x2 ≥ x ≥ x1,

1 if x < x1.

(22)�i =
1

mi

(
�p,i + ��,i + �s,i + �v,i + �d,i + �b,i

)
+ �i .

distributions. No-slip boundary conditions are modeled 
using a boundary particle formulation proposed in  [52] 
resulting in contributions to the acceleration of a particle i 
located close to such a boundary. For a particle r of a rigid 
body k these acceleration contributions are denotes as �ir 
and used for the evaluation of the resultant forces and tor-
ques acting on that rigid body. In the following, the force 
contributions in the momentum equation above including 
regularization procedures to avoid discontinuities stemming 
from phase transitions solid ↔ liquid are discussed.

3.3.1  Pressure and viscous forces

As in the authors’ previous works [40, 43, 44], the pressure 
and viscous forces are discretized following a formulation 
proposed in [52, 53] as

with unit vector �ij =
(
�i − �j

)
∕rij and relative velocity 

�ij = �i − �j . In addition, the transport-velocity formula-
tion [53], which utilizes a constant background pressure pb 
to suppress the problem of tensile instability is employed 
herein.

3.3.2  Surface tension forces

The surface tension forces consist of an interface normal 
curvature-proportional contribution and an interface tangen-
tial Marangoni contribution due to surface tension gradients. 
Accordingly, the surface tension forces are given as

with the curvature

based on a formulation proposed in [54]. Here, �tTi rep-
resents the projection of the temperature gradient into the 
interface tangential plane following

(23)

�p,i + ��,i =
∑
j

(
V2
i
+ V2

j

)(
−
�jpi + �ipj

�i + �j

�W

�rij
�ij

+
2�i�j

�i + �j

�ij

rij

�W

�rij

)
,

(24)
�s,i = f

[
Ti, Tm, Tm + ΔTs

](
−Vi�i�i�c

lg

i
+ Vi�

�
i
�
lg

i
�tTi

)
,

(25)�i = −

∑
j f
�
Tj, Tm, Tm + ΔTs

�
⋅ Vj

�
�
lg

i
− �

lg

j

�
�W

�rij
�ij

∑
j f
�
Tj, Tm, Tm + ΔTs

�
⋅ VjWij

(26)
�tTi =

(
� − �

lg

i
⊗ �

lg

i

)
�Ti with

�Ti =
∑
j

Vj(Tj − Ti)
𝜕W

𝜕rij
�ij.
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The surface tension forces (24) are computed for particles 
i and j of the liquid and gas phase. To avoid discontinui-
ties stemming from phase transitions solid ↔  liquid (as 
outlined above), the surface tensions forces (24) are regu-
larized within a small temperature interval ΔTs above the 
melt temperature Tm utilizing the linear transition func-
tion (21). Likewise, the contributions from neighboring 
particles j to the curvature (25) are regularized. Note that 
in the evaluation of the temperature gradient (26) particles 
of all phases, i.e., solid, liquid, and gas, are considered. For 
this reason, the temperature gradient will not suffer from 
these discontinuities.

3.3.3  Wetting phenomena

Following a strategy proposed in [50], the wetting forces (9) 
are not discretized and evaluated directly. Instead, the desired 
equilibrium wetting angle �0 is enforced prescribing the inter-
face normal between the liquid and gas phase in the triple line 
region. To begin with, the standard interface normal between 
liquid and gas phase is evaluated following (19) and (20) 
and denoted as �̄lg

i
 in the following. In a next step, a distance 

measure and an interface normal for a particle i of the fluid 
phase with respect to particles j of the solid phase are defined. 
Thereto, the color field function csf

i
 as well as its gradient �csf

i
 

at the solid-fluid interface are defined based on (19) with the 
scaling factor 𝜒j = f̄

[
Tj, Tm − ΔTs, Tm

]
 . The additional factor 

ensures that for a particle i the color field function and also its 
gradient do not change abruptly when particles j are subject to 
phase transitions solid ↔ liquid. The corresponding interface 
normal �sf

i
 is defined based on (20). The interface normal to 

be prescribed in the triple line region between the liquid and 
gas phase is determined on the basis of the equilibrium wetting 
angle �0 according to

where the interface tangent �sf
i

 is given by

The denominator above can only become zero when the 
interface normals �̄lg

i
 and �sf

i
 are parallel or anti-parallel, 

which only happens for very rare configurations, e.g., perfect 
wetting, or a liquid bubble close to a solid wall with a very 
thin gas film in between. To have a smooth transition of the 
liquid-gas interface normal �lg

i
 from the triple line region 

with prescribed interface normal �̂lg
i

 to the interior domain 
with standard interface normal �̄lg

i
 , the following correction 

scheme in analogy to [50] is employed:

(27)�̂
lg

i
= �

sf

i
sin 𝜃0 − �

sf

i
cos 𝜃0,

(28)
�
sf

i
=

�
�̃
sf

i
∕‖�̃sf

i
‖ if ‖�̃sf

i
‖ > 𝜖,

� otherwise,
with

�̃
sf

i
= �̄

lg

i
−
�
�̄
lg

i
⋅ �

sf

i

�
�
sf

i
.

As long as the norms of �̂lg
i

 and �̄lg
i

 are equal to unity, the 
denominator can only be zero if the two vectors are anti-
parallel, which is very unlikely for configurations sufficiently 
close to the equilibrium wetting angle �0 . Note that the cor-
rection parameters c1 = 0.0 and c2 = 0.2 were found to be 
reasonable.

3.3.4  Recoil pressure forces

The discrete version of the evaporation-induced recoil 
pressure forces  (10) based on a phenomenological 
model [46] is given by

where pv,i is the recoil pressure according to (10) evaluated 
for particle i.

3.3.5  Viscous dissipation forces

As proposed in  [40], viscous dissipation forces are 
employed selectively at the liquid–gas and solid–fluid 
interface to avoid oscillations originating from the primary 
force contributions at the liquid–gas interface and from the 
phase transitions solid ↔ liquid. The discrete version of 
the viscous dissipation forces is based on a stabilization 
term denoted as artificial viscosity [55] and is given as

with the inter-particle averaged speed of sound 
c̄ij = (ci + cj)∕2 and density �̄�ij = (𝜌i + 𝜌j)∕2 . Here, the 
constant 𝜖 ≪ 1 is applied to ensure a non-zero denominator. 
The artificial viscosity factor is split into two contributions 
�i = �

lg

i
+ �

sf

i
 . The first one is given as

and is acting only on the liquid–gas interface. It has been 
demonstrated in [40], that this contribution (if �lg

0
 is chosen 

in a reasonable range) effectively reduces spurious interface 
flows known to occur in CSF formulations [45, 50] without 
introducing additional dissipation of physically relevant flow 
characteristics in the interior fluid domain. The second con-
tribution of the artificial viscosity factor is defined as

(29)
�
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� otherwise,
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i

(30)�v,i = −Vipv,i�
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i
�
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i
,

(31)�d,i = −mi𝛼i

∑
j
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hc̄ij

�̄�ij

�ij ⋅ �ij
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Accordingly, this contribution only acts on particles of the 
fluid phase with temperatures within a small temperature 
interval ΔTd above the melt temperature Tm and thus effec-
tively damps potential instabilities arising from phase transi-
tions solid ↔ liquid (as outlined above). Both contributions 
to the artificial viscosity factor can also be interpreted from 
a physical point of view as a non-conservative surface ten-
sion formulation with interface viscosity [56] and a physical 
model for the gradual phase transition of alloys between 
liquidus and solidus temperature.

3.3.6  Barrier forces

In order to retain reasonable particle distributions and to 
circumvent instabilities (originating from violations of the 
partition of unity of the smoothing kernel), especially in the 
triple line region during phase transitions, additional elas-
tic and viscous barrier forces are introduced. These barrier 
forces only act in rare scenarios where particles are imper-
missibly close to each other and thus have no significant 
effect on the physical flow characteristics of the problem. 
The barrier forces are defined according to

with stiffness constant kb , damping constant db , and interac-
tion distance rb < h.

3.4  Modeling the motion of rigid bodies discretized 
by particles

As proposed in the authors’ previous work [43], the rigid 
bodies making up the solid phase are fully resolved, that 
is spatially discretized as clusters of particles. These par-
ticles are fixed relative to a rigid body frame, i.e., there 
is no relative motion among particles constituting a rigid 
body. Consequently, the particles of a rigid body are not 
evolved in time individually, but instead follow the motion 
of the rigid body. This approach offers several advantages: 
First, advanced boundary particle methods, e.g., based on 
the extrapolation of fluid quantities to the solid phase [48, 
52, 57], to accurately model momentum exchange at the 
fluid–solid interface, can be utilized. Second, thermal con-
duction in the solid and the fluid phase can be modeled, e.g., 

(33)𝛼
sf

i
= 𝛼

sf

0
f̄
[
Ti, Tm, Tm + ΔTd

]
.

(34)

�b,i =
∑
j

(
kbgij + db|gij|ġij

)
�ij with

gij =

{
rb − rij if rij < rb,

0 otherwise,

ġij =

{
−�ij ⋅ �ij if rij < rb,

0 otherwise,

based on [58], without the need for sophisticated coupling 
formulations at the fluid–solid interface. Finally, phase tran-
sitions solid ↔ liquid can be evaluated in a straightforward 
manner for each involved particle separately. In the follow-
ing, the modeling approach as proposed in [43] is briefly 
recapitulated.

3.4.1  Evaluation of mass‑related quantities of rigid bodies

The mass mk and the center of mass position �k of a rigid 
body k are computed as

with mass mr and position �r of all particles r affiliated to a 
rigid body k. Accordingly, the mass moment of inertia �k of 
a rigid body k follows component-wise (in index notation) as

with mass moment of inertia Ir = 0.4mr
3
√
0.75∕�Δx of parti-

cles r [43] and Kronecker delta �ij . Each time a rigid body k 
is subject to phase transitions, i.e., gains or loses particles r, 
the mass mk , center of mass position �k , and mass moment of 
inertia �k are updated. In addition, the velocity �k is updated 
based on quantities prior to phase transitions indicated by 
index (⋅)� as

following rigid body motion with (unchanged) angular 
velocity �k.

3.4.2  Evaluation of resultant forces and torques acting 
on rigid bodies

First of all, the combined coupling and contact forces 
acting on a particle  r of a rigid body  k are given as 
�r =

∑
i �ri +

∑
k̂

∑
r̂ �rr̂ with coupling forces  �ri = −mi�ir 

stemming from interaction with particles i of the fluid phase 
(while considering conservation of linear momentum), and 
contact forces �rr̂ stemming from interaction with particles r̂ 
of contacting rigid bodies k̂ as defined below. Accordingly, 
the resultant forces �k and torques �k acting on a rigid body k 
are computed as

(35)mk =
�
r

mr and �k =

∑
r mr�r∑
r mr

,

(36)
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∑
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)(
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)]
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]

(37)�k = ��
k
+ �k ×
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k

)

(38)�k =
∑
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�r and �k =
∑
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�rk × �r
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with the relative positions �rk = �r − �k and the resultant 
forces �r of all particles r of the rigid body.

3.4.3  Contact evaluation between neighboring rigid 
bodies

Mechanical contact between neighboring rigid bodies k and k̂ 
is modeled based on a contact normal force law that is acting 
between pairs of neighboring particles r and r̂ of the contact-
ing rigid bodies. Accordingly, the contact force acting on a 
particle r of rigid body k due to contact with a particle r̂ of 
neighboring rigid body k̂ is given as

where

with unit vector �rr̂ =
(
�r − �r̂

)
∕rrr̂ , relative velocity 

�rr̂ = �r − �r̂ , stiffness constant kc , and damping constant dc . 
This approach ensures that only repulsive forces between 
pairs of neighboring particles are considered.

3.5  Modeling thermal conduction

The conductive term in the energy equation (14) is discretized 
using a formulation from [58], that is especially suitable for 
problems involving a discontinuity of the thermal conductivity 
k across phase interfaces. Accordingly, the discretized form of 
the energy equation reads

The discrete versions of the laser beam source term s̃hg
l,i

 and 
the evaporation-induced heat loss term s̃lg

v,i
 result directly 

from evaluating (17) and (18) for the discrete particle i.

3.6  Time integration scheme

The discretized governing equations are integrated in time 
applying explicit time integration schemes. For the sake of 
brevity, these schemes are not further delineated herein refer-
ring to [40, 43, 44] instead. Several restrictions on the time 
step size Δt are required to maintain stability of the applied 
time integration schemes, which are the Courant–Frie-
drichs–Lewy (CFL) condition, the viscous condition, the body 

(39)�rr̂ =

{(
kcgrr̂ + dcġrr̂

)
�rr̂ if

(
kcgrr̂ + dcġrr̂

)
> 0,

0 otherwise,

(40)
grr̂ =

{
Δx − rrr̂ if rrr̂ < Δx,

0 otherwise,

ġrr̂ =

{
−�rr̂ ⋅ �rr̂ if rrr̂ < Δx,

0 otherwise,

(41)cp,i
dTi

dt
=

1

𝜌i

(∑
j

Vj

4kikj

ki + kj

Tj − Ti

rij

𝜕W

𝜕rij
+ s̃

hg

l,i
+ s̃

lg

v,i

)
.

force condition, the surface tension condition, the contact con-
dition, and the conductivity-condition [48, 49, 53, 59, 60]

with maximum fluid velocity �max and maximum body 
force �max . The contact condition with the mass m of 
involved particles is relevant for barrier forces with stiffness 
constant kb as well as for solid contact forces with stiffness 
constant kc [43]. In both cases also the damping constants db 
and dc should be limited (here based on a trial and error 
approach) to avoid time integration instabilities.

4  Numerical examples

In the following, the versatility and robustness of the pro-
posed computational modeling framework is demonstrated 
examining several numerical examples in three dimension. 
The focus is set on showcasing the models general capability 
to capture the physical phenomena that are characteristic for 
AM processes such as BJT, MJT, DED, and PBF. Accord-
ingly, representative material parameters are selected, while, 
for the sake of simplicity, detailed process conditions are not 
entirely met but replicated in an idealized way. All simula-
tions are performed on an in-house cluster consisting of up 
to 16 nodes with 2 × 12 cores each (Intel Xeon E5-2680 v3 
Haswell, 2.5 GHz, 64 GB RAM). To give an impression 
about the required computational effort of each simulation, 
the number of cores, the number of SPH particles per core, 
and the mean wall-clock time per time step are given along 
with the total number of SPH particles used for discretiza-
tion of the domain.

4.1  Representative configuration for the numerical 
simulation of additive manufacturing processes

This section gives a representative configuration for the 
numerical examples in the context of the considered 
AM processes, that is, unless explicitly stated otherwise, 
applied in the subsequent examples. As in the authors’ pre-
vious work [40], representative material parameters close 
to stainless steel at the melt temperature Tm = 1700K are 
selected based on [13, 27]. To provide an overview, the 
material parameters for molten and solid metal applied 
herein are given in Tables 1 and 2, while the material param-
eters for atmospheric gas are given in Table 3. To keep the 

(42)
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�
0.25

h

c + ‖�max‖ , 0.125
h2

�
,

0.25

�
h

‖�max‖ , 0.25

�
�h3

2��
,

0.22

�
m

kb∕c
, 0.1

�cph
2

k

�
,



4863Engineering with Computers (2022) 38:4853–4877 

1 3

computational effort at a feasible level considering the time 
step restrictions (42), the density and viscosity of atmos-
pheric gas are selected based on the ratios �l

0
∕�

g

0
= 100 

and �l∕�g = 10 with respect to the material parameters 
of molten metal. This procedure was motivated and justi-
fied in the authors’ previous work [40]. In the case of BJT 
examples, the material parameters as given in Table 4 are 
applied for liquid binder. The initial powder bed as used for 
the BJT and PBF examples is obtained in a pre-processing 
step based on a cohesive powder model [61, 62] using the 
discrete element method (DEM) and a log-normal type size 
distribution for the powder particles with diameters between 
16 μm and 32 μm . All phases are initially at rest with the 
temperature 500 K. On all boundaries no-slip conditions 
are applied and the temperature 500 K is prescribed. A 
gravitational acceleration of magnitude 9.81m s−2 is act-
ing in downward direction set as body force per unit mass 
of all involved phases. A standard discretization strategy 
with initial particle spacing Δx = 1.6 μm and time step 
size Δt = 1.0 × 10−6 ms is applied as given in Table 5. For 
all fluid phases, the reference pressure of the weakly com-
pressible model is set to p0 = 1.0 × 107 Pa and the back-
ground pressure of the transport-velocity formulation [53] to 
pb = 5p0 . Barrier forces are evaluated with interaction dis-
tance rb = 0.83 μm and the stiffness and damping constants 
kb = 1.0 kg s−2 and db = 1.0 kg m−1 s−1 . The stiffness and 
damping constants applied for contact evaluation of rigid 
bodies are set to kc = 1.0 kg s−2 and dc = 1.0 × 10−4 kg s−1 . 
The domain boundaries are modeled as rigid walls using 
a boundary particle formulation following [52]. In a post-
processing step the obtained particle-based results are visu-
alized applying an SPH approximation as in the authors’ 
previous work [40, 43, 44].

4.2  Binder jetting

This example aims to demonstrate the general applica-
bility of the proposed modeling framework in the con-
text of BJT processes examining the impact of a liquid 
binder droplet on a powder bed. For that purpose, coupled 

microfluid-powder dynamics are considered while thermal 
effects and phase transitions are irrelevant. Note that cur-
ing of the liquid binder to form the so-called green part is 
not considered herein. Consider a domain with dimension 
320 μm × 320 μm × 200 μm ( 4.5 × 106 SPH particles, 192 
cores, 23.3 × 103 SPH particles per core, 1.15 s mean wall-
clock time per time step). The lower part of the domain is 
occupied by a substrate of thickness 20 μm . A powder bed 
consisting of a total of 500 individual powder particles with 
diameters between 16 μm and 32 μm is resting on the sub-
strate. A spherical binder droplet with diameter 80 μm is 
placed centrally above the powder bed. The center of the 
droplet is a distance of 100 μm above the substrate. The 
remainder of the domain is filled with atmospheric gas and 
surrounded by rigid walls. The binder droplet is initialized 
with a velocity pointing in downward direction such that it is 
approaching the powder bed and the substrate. In the follow-
ing, three variants with different values for this velocity are 
considered, namely, 1m s−1 , 10m s−1 and 50m s−1 . Note, that 
the impact velocity in the real process depends on the noz-
zle exit velocity of the binder droplet and the falling height.

To begin with, a time series of the results until t = 0.1ms 
obtained with initial velocity 1m s−1 of the liquid binder 
droplet are given in Figs. 2 and 3 (see Supplementary Videos 
1 and 2). The liquid binder droplet gradually penetrates into 
the powder bed. Slight powder dynamics can be observed 
as metal powder particles are gently pushed outwards by the 
liquid binder. The liquid binder remains in a compact shape 
enclosing solely few metal powder particles in the center. At 
t = 0.1ms a downward movement of the binder towards the 
substrate is still visible.

In a next step, the initial velocity of the liquid binder 
droplet is increased to 10m s−1 . The obtained results are 
given in Figs. 4 and 5 (see Supplementary Videos 3 and 4) 
until t = 0.05ms . Due to its higher initial velocity, the liquid 
binder droplet is subject to oscillations upon impact with the 
powder bed. Besides, more pronounced powder dynamics 
are observed, i.e., the powder packing beneath the droplet 
is significantly compressed, and the liquid binder droplet is 
spread across a slightly larger area on the powder bed with 
less penetration depth as compared to the previous variant. 

(a) t = 0.000ms (b) t = 0.050ms (c) t = 0.075ms (d) t = 0.100ms

Fig. 2  Sectional view of BJT example with initial velocity 1m s−1 of the liquid binder droplet: time series illustrating the impact of the liquid 
binder droplet on the powder bed
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At t = 0.05ms a slight downward movement of the binder 
towards the substrate is still visible.

To enhance these effects, in the third variant the initial 
velocity of the liquid binder droplet is set to 50m s−1 . The 

obtained results are given in Figs. 6 and 7 (see Supplemen-
tary Videos 5 and 6). The liquid binder droplet splashes into 
the powder bed, evoking highly dynamic motion of the metal 
powder particles. Besides, wetting of the liquid binder on the 

(a) t = 0.000ms (b) t = 0.050ms (c) t = 0.075ms (d) t = 0.100ms

Fig. 3  Overall view of BJT example with initial velocity 1m s−1 of the liquid binder droplet: time series illustrating the impact of the liquid 
binder droplet on the powder bed

(a) t = 0.000ms (b) t = 0.005ms (c) t = 0.020ms (d) t = 0.050ms

Fig. 4  Sectional view of BJT example with initial velocity 10m s−1 of the liquid binder droplet: time series illustrating the impact of the liquid 
binder droplet on the powder bed

(a) t = 0.000ms (b) t = 0.005ms (c) t = 0.020ms (d) t = 0.050ms

Fig. 5  Overall view of BJT example with initial velocity 10m s−1 of the liquid binder droplet: time series illustrating the impact of the liquid 
binder droplet on the powder bed

(a) t = 0.000ms (b) t = 0.005ms (c) t = 0.020ms (d) t = 0.050ms

Fig. 6  Sectional view of BJT example with initial velocity 50m s−1 of the liquid binder droplet: time series illustrating the impact of the liquid 
binder droplet on the powder bed
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surface of individual powder particles can be observed. At 
the same time, spatters of liquid binder are ejected that sub-
sequently adhere on the rigid walls surrounding the domain. 
The high impact velocity has the effect, that the packing den-
sity and uniformity of the powder bed is strongly disturbed 
and that the liquid binder is spread across a large area on 
the powder bed.

In sum, the results of these three variants demonstrate, 
that the microfluid dynamics of high-velocity binder droplets 
and their interaction with mobile powder particles can be 
captured by the proposed modeling framework in a robust 
manner. The replicated physical phenomena are typical for 
BJT processes [3, 63], and, consequently, the proposed mod-
eling framework can be recommended as a useful tool for 
detailed studies of these processes.

4.3  Material jetting

In the next example, the behavior of molten metal droplets 
that are ejected on a substrate is examined. The setup is 
close to potential application scenarios in MJT processes. 
A domain with dimension 160 μm × 160 μm × 260 μm 
( 1.7 × 106 SPH particles, 48 cores, 35.1 × 103 SPH particles 
per core, 3.05 s mean wall-clock time per time step) is given. 
The lower part of the domain is occupied by a substrate of 

thickness 20 μm . First, a spherical molten metal droplet with 
diameter 50 μm is placed centrally above the substrate with 
a distance of 40 μm with respect to the center of the drop. 
The remainder of the domain is filled with atmospheric gas 
and surrounded by rigid walls. The molten metal droplet 
is initialized with the temperature 2500K and the veloc-
ity 1.6m s−1 pointing in downward direction such that it is 
approaching the substrate.

A time series of the results obtained for a single molten 
metal droplet is given in Figs. 8 and 9 (see Supplementary 
Videos 7 and 8). Typical surface tension-driven oscillations 
of the droplet can be observed caused by the impact with 
the substrate. The molten metal immediately solidifies when 
it comes into contact with the substrate that itself does not 
exhibit noticeable melting. In practice, this behavior could 
suggest insufficient metallurgical bonding to the substrate, as 
the thermal energy of the droplet does not suffice to produce 
a notable remelting depth in the substrate [4, 64].

For the next variant, the initial temperature of the sub-
strate is set to 1500K to examine its influence on the result-
ing melt pool shape. The results obtained for this variant are 
illustrated in Figs. 10 and 11 (see Supplementary Videos 
9 and 10). A maximum melt pool depth of approximately 
16 μm is observed at t = 0.075ms , that can be explained with 
the higher initial temperature of the substrate compared to 
the previous variant. Accordingly, the oscillations of the 

(a) t = 0.000ms (b) t = 0.005ms (c) t = 0.020ms (d) t = 0.050ms

Fig. 7  Overall view of BJT example with initial velocity 50m s−1 of the liquid binder droplet: time series illustrating the impact of the liquid 
binder droplet on the powder bed

(a) t = 0.025ms (b) t = 0.050ms (c) t = 0.075ms (d) t = 0.110ms

Fig. 8  Sectional view of MJT example with one molten metal droplet 
and initial temperature 500K of the substrate: time series illustrating 
the impact of the molten metal droplet on the substrate and the solidi-

fication process with temperature field ranging from 1700K (blue) to 
2500K (red)
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droplet are less pronounced while the droplet itself is spread 
across a larger area on the substrate. As a result, the final 
solidified geometry is flatter than for the previous variant 
and a better bonding to the substrate can be expected due to 
the increased remelting depth.

In a next step, the example is extended to consider a 
total of two respectively three molten metal droplets. The 
droplets are each placed a distance of 40 μm and 200 μm 
respectively 40 μm , 120 μm , and 200 μm above the substrate. 
The lateral distance between the droplets is set to 25 μm . 
That is, the projection of the initial position of the droplets 
onto the substrate constitutes a line when considering two 

droplets, and an equilateral triangle when considering three 
droplets. The initial temperature of the substrate is set again 
to the standard value 500K , while the initial temperature of 
the molten metal droplets remains at 2500K . The obtained 
results for both variants are given in Figs. 12 and 13 (see 
Supplementary Videos 11 and 12). For the two droplet vari-
ant, the first droplet solidifies in the same fashion as in the 
single droplet variant. When the droplet is almost completely 
solidified the second droplet comes into contact with the first 
one and shortly after with the substrate. Through contact 
with the second droplet, the interface of the first droplet 
partially remelts. Due to contact with the substrate and the 

(a) t = 0.025ms (b) t = 0.050ms (c) t = 0.075ms (d) t = 0.110ms

Fig. 9  Overall view of MJT example with one molten metal droplet 
and initial temperature 500K of the substrate: time series illustrating 
the impact of the molten metal droplet on the substrate and the solidi-

fication process with temperature field ranging from 1700K (blue) to 
2500K (red)

(a) t = 0.025ms (b) t = 0.050ms (c) t = 0.075ms (d) t = 0.155ms

Fig. 10  Sectional view of MJT example with one molten metal drop-
let and initial temperature 1500K of the substrate: time series illus-
trating the impact of the molten metal droplet on the substrate and 

the solidification process with temperature field ranging from 1700K 
(blue) to 2500K (red)

(a) t = 0.025ms (b) t = 0.050ms (c) t = 0.075ms (d) t = 0.155ms

Fig. 11  Overall view of MJT example with one molten metal droplet 
and initial temperature 1500K of the substrate: time series illustrating 
the impact of the molten metal droplet on the substrate and the solidi-

fication process with temperature field ranging from 1700K (blue) to 
2500K (red)
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(a) t = 0.025ms (b) t = 0.050ms (c) t = 0.075ms (d) t = 0.100ms

(e) t = 0.120ms (f) t = 0.140ms (g) t = 0.160ms (h) t = 0.170ms

Fig. 12  Overall view of MJT example with two molten metal droplets 
and initial temperature 500K of the substrate: time series illustrating 
the impact of the molten metal droplet on the substrate and the solidi-

fication process with temperature field ranging from 1700K (blue) to 
2500K (red)

(a) t = 0.025ms (b) t = 0.050ms (c) t = 0.075ms (d) t = 0.100ms

(e) t = 0.120ms (f) t = 0.140ms (g) t = 0.160ms (h) t = 0.200ms

Fig. 13  Overall view of MJT example with three molten metal drop-
lets and initial temperature 500K of the substrate: time series illus-
trating the impact of the molten metal droplet on the substrate and 

the solidification process with temperature field ranging from 1700K 
(blue) to 2500K (red)
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first droplet the second droplet solidifies slightly faster than 
observed for a single droplet. In the variant with three drop-
lets, the second droplet hits the first droplet earlier such that 
less than half of the first droplet is solidified. The liquid and 
partially liquid droplets coalesce during the descend of the 
second droplet forming one large liquid phase. Due to the 
motion of the second droplet, the liquid exhibits large oscil-
lations which are increased when the third droplet coalesces 
with the liquid phase. This oscillation leads to large scale 
ripples on the surface of the droplets during solidification. 
With respect to the practical realization of the process, the 
three droplet variant represents a case where the solidifica-
tion time interval between successive droplet impacts is too 
short, leading to droplet–droplet coalescence, and in turn to 
increased surface roughness of the final part.

Altogether, the results of the four variants show the coa-
lescence and dynamic solidification behavior of one or more 
molten metal droplets on a substrate, constituting typical 
effects of MJT processes. Above that, the modeling frame-
work is able to capture the interplay of surface oscillations 
and rapid solidification leading to ripples on the interface as 
also observed in experiments.

4.4  Directed energy deposition

The setup of this example is motivated by a DED process, or 
more specifically an LPD process. Hence, consider a domain 
with dimension 260 μm × 260 μm × 240 μm ( 3.9 × 106 SPH 
particles, 192 cores, 20.5 × 103 SPH particles per core, 1.49 s 
mean wall-clock time per time step). The lower part of the 
domain is occupied by a substrate of thickness 20 μm . A 
total of five individual powder particles each with diam-
eter 16 μm are aligned on an axis with inclination angle of 
45 degree through the center of the substrate, simulating 
the powder stream. Initially, the centers of the individual 
powder particles are at a distance of 40 μm , 60 μm , 80 μm , 
100 μm , and 120 μm above the substrate. The remainder of 
the domain is filled with atmospheric gas and surrounded by 
rigid walls. The powder particles are all initialized with the 
velocity 10m s−1 towards the center of the substrate. A laser 
beam with total power Pl = 312W and effective diameter 
dw = 140 μm is acting in downward direction at the center of 
the domain. The laser melts the substrate and to some extend 
also the injected powder. Two variants are considered in the 
following: First, the laser remains continuously switched on. 
Second, the laser is switched off after t = 0.012ms to study 
solidification.

(a) t = 0.000ms (b) t = 0.004ms (c) t = 0.006ms (d) t = 0.008ms

(e) t = 0.009ms (f) t = 0.010ms (g) t = 0.011ms (h) t = 0.012ms

(i) t = 0.013ms (j) t = 0.014ms (k) t = 0.016ms (l) t = 0.018ms

Fig. 14  Overall view of DED example with laser continuously switched on: time series illustrating the powder dynamics and the melt pool shape 
with temperature field ranging from 1700K (blue) to 3400K (red)
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In the first variant (see Fig.  14 and Supplementary 
Video 13) a melt pool starts to form due to heating by the 
laser. As the first powder particle comes in the vicinity 
of the laser beam at t ≈ 0.004ms , the top of the powder 
particle slowly starts to melt, but enters the melt pool still 
in solid form at t ≈ 0.006ms . Though, a deflection of the 
powder particle can be observed as it hits the solid sub-
strate at the bottom of the melt pool which is still shal-
low at the beginning. Soon thereafter, at t ≈ 0.007ms , the 
second powder particle collides with the first one. When 
the third powder particle hits the second and immerses 
in its liquid phase ( t ≈ 0.009ms ), the first powder parti-
cle is almost fully liquefied. At t ≈ 0.012ms the melt pool 
grew large enough such that solid powder particles can 
immerse in the melt pool. Accordingly, the powder parti-
cles melt through heat conduction from the surrounding 
melt pool as typical for LPD. During the simulation the 
melt pool increases in size to a final diameter of approxi-
mately 130 μm at t ≈ 0.018ms . Note that partially molten 
powder particles are deflected from their straight trajectory 
by recoil pressure forces which emerges when the peak 
temperature on the surface exceeds the boiling tempera-
ture. Hence, the powder particles do not hit the melt pool 
in its center. For the practical realization, this evaporation-
induced deflection can be taken into account by adapting 
the orientation of the powder stream.

In the second variant the laser is switched off at 
t = 0.012ms such that the same observations as in the 
previous example can be made until t = 0.012ms (see 
Fig. 14). Fig. 15 shows the solidification process (see Sup-
plementary Video 14). As soon as the laser is switched 
off the melt pool rapidly cools down and gradually solidi-
fies. The powder particle coming into contact with the 

melt pool at the time of the switch-off only partially melts 
and rapidly solidifies such that the last powder particle 
bounces off and is deflected, finally flying above the sub-
strate at t ≈ 0.026ms.

With five powder particles only a small part of a realistic 
LPD process is considered in this example. Still, both vari-
ants allow to study in detail the interaction of mobile powder 
particles with the laser heat source, the molten metal, and 
other powder particles, thus capturing important aspects 
of LPD. Therefore, the proposed modeling framework is 
deemed suitable to model this process.

4.5  Powder bed fusion

This example examines an SLM process, a variant of PBF, 
utilizing a laser beam as local heat source. That is, con-
sider a domain with dimension 320 μm × 320 μm × 240 μm 
( 5.9 × 106 SPH particles, 96 cores, 61.3 × 103 SPH parti-
cles per core, 3.81 s mean wall-clock time per time step). 
The lower part of the domain is occupied by a substrate of 
thickness 80 μm . A powder bed consisting of a total of 500 
individual powder particles with diameters between 16 μm 
and 32 μm is resting on the substrate. The remainder of the 
domain is filled with atmospheric gas and surrounded by 
rigid walls. A spatially fixed laser beam with total power 
Pl = 312W and effective diameter dw = 140 μm is acting 
in downward direction in the center of the domain melt-
ing the powder and the substrate until t = 0.1ms . Subse-
quently, the laser is switched off to allow for solidification 
until t = 0.25ms . In this example, the time step size is set 
to Δt = 0.5 × 10−6 ms.

A time series of the obtained results is given in Figs. 16 
and 17 (see Supplementary Videos 15 and 16). The laser 

(a) t = 0.013ms (b) t = 0.014ms (c) t = 0.016ms (d) t = 0.018ms

(e) t = 0.020ms (f) t = 0.022ms (g) t = 0.024ms (h) t = 0.026ms

Fig. 15  Overall view of DED example with laser switched off at t = 0.012ms : time series illustrating the powder dynamics and the melt pool 
shape with temperature field ranging from 1700K (blue) to 3400K (red)
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beam locally melts the granular metal powder such that 
under the effect of surface tension a melt pool with smooth 
surface is formed. When the peak temperature in the melt 

pool center exceeds the boiling temperature, recoil pressure 
forces induce the formation of a deep keyhole-shaped depres-
sion of the melt pool. In particular, recoil pressure-induced 

(a) t = 0.000ms (b) t = 0.050ms (c) t = 0.075ms (d) t = 0.100ms

(e) t = 0.125ms (f) t = 0.150ms (g) t = 0.200ms (h) t = 0.250ms

Fig. 16  Sectional view of point melting PBF example: time series illustrating the powder dynamics and the melt pool shape with temperature 
field ranging from 1700K (blue) to 3400K (red)

(a) t = 0.000ms (b) t = 0.050ms (c) t = 0.075ms (d) t = 0.100ms

(e) t = 0.125ms (f) t = 0.150ms (g) t = 0.200ms (h) t = 0.250ms

Fig. 17  Overall view of point melting PBF example: time series illustrating the powder dynamics and the melt pool shape with temperature field 
ranging from 1700K (blue) to 3400K (red)
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waves can be observed, which propagate from the top to the 
bottom of the keyhole while increasing in their magnitude. 
These wave patterns are well-known for laser–metal inter-
actions in the high power regime, and their instable growth 
behavior can be traced back to the strong mutual coupling of 
local keyhole surface curvature, laser energy absorption and 
recoil pressure [65]. Due to the recoil pressure forces (and 
thereby induced gas flow), powder particles are dynamically 
ejected from the edge of the melt pool. Some of the ejected 
powder particles are partially molten and resolidify in the 
atmospheric gas. Boundary effects are visible as some of the 
ejected powder particles bounce off the rigid walls (not visu-
alized) surrounding the domain. After the laser is switched 
off at t = 0.1ms , the bottom of the melt pool solidifies very 
quickly, i.e., faster than the surface tension can smoothen 
out the melt pool depression, leaving a deep indentation. 
The larger portion of the molten metal at the top of the melt 
pool cools down slower while constricting under the action 
of surface tension to form a pore.

In a next step, the domain is extended by a factor of 
three in longitudinal direction to examine the case of 
line melting. Hence, the dimension of the domain covers 
960 μm × 320 μm × 240 μm ( 17.3 × 106 SPH particles, 384 
cores, 45.0 × 103 SPH particles per core, 3.76 s mean wall-
clock time per time step) and the powder bed is constituted 
by a total of 1500 individual powder particles. The laser 
beam is switched on at a distance of 160 μm from one end 
of the domain and remains at rest until t = 0.05ms . Then 

the laser beam starts moving with the constant velocity 
2m s−1 in longitudinal direction towards the other end of 
the domain, crossing a total distance of 640 μm , until it 
stops at t = 0.37ms . At the same time, the laser is switched 
off to allow for solidification. Figures 18 and 19 (see Sup-
plementary Videos 17 and 18) show a time series of the 
obtained results. In the initial phase, similar observations 
as for the point melting variant can be made. As soon as 
the laser starts its longitudinal movement, the propagat-
ing melt front compresses and pushes ahead the powder 
feedstock in front of the laser. Due to this effect, which has 
to the best of the authors’ knowledge not been observed 
in previous studies, the initial packing structure of pow-
der material ahead of the laser beam is strongly distorted 
before melting takes place. In addition, recoil pressure 
forces (and thereby induced gas flow) lead to dynamic par-
ticle ejections and instable wave patterns across the front 
melt pool wall (where temperatures are highest) as already 
observed in the point melting case above. Eventually, a 
continuous melt track lags behind the laser and gradually 
starts to solidify, leaving a small island of molten metal 
behind. After the laser is switched off, the thin film of 
melt directly beneath the laser beam center cools down 
very quickly, leaving back a surface indentation after 
solidification. 

Finally, Fig. 20 gives a detail view of the line melting 
PBF example illustrating the non-molten and resolidi-
fied portion of the material. At the initial position of the 

(a) t = 0.000ms (b) t = 0.050ms (c) t = 0.130ms

(d) t = 0.210ms (e) t = 0.290ms (f) t = 0.370ms

(g) t = 0.410ms (h) t = 0.450ms (i) t = 0.490ms

Fig. 18  Sectional view of line melting PBF example: time series illustrating the powder dynamics and the melt pool shape with temperature field 
ranging from 1700K (blue) to 3400K (red)
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laser, both the melt pool depth and the surface height of 
the solidified material are largest. In contrast, at the final 
laser position, the melt pool depth is smallest and, due to the 
remaining surface indentation after laser shut-off, the sur-
face profile of the solidified track even lies below the initial 
height of the substrate. All together, the surface profile along 
the entire melt track is very wavy, which can be attributed 
to surface tension effects (e.g., Plateau–Rayleigh instabili-
ties) and dynamic fluctuations of the melt pool shape due to 
coupled melt-powder-recoil pressure interactions.

Altogether, both variants of this example, i.e., point and 
line melting, demonstrate that the proposed modeling frame-
work can robustly capture highly dynamic laser-melt-powder 
interactions while resolving important physical phenomena 
such as recoil pressure-induced wave patterns on the keyhole 
walls with a high detail. Finally, it shall be noted, that cur-
rently no frictional contact forces between powder particles 
are considered, and that the vapor jet and thereby induced 
gas flow are not explicitly modeled. These aspects will be 

in the focus of the authors’ future research work. However, 
even when considering these additional effects, the general 
mechanisms observed in the studies above are expected to be 
still valid. Moreover, the general suitability of the proposed 
modeling framework for complex PBF processes is shown 
such that it can be recommended for further detailed studies.

5  Conclusion and outlook

In this work, a general SPH modeling framework for cou-
pled microfluid-powder dynamics problems involving 
thermo-capillary flow and reversible phase transitions 
was presented. Herein, parallel implementation aspects 
were not discussed. However, in the authors’ previous 
work [43], a concept for the parallelization of the com-
putational framework for fluid–solid and contact interac-
tion problems was proposed and verified on the basis of 
an extensive scalability study. This framework enabled 

(a) t = 0.000ms (b) t = 0.050ms (c) t = 0.130ms

(d) t = 0.210ms (e) t = 0.290ms (f) t = 0.370ms

(g) t = 0.410ms (h) t = 0.450ms (i) t = 0.490ms

Fig. 19  Overall view of line melting PBF example: time series illustrating the powder dynamics and the melt pool shape with temperature field 
ranging from 1700K (blue) to 3400K (red)
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large-scale simulations such as the powder bed fusion 
line melting example, which was discretized by approxi-
mately 17.3 × 106 SPH particles and 5 × 105 time steps. 
Note that the implementation of such a parallel compu-
tational framework is far from trivial but indispensable 
when examining three-dimensional application-motivated 
examples that are of practical relevance.

The proposed modeling framework is suitable for the 
simulation of complex AM processes such as binder jet-
ting (BJT), material jetting (MJT), directed energy depo-
sition (DED), and powder bed fusion (PBF). To this end, 
the generality and robustness of the proposed computa-
tional modeling framework were demonstrated by exam-
ining several three-dimensional application-motivated 
examples. The obtained numerical results showcase the 
model’s general ability to capture relevant physical phe-
nomena such as coupled microfluid-powder dynamics and 

thermo-hydrodynamics involving surface tension and wet-
ting effects as well as reversible phase transitions. In par-
ticular, the following key characteristics of the considered 
AM processes were observed:

• The dynamic impact of binder droplets in BJT evokes 
significant distortions of the powder packing structure, 
which can extend to droplet splashing and powder parti-
cle ejection in case of high droplet impact velocities.

• Based on the preheating temperature of the substrate and 
the timing of successive droplets in MJT, aspects such as 
remelting depth or the occurrence of droplet coalescence 
and surface ripples can be controlled.

• Early laser shut-off, or equivalently insufficient laser 
powers, in DED can lead to inclusions of partially molten 
powder particles.

(a) t = 0.000ms

(b) t = 0.370ms

(c) t = 0.490ms

Fig. 20  Detail view of line melting PBF example: time series illus-
trating the powder dynamics and the melt pool shape with tempera-
ture field ranging from 1700K (blue) to 3400K (red) and sectional 

planes with non-molten material (black), resolidified material (blue), 
and surface of initial substrate (red)
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• As consequence of the evaporation-induced recoil pres-
sure forces in PBF, powder particles are dynamically 
ejected and the powder feedstock is pushed ahead by the 
propagating melt pool.

In summary, it can be stated that the proposed modeling 
framework has the ability to accurately model important 
physical phenomena of a host of complex AM processes, and 
thus can be expected to become a valuable tool for detailed 
studies in this field. Most of these effects could only be rep-
resented due to the coupled microfluid-powder dynamics, 
considered in combination with thermo-capillary flow and 
phase transitions for the first time in the proposed modeling 
framework. This modeling framework could also be used to 
model aspects of other AM processes than the ones consid-
ered, e.g., material extrusion or vat photopolymerization.

The authors’ future research in this field will mainly focus 
on the processes PBF and BJT, in particular on the aspect 
of powder particle ejection and powder bed distortion due 
to coupled microfluid-powder dynamics. To experimen-
tally validate the predicted degree of powder bed distortion, 
optical surface imaging techniques as well as a novel high-
resolution X-ray device [66], both developed by the authors’ 

collaborators at MIT, will be employed. In addition, in situ 
monitoring of the melt pool surface temperature in PBF will 
be enabled by a novel midwave infrared (MWIR) imaging 
technique [67], also developed by the authors’ collaborators 
at MIT. This approach provides high-resolution temperature 
fields and allows to resolve spatter ejection from the melt 
pool by capturing thermal emissions. Apart from model vali-
dation, such experimental data will help to identify unknown 
or uncertain model parameters based on inverse analysis.

Appendix 1: Representative material 
and discretization parameters

This appendix provides representative material parameters 
for molten metal, solid metal, atmospheric gas, and liquid 
binder, given in the Tables 1, 2, 3, and 4, as applied in the 
numerical examples in this work. Note that surface tension 
related parameters are given in the Tables for the liquid 
phase, i.e., molten metal or liquid binder, against atmos-
pheric gas. Besides, this appendix provides the applied 
discretization parameters given in Table 5.

Table 1  Representative material 
parameters for molten metal 
(stainless steel)

Symbol Property Value Units

�0 Reference density 7430 kg m−3

� Dynamic viscosity 6.0 × 10−3 kg m−1s−1

�0 Surface tension coefficient at reference temperature 1.8 N m−1

�min Minimum surface tension 0.2 N m−1

T�0 Reference temperature for surface tension 1700 K
�′
0

Surface tension gradient coefficient −1.0 × 10−3 N m−1K
−1

�0 Equilibrium wetting angle 60 degree
Tm Melt temperature 1700 K
ΔTs Surface tension regularization temperature interval 5.0 K
ΔTd Viscous dissipation force regularization temperature interval 300 K
Tv Boiling temperature 3000 K
cp Heat capacity 965 J kg−1K−1

k Thermal conductivity 35.95 W m−1K−1

�l Laser absorptivity 0.5 –
CP Pressure constant of recoil pressure model 5.4 × 104 N m−2

CT Temperature constant of recoil pressure model 5 × 104 K
hv Latent heat of evaporation 6.583 × 106 J kg−1

Th,0 Reference temperature for specific enthalpy 663.731 K
CM Constant for vapor mass flow 1.1095 × 10−3 K s2m−2

�
lg

0
Artificial viscosity factor liquid–gas 7.2 –

�
sf

0
Artificial viscosity factor solid–fluid 1.0 –



4875Engineering with Computers (2022) 38:4853–4877 

1 3

Supplementary Information The online version contains supplemen-
tary material available at https:// doi. org/ 10. 1007/ s00366- 022- 01724-4.

Acknowledgements This work was supported by funding of the 
Deutsche Forschungsgemeinschaft (DFG, German Research Founda-
tion) within project 437616465 and project 414180263.

Funding Open Access funding enabled and organized by Projekt 
DEAL.

Declarations 

Conflict of interest The authors declare that they have no known com-
peting financial interests or personal relationships that could have ap-
peared to influence the work reported in this paper.

Open Access This article is licensed under a Creative Commons Attri-
bution 4.0 International License, which permits use, sharing, adapta-
tion, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, 
provide a link to the Creative Commons licence, and indicate if changes 
were made. The images or other third party material in this article are 
included in the article's Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not included in 
the article's Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will 
need to obtain permission directly from the copyright holder. To view a 
copy of this licence, visit http:// creat iveco mmons. org/ licen ses/ by/4. 0/.

References

 1. Gibson I, Rosen D, Strucker B, Khorasani M (2021) Additive 
manufacturing technologies, 3rd edn. Springer, New York

 2. Ziaee M, Crane NB (2019) Binder jetting: a review of process, 
materials, and methods. Addit Manuf 28:781–801

 3. Mostafaei A, Elliott AM, Barnes JE, Li F, Tan W, Cramer CL, 
Nandwana P, Chmielus M (2021) Binder jet 3D printing-process 
parameters, materials, properties, modeling, and challenges. Prog 
Mater Sci 119:100707

 4. Gilani N, Aboulkhair NT, Simonelli M, East M, Ashcroft I, Hague 
RJM (2021) Insights into drop-on-demand metal additive manu-
facturing through an integrated experimental and computational 
study. Addit Manuf 48:102402

 5. Thompson SM, Bian L, Shamsaei N, Yadollahi A (2015) An over-
view of Direct Laser Deposition for additive manufacturing; part 
I: transport phenomena, modeling and diagnostics. Addit Manuf 
8:36–62

 6. Shamsaei N, Yadollahi A, Bian L, Thompson SM (2015) An 
overview of Direct Laser Deposition for additive manufacturing; 
part II: mechanical behavior, process parameter optimization and 
control. Addit Manuf 8:12–35

 7. Svetlizky D, Das M, Zheng B, Vyatskikh AL, Bose S, Bandyo-
padhyay A, Schoenung JM, Lavernia EJ, Eliaz N (2021) Directed 
energy deposition (DED) additive manufacturing: physical char-
acteristics, defects, challenges and applications. Mater Today 
49:271–95

 8. Markl M, Körner C (2016) Multiscale modeling of powder bed-
based additive manufacturing. Annu Rev Mater Res 46:93–123

 9. Meier C, Penny RW, Zou Y, Gibbs JS, Hart AJ (2017) Thermo-
physical phenomena in metal additive manufacturing by selective 
laser melting: fundamentals, modeling, simulation, and experi-
mentation. Ann Rev Heat Transfer 20:241–316

 10. Bayat M, Dong W, Thorborg J, To AC, Hattel JH (2021) A review 
of multi-scale and multi-physics simulations of metal additive 
manufacturing processes with focus on modeling strategies. Addit 
Manuf 47:102278

 11. Körner C, Attar E, Heinl P (2011) Mesoscopic simulation of 
selective beam melting processes. J Mater Process Technol 
211(6):978–987

 12. Körner C, Bauereiß A, Attar E (2013) Fundamental consolidation 
mechanisms during selective beam melting of powders. Modell 
Simul Mater Sci Eng 21(8):085011

 13. Khairallah SA, Anderson AT, Rubenchik A, King WE (2016) 
Laser powder-bed fusion additive manufacturing: physics of com-
plex melt flow and formation mechanisms of pores, spatter, and 
denudation zones. Acta Mater 108:36–45

 14. Liu Y, Li S, Wang H, Hou W, Hao Y, Yang R, Sercombe T, Zhang 
LC (2016) Microstructure, defects and mechanical behavior of 

Table 2  Representative material parameters for solid metal (stainless 
steel)

Symbol Property Value Units

�0 Reference density 7430 kg m−3

cp Heat capacity 965 J kg−1 K−1

k Thermal conductivity 35.95 W m−1 K −1

�l Laser absorptivity 0.5 –

Table 3  Representative material parameters for atmospheric gas

Symbol Property Value Units

�0 Reference density 7.43 kg m−3

� Dynamic viscosity 6.0 × 10
−4 kg m−1s−1

cp Heat capacity 10.0 J kg−1 K −1

k Thermal conductivity 0.026 W m−1 K −1

�l Laser absorptivity 0.0 –

Table 4  Representative material parameters for liquid binder

Symbol Property Value Units

�0 Reference density 1000 kg m−3

� Dynamic viscosity 1.0 × 10
−3kg m−1 s−1

�0 Surface tension coefficient 0.5 N m−1

�0 Equilibrium wetting angle 60 degree

�
lg

0
Artificial viscosity factor liquid–gas 1.8 –

Table 5  Discretization parameters

Symbol Property Value Units

W Smoothing kernel Quintic spline [48]
h Smoothing length 1.6 μm

rc Support radius 5.0 μm

Δx Initial particle spacing 1.6 μm

Δt Time step size 1.0 × 10−6 ms

https://doi.org/10.1007/s00366-022-01724-4
http://creativecommons.org/licenses/by/4.0/


4876 Engineering with Computers (2022) 38:4853–4877

1 3

beta-type titanium porous structures manufactured by electron 
beam melting and selective laser melting. Acta Mater 113:56–67

 15. Gusarov AV, Yadroitsev I, Bertrand P, Smurov I (2007) Heat 
transfer modelling and stability analysis of selective laser melt-
ing. Appl Surf Sci 254(4):975–979

 16. Ly S, Rubenchik AM, Khairallah SA, Guss G, Matthews MJ 
(2017) Metal vapor micro-jet controls material redistribution 
in laser powder bed fusion additive manufacturing. Sci Rep 
7(1):1–12

 17. Matthews MJ, Guss G, Khairallah SA, Rubenchik AM, Depond 
PJ, King WE (2016) Denudation of metal powder layers in laser 
powder bed fusion processes. Acta Mater 114:33–42

 18. Meier C, Fuchs SL, Much N, Nitzler J, Penny RW, Praegla PM, 
Pröll SD, Sun Y, Weissbach R, Schreter M, Hodge NE, Hart 
AJ, Wall WA (2021) Physics-based modeling and predictive 
simulation of powder bed fusion additive manufacturing across 
length scales. Surv Appl Math Mech (GAMM Mitteilungen) 
44(3):e202100014

 19. Miyanaji H, Zhang S, Yang L (2018) A new physics-based model 
for equilibrium saturation determination in binder jetting additive 
manufacturing process. Int J Mach Tools Manuf 124:1–11

 20. Tan H (2016) Three-dimensional simulation of micrometer-sized 
droplet impact and penetration into the powder bed. Chem Eng 
Sci 153:93–107

 21. Deng H, Huang Y, Wu S, Yang Y (2022) Binder jetting addi-
tive manufacturing: three-dimensional simulation of micro-meter 
droplet impact and penetration into powder bed. J Manuf Process 
74:365–373

 22. Pasandideh-Fard M, Chandra S, Mostaghimi J (2002) A three-
dimensional model of droplet impact and solidification. Int J Heat 
Mass Transf 45(11):2229–2242

 23. Li H, Wang P, Qi L, Zuo H, Zhong S, Hou X (2012) 3D numerical 
simulation of successive deposition of uniform molten Al droplets 
on a moving substrate and experimental validation. Comput Mater 
Sci 65:291–301

 24. Guan X, Zhao YF (2020) Modeling of the laser powder-based 
directed energy deposition process for additive manufacturing: a 
review. Int J Adv Manuf Technol 107(5):1959–1982

 25. Haley JC, Schoenung JM, Lavernia EJ (2019) Modelling particle 
impact on the melt pool and wettability effects in laser directed 
energy deposition additive manufacturing. Mater Sci Eng A 
761:138052

 26. Wang G, Qin Y, Yang S (2021) Characterization of laser-powder 
interaction and particle transport phenomena during laser direct 
deposition of W-Cu composite. Addit Manuf 37:101722

 27. Khairallah SA, Anderson A (2014) Mesoscopic simulation model 
of selective laser melting of stainless steel powder. J Mater Pro-
cess Technol 214(11):2627–2636

 28. Martin AA, Calta NP, Khairallah SA, Wang J, Depond PJ, Fong 
AY, Thampy V, Guss GM, Kiss AM, Stone KH et al (2019) 
Dynamics of pore formation during laser powder bed fusion addi-
tive manufacturing. Nat Commun 10(1):1–10

 29. Khairallah SA, Martin AA, Lee JR, Guss G, Calta NP, Hammons 
JA, Nielsen MH, Chaput K, Schwalbach E, Shah MN et al (2020) 
Controlling interdependent meso-nanosecond dynamics and defect 
generation in metal 3D printing. Science 368(6491):660–665

 30. Carraturo M, Kollmannsberger S, Reali A, Auricchio F, Rank E 
(2021) An immersed boundary approach for residual stress evalu-
ation in selective laser melting processes. Addit Manuf 46:102077

 31. Lee Y, Zhang W (2015) Mesoscopic simulation of heat transfer 
and fluid flow in laser powder bed additive manufacturing. In: 
International solid free form fabrication symposium, Austin, pp. 
1154–1165

 32. Geiger M, Leitz K-H, Koch H, Otto A (2009) A 3D transient 
model of keyhole and melt pool dynamics in laser beam welding 

applied to the joining of zinc coated sheets. Prod Eng Res Dev 
3(2):127–136

 33. Panwisawas C, Qiu C, Anderson MJ, Sovani Y, Turner RP, Attal-
lah MM, Brooks JW, Basoalto HC (2017) Mesoscale modelling 
of selective laser melting: thermal fluid dynamics and microstruc-
tural evolution. Comput Mater Sci 126:479–490

 34. Ammer R, Markl M, Ljungblad U, Körner C, Rüde U (2014) 
Simulating fast electron beam melting with a parallel thermal 
free surface lattice Boltzmann method. Comput Math Appl 
67(2):318–330

 35. Russell M, Souto-Iglesias A, Zohdi T (2018) Numerical simula-
tion of laser fusion additive manufacturing processes using the 
SPH method. Comput Methods Appl Mech Eng 341:163–187

 36. Wessels H, Weißenfels C, Wriggers P (2018) Metal particle fusion 
analysis for additive manufacturing using the stabilized optimal 
transportation meshfree method. Comput Methods Appl Mech 
Eng 339:91–114

 37. Wessels H, Bode T, Weißenfels C, Wriggers P, Zohdi T (2019) 
Investigation of heat source modeling for selective laser melting. 
Comput Mech 63(5):949–970

 38. Weirather J, Rozov V, Wille M, Schuler P, Seidel C, Adams NA, 
Zaeh MF (2019) A smoothed particle hydrodynamics model for 
laser beam melting of Ni-based alloy 718. Comput Math Appl 
78(7):2377–2394

 39. Fürstenau J-P, Wessels H, Weißenfels C, Wriggers P (2020) Gen-
erating virtual process maps of SLM using powder-scale SPH 
simulations. Comput Part Mech 7(4):655–677

 40. Meier C, Fuchs SL, Hart AJ, Wall WA (2021) A novel smoothed 
particle hydrodynamics formulation for thermo-capillary phase 
change problems with focus on metal additive manufacturing melt 
pool modeling. Comput Methods Appl Mech Eng 381:113812

 41. Bierwisch C, Mohseni-Mofidi S, Dietemann B, Grünewald M, 
Rudloff J, Lang M (2021) Universal process diagrams for laser 
sintering of polymers. Mater Des 199:109432

 42. Bierwisch C (2021) Consistent thermo-capillarity and thermal 
boundary conditions for single-phase smoothed particle hydro-
dynamics. Materials 14(16):4530

 43. Fuchs SL, Meier C, Wall WA, Cyron CJ (2021) An SPH frame-
work for fluid-solid and contact interaction problems including 
thermo-mechanical coupling and reversible phase transitions. Adv 
Model Simul Eng Sci 8(1):15

 44. Fuchs SL, Meier C, Wall WA, Cyron CJ (2021) A novel smoothed 
particle hydrodynamics and finite element coupling scheme 
for fluid-structure interaction: The sliding boundary particle 
approach. Comput Methods Appl Mech Eng 383:113922

 45. Brackbill JU, Kothe DB, Zemach C (1992) A continuum method 
for modeling surface tension. J Comput Phys 100(2):335–354

 46. Anisimov SI, Khokhlov VA (1995) Instabilities in laser-matter 
interaction. CRC Press, New York

 47. BACI: a comprehensive multi-physics simulation framework. 
https:// baci. pages. gitlab. lrz. de/ websi te. Accessed 27 Dec 2021

 48. Morris JP, Fox PJ, Zhu Y (1997) Modeling low Reynolds number 
incompressible flows using SPH. J Comput Phys 136(1):214–226

 49. Adami S, Hu X, Adams NA (2010) A new surface-tension for-
mulation for multi-phase SPH using a reproducing divergence 
approximation. J Comput Phys 229(13):5011–5021

 50. Breinlinger T, Polfer P, Hashibon A, Kraft T (2013) Surface ten-
sion and wetting effects with smoothed particle hydrodynamics. 
J Comput Phys 243:14–27

 51. Proell SD, Wall WA, Meier C (2020) On phase change and latent 
heat models in metal additive manufacturing process simulation. 
Adv Model Simul Eng Sci 7:1–32

 52. Adami S, Hu XY, Adams NA (2012) A generalized wall boundary 
condition for smoothed particle hydrodynamics. J Comput Phys 
231(21):7057–7075

https://baci.pages.gitlab.lrz.de/website


4877Engineering with Computers (2022) 38:4853–4877 

1 3

 53. Adami S, Hu XY, Adams NA (2013) A transport-velocity for-
mulation for smoothed particle hydrodynamics. J Comput Phys 
241:292–307

 54. Morris JP (2000) Simulating surface tension with smoothed par-
ticle hydrodynamics. Int J Numer Meth Fluids 33(3):333–353

 55. Monaghan JJ, Gingold RA (1983) Shock simulation by the parti-
cle method SPH. J Comput Phys 52(2):374–389

 56. Gounley J, Boedec G, Jaeger M, Leonetti M (2016) Influence 
of surface viscosity on droplets in shear flow. J Fluid Mech 
791:464–494

 57. Basa M, Quinlan NJ, Lastiwka M (2009) Robustness and accuracy 
of SPH formulations for viscous flow. Int J Numer Meth Fluids 
60(10):1127–1148

 58. Cleary PW, Monaghan JJ (1999) Conduction modelling using 
smoothed particle hydrodynamics. J Comput Phys 148(1):227–264

 59. O’Sullivan C, Bray JD (2004) Selecting a suitable time step for 
discrete element simulations that use the central difference time 
integration scheme. Eng Comput 21(2–4):278–303

 60. Cleary PW (1998) Modelling confined multi-material heat and 
mass flows using SPH. Appl Math Model 22(12):981–993

 61. Meier C, Weissbach R, Weinberg J, Wall WA, Hart AJ (2019) 
Modeling and characterization of cohesion in fine metal powders 
with a focus on additive manufacturing process simulations. Pow-
der Technol 343:855–866

 62. Meier C, Weissbach R, Weinberg J, Wall WA, Hart AJ (2019) 
Critical influences of particle size and adhesion on the powder 
layer uniformity in metal additive manufacturing. J Mater Process 
Technol 266:484–501

 63. Parab ND, Barnes JE, Zhao C, Cunningham RW, Fezzaa K, Rollett 
AD, Sun T (2019) Real time observation of binder jetting printing 
process using high-speed X-ray imaging. Sci Rep 9(1):1–10

 64. Simonelli M, Aboulkhair N, Rasa M, East M, Tuck C, Wildman 
R, Salomons O, Hague R (2019) Towards Digital Metal Additive 
Manufacturing via High-Temperature Drop-on-Demand Jetting. 
Addit Manuf 30:100930

 65. Kouraytem N, Li X, Cunningham R, Zhao C, Parab N, Sun T, 
Rollett AD, Spear AD, Tan W (2019) Effect of laser-matter inter-
action on molten pool flow and keyhole dynamics. Phys Rev Appl 
11(6):064054

 66. Penny RW, Praegla PM, Ochsenius M, Oropeza D, Weissbach R, 
Meier C, Wall WA, Hart AJ (2021) Spatial mapping of powder 
layer density for metal additive manufacturing via transmission 
X-ray imaging. Addit Manuf 46:102197

 67. Penny RW, Hart AJ (2020) Additive manufacturing via optical 
aperture division multiplexing, US Patent App. 16/513,700

Publisher's Note Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.


	A versatile SPH modeling framework for coupled microfluid-powder dynamics in additive manufacturing: binder jetting, material jetting, directed energy deposition and powder bed fusion
	Abstract
	1 Introduction
	2 Governing equations
	2.1 Fluid phases
	2.1.1 Surface tension and wetting forces
	2.1.2 Evaporation-induced recoil pressure forces

	2.2 Solid phase
	2.3 Thermal conduction

	3 Spatial discretization via smoothed particle hydrodynamics
	3.1 Discretization of phase interfaces
	3.2 Phase transitions and treatment of resultant discontinuities
	3.3 Modeling microfluidic flow via weakly compressible SPH
	3.3.1 Pressure and viscous forces
	3.3.2 Surface tension forces
	3.3.3 Wetting phenomena
	3.3.4 Recoil pressure forces
	3.3.5 Viscous dissipation forces
	3.3.6 Barrier forces

	3.4 Modeling the motion of rigid bodies discretized by particles
	3.4.1 Evaluation of mass-related quantities of rigid bodies
	3.4.2 Evaluation of resultant forces and torques acting on rigid bodies
	3.4.3 Contact evaluation between neighboring rigid bodies

	3.5 Modeling thermal conduction
	3.6 Time integration scheme

	4 Numerical examples
	4.1 Representative configuration for the numerical simulation of additive manufacturing processes
	4.2 Binder jetting
	4.3 Material jetting
	4.4 Directed energy deposition
	4.5 Powder bed fusion

	5 Conclusion and outlook
	Acknowledgements 
	References




