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Abstract

With the recent advances in mobile computing, dis-
tributed organizations are facing a growing need for
advanced Information and Communication Technologies
(ICT) that support mobile working. The ability to use in-
formation effectively anywhere and anytime has become a
key business success factor. Although many Computer Sup-
ported Collaborative Work (CSCW) systems have been in-
troduced to date, technologies and architectures that sup-
port the collaboration of nomadic workers on a wide range
of mobile devices, notebooks and personal computers is still
a challenge. The MObile Teamwork Infrastructure for Or-
ganizations Networking (MOTION)1 project is aiming to
design a highly flexible, open and scalable ICT architecture
for mobile collaboration. In this paper, we present the mo-
bile collaboration requirements of two MOTION industry
case studies, and highlight the advantages of a Web-based
peer-to-peer architecture and for nomadic working.

Keywords: MOTION, Mobile Teamworking, Informa-
tion and Communication Technology Architecture, Mobile
Computing, Web-based Peer-to-Peer Architectures, No-
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1 Introduction

Computer Supported Cooperative Work (CSCW) has
been a research direction since the early days of comput-
ing. Many tools and ideas have been introduced and many

1This project is supported by the European Commission in the Frame-
work of the IST Programme, Key Action II on New Methods of Work and
eCommerce. Project number: IST-1999-11400 MOTION (MObile Team-
work Infrastructure for Organizations Networking)

commercial products have been implemented (e.g., Lotus
Notes, MS Outlook). The main reason why the Hypertext
pioneers Engelbart and Nelson started Hypertext research in
the 60’s was to improve collaboration and working methods
by utilizing computer systems [3, 14]. In fact, the Hyper-
text Markup Language (HTML) and the World Wide Web
(WWW) were born because scientists at CERN were look-
ing for ways to improve collaboration over the Internet [1].

Today, many organizations deploy computer-based col-
laboration tools to improve their productivity and communi-
cation. It is not uncommon, for example, that a software en-
gineering project involves over 1000 engineers distributed
over 13 countries [2]. Collaborative tools support business
processes, information management and knowledge shar-
ing.

With the recent advances in mobile computing, dis-
tributed, multi-site organizations are facing a growing need
for advanced Information and Communication Technolo-
gies (ICT) that provide the ability to access information
anywhere and anytime. Supporting collaboration while em-
ployees are mobile has been increasing in importance. Em-
ployees are not only nomadic users [12], but also nomadic
workers that would like to continue doing their job while on
the move.

Although many CSCW systems have been introduced to
date, technologies and architectures that support the col-
laboration of nomadic workers on a wide range of mobile
devices, notebooks and personal computers is still an open
challenge. Mobile devices often have small display sizes,
limited memory, weak CPU-power, and input limitations
due to their size (e.g., writing may be difficult). Further-
more, network bandwidths of mobile devices are often low
and disconnections are frequent. Novel technologies, ar-
chitectures and nomadic working services are required that
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take these factors into consideration and that can provide
effective mobile working and knowledge sharing support.

In the MObile Teamwork Infrastructure for Organiza-
tions Networking (MOTION) project, we are developing
services based on an ICT architecture to support mobile and
distributed collaborative working.

In this paper, we present the mobile teamwork require-
ments of two industry case studies, and highlight the advan-
tages of a Web-based peer-to-peer architecture and knowl-
edge sharing model for mobile working. The next section
lists requirements collected in the case studies. Section 3
presents scenarios based on the requirements. Section 4
presents the concept of knowledge sharing in communities.
Section 5 briefly discusses the MOTION architecture. Sec-
tion 6 presents related work and Section 7 summarizes the
paper.

2 Requirements for nomadic team-working

In this section, we give a brief overview of the MOTION
industrial case studies and their mobile working require-
ments.

The first case study is a multi-national company and a
large producer of white goods. The company would like
to improve the collaboration of its employees in distributed
manufacturing activities. The company’s manufacturing ex-
perts travel around the world and need ubiquitous access for
querying distributed knowledge repositories.

Many factories of the company do not have a network or
Internet infrastructure. Thus, experts need support to form
ad-hoc networks to share documents and exchange know-
how on site.

The second industry case study is a multi-national, well-
known company in the market of global telecommunication
systems and equipment.

The company would like to improve the ways in which
geographically distributed development centers of the com-
pany divide their work, communicate and collaborate. It
would like to increase the availability and working effi-
ciency of its employees by providing support for mobile
working, knowledge sharing and collaboration.

Highly specialized domain experts are involved in many
research projects and are frequently on the move between
the research centers. The developers need support to enable
them to search for available domain experts and arrange
face-to-face meetings or synchronous communication ses-
sions with them (e.g., using voice- or video-streaming).

The analysis of the case studies led us to the following
main requirements for a system supporting nomadic work-
ing:

� Knowledge sharing: The system has to provide ubiq-
uitous and transparent access to the company’s infor-

mation and services network, from both fixed and mo-
bile nodes, independent from the actual physical lo-
cation of the user. Updates of the distributed corporate
knowledge base have to be processed efficiently. Users
may act both as consumers as well as providers of in-
formation.

� Communication: There is a need for improving inter-
personal collaboration and communication among the
different parties within the process network. Beside
instant messaging this includes support for advanced
synchronous communication such as voice- and video-
streaming.

� Device-independence: The system has to support a
wide range of mobile and fixed computing hardware
such as Personal Digital Assistants (PDAs), Wireless
Access Protocol (WAP) [16] enabled cellular phones,
palmtops, notebooks and desktop personal computers.

� Mobility: The system needs to support three modes of
connectivity for nomadic working: connected mode,
disconnected mode and ad-hoc mode.

In the connected mode, connectivity is strong and a di-
rect connection to the Internet is available from a fixed
network node. The user might be at her office, for ex-
ample.

In the disconnected mode, the user does not have any
network connectivity. She may be in an airport, for ex-
ample, waiting for a flight. Although the user is not
connected, she is able to continue working. The num-
ber of tasks she can do offline depends on the infor-
mation that is available to her on the particular device.
Once she is re-connected, she is able to synchronize
the changes with the rest of the system.

In the ad-hoc mode, the user has connectivity that is
weak and not optimal. Nevertheless, the user is able
to communicate and build ad-hoc networks with de-
vices that are in communication range to form a work-
ing community.

� Subscription and notification: In a typical collabora-
tive working process, employees often depend on work
done by others. They frequently have to wait for some
kind of event to happen before they can continue their
work. For example, when writing a joint documen-
tation for a software component, a software engineer
might need to know when a colleague has released or
updated a certain part of the document.

Hence, subscription mechanisms are needed that en-
able a user to subscribe to business events and to re-
ceive notifications. Notification on the availability of
other users is also required for communication and in-
formation exchange purposes. The user should be able
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to receive these notifications also via other means such
as SMS or email.

3 Nomadic working scenarios based on the
case studies

In this section, we sketch four nomadic working scenar-
ios based on the requirements we listed in the previous sec-
tion. The scenarios illustrate the interaction of the nomadic
worker with the MOTION system and anytime, anywhere
access to information.

Scenario 1: MOTION access via WAP

A software engineer, Dr. X, is traveling from Austria to a re-
search center in the US. Her plane is late and she has to wait
at the airport for two hours. She takes her WAP-enabled
cellular phone, dials up and connects to the MOTION plat-
form. She first goes through her MOTION messages about
business events she has subscribed to. She sees that a col-
league has updated a research paper they had been working
on. She reads a message from a project worker who is look-
ing for an expert in software testing and acknowledges her
availability for a chat on the following day. Dr. X updates
her personal availability information that she is reachable
via SMS for the next two hours and disconnects.

Scenario 2: MOTION access and retrieval via Web

Dr. X has a connecting flight at New York JFK airport.
While she is reading a report, she is stuck with a prob-
lem. Unfortunately her WAP enabled cellular phone does
not work in the US. But she can use a Web terminal at the
airport. She opens the web browser and connects to the
system. Due to the time zone difference, she does not find
any colleagues online so she formulates a query with the
required information and disconnects. While disconnected,
the search is performed and the result is presented to Dr. X
the next time she connects to the system.

Scenario 3: Connected and disconnected working

During the flight to her final destination, Dr. X uses her
notebook to work in disconnected mode. She updates the
report she is going to present and answers some messages.

When she arrives at the research center in the US, she
finds an Internet connection. She boots up her notebook
and connects to the MOTION system. After she has logged
in, the messages she had written in disconnected mode are
sent and her colleagues receive a notification that she has
updated the report.

Scenario 4: Ad-hoc networking

Dr. X meets her colleagues at the construction site of a
new plant. They wish to discuss their experiences about
how to run the new plant efficiently. Until now no Internet
connection and network infrastructure is available. Dr. X
and her colleagues take their notebooks and form an ad-hoc
network using their wireless Ethernet cards. They form a
working community and are able to share their artifacts.

4 Knowledge sharing

Knowledge sharing is a key requirement in MOTION.
The system has to provide simple access and manipula-
tion mechanisms for the distributed knowledge base. The
knowledge base is distributed over several peers in the MO-
TION architecture. In MOTION a peer is any computing
device that runs the MOTION middleware. In addition,
peers can be in disconnected or ad-hoc mode and therefore
not reachable. However, users should be shielded from the
complexity of dealing with the actual location of a requested
artifact (location transparency).

This goal is achieved by introducing the notion of com-
munity. A community in MOTION is a set of users, the
community members. The members are grouped through
some membership relation, e.g., a common interest in the
design of the latest cellular phone. Each user may belong to
one or more community.

Each user in the system owns artifacts that are stored in
the user’s resource space. If a user wishes to share a set of
artifacts with her colleagues, she makes them available to a
community. The subset of artifacts from the resource space
that is made available to a given community is called the
member space. The member space contains all the artifacts
a user wishes to share with a given community. An artifact
can also be made available to more than one community.
For instance, this paper could be of interest for the com-
munity “Software Engineering” and the community “Web
Systems”. That is, a user can have more than one member
space that may overlap.

The set of artifacts the connected community members
contribute to a community is called the community space.
The community space is therefore the union of the member
spaces of all community members that are currently con-
nected. From the user view, the access to the artifacts in
the community space is transparent regardless of the actual
physical location of the artifact. The resource and commu-
nity spaces have essentially similar basic functionalities that
enable the user to query and manipulate the content of the
space and to subscribe to occurring events.

The idea of our community space is a dynamic one.
Since the community space is built only by the member
spaces of the community members that are currently con-
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nected, the content of this space will change dynamically
according to the users connected to the system. In partic-
ular, a given resource will be available to the connected
community only as long as its owner is part of it. Never-
theless, the ability to communicate and share artifacts asyn-
chronously is a key requirement for MOTION. This requires
that specific artifacts have to be accessible persistently to
the users connected to the system. For this, a portion of
the community space is actually persistent: we refer to
this part of the community space as the community cabi-
net. Since the community cabinet is part of the commu-
nity space, the cabinet is always available to all community
members. Thus, an artifact stored in the community cabinet
is available to the community members regardless whether
the owner of the resource is currently connected.

The concept of MOTION communities and cabinets is a
flexible concept for knowledge sharing in a distributed en-
vironment. Access control is an important issue in every
knowledge sharing system. MOTION uses a flexible user
access control and user management component [4].

5 MOTION Web-based peer-to-peer archi-
tecture

In this section, we give a brief overview of the MO-
TION Web-based peer-to-peer architecture that supports the
knowledge sharing model and the scenarios presented in the
previous sections.

5.1 The Web as the MOTION service platform

The scalability and the distributed nature of the Web
has made it a popular platform for building collaborative
tools. Thus, many Web-based tools have been introduced
and there are countless Web applications for improving
communication, information exchange and process man-
agement. Boeing, for example, has been successfully using
Web-based collaborative applications in the construction of
its airplanes [5].

To meet the requirements and to cover the scenarios col-
lected in the case studies, the MOTION architecture utilizes
the existing Web infrastructure and exploits many of its ad-
vantages.

The Web is well-known to the user and a large major-
ity of users are familiar with Web related issues and terms
such as Universal Resource Locators (URLs), bookmarks,
plug-ins etc. Web clients are available for a wide range of
operating system. Furthermore, Web access is widely avail-
able (e.g. at airports), but other Internet infrastructures such
as telnet or news are not as often supported by public Inter-
net access points. Even if they are supported they are not
secure.

The MOTION system has to support synchronous com-
munication such as voice- and video-streaming. These tech-
nologies are already supported by a wide range of exist-
ing plug-ins and applications. These programs can be inte-
grated into a Web environment.

Universal Resource Locators (URLs) are a unique way
of identifying resources on the Internet. Web browsers have
integrated functionality for supporting Internet protocols by
using URLs. Thus, URLs are well-suited for referencing
information sources. Web technologies also offer security
against sniffing attacks by using secure HTTP connections
trough SSL. The communication is encrypted and is thus
secure against eaves dropping.

Because multipurpose publishing [9] and device-
independence [8] have increased in importance, standards
such as the World Wide Web Consortium’s [15] eXtensible
Markup Language (XML) and eXtensible Stylesheet Lan-
guage (XSL) have been defined. As shown in [7], it is pos-
sible to utilize these standards and build flexible Web user
interfaces that support stationary as well as mobile com-
puter devices.

5.2 Peer-to-peer middleware

The MOTION system requirements for mobility impli-
cate frequent disconnections and changes of the network
topology. To meet these requirements the MOTION archi-
tecture is based on a peer-to-peer middleware.

The MOTION middleware is a central component of the
communication infrastructure. The middleware manages
the subscription and provides event-based mechanisms to
notify users on the subscribed events. It is also responsible
for locating the actual physical location of a requested arti-
fact. The MOTION middleware is implemented as a servlet
running on the Web server on every MOTION peer.

The middleware is also responsible for queuing the user
actions and events that cannot be processed when working
in the disconnected or ad-hoc networking mode. Notifica-
tion messages that cannot be delivered because of an un-
reachable peer are queued. All queued actions and events
are processed as soon as the peer connects again to the MO-
TION platform. This process is transparent to the user as
described earlier in Scenario 3. The middleware exploits
the experiences gained in the LIME [11] project.

We mentioned before that the community cabinet in MO-
TION guarantees that the artifacts stored in it are persistent
and accessible at all times. However, how does one provide
persistency in a peer-to-peer environment? In MOTION, a
specific set of peers are always up and running. These peers
are the backbone of the MOTION system and are called
backbone peers. The backbone peers offer services which
are accessible persistently by all the other peers. The ad-
vantage of this approach is that any peer can be designated
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Figure 1. MOTION Architectural Sketch

as being a backbone peer and vice versa. The configuration
of the system is highly flexible.

5.3 MOTION Web Architecture

In this section, we provide an overview of the Web-based
MOTION peer-to-peer architecture. Figure 1 illustrates typ-
ical MOTION peers and their components. It also shows the
access to the MOTION system from devices not running a
Web-server and the MOTION middleware (Web-terminal,
WAP phone, PDA).

Each MOTION peer contains both, a Web server, run-
ning a Java servlet engine and a Web client. The middle-
ware provides an API to connect to the knowledge repos-
itory. This API consists of generic functions to manage
the artifacts stored in the repository. This architecture en-
ables the support of various kinds of repositories such as
XML-databases, SQL-databases, file-systems, etc. Only an
adapter between the repository and the MOTION API has
to be provided. The repository not only stores the actual
artifact, but also XML metadata. The metadata is used for
managing and querying the repository.

Not every MOTION peer needs to contain the whole ma-
chinery depicted in Figure 1. Depending on the computa-
tional power and the memory capacity, some components
might offer reduced functionality. These constraints reduce
the functionalities offered to the user. Due to memory lim-
itations, a MOTION peer on a PDA, for example, cannot
host a full SQL-database as a repository. Instead the repos-
itory on a PDA could just cache the XML metadata of the
retrieved artifacts and access the actual artifact using the
URL.

MOTION also supports access from devices not running
a web server and the MOTION middleware. These devices
access the platform via the web server of a MOTION peer.
The only requirement for these devices is that they run a
Web- or WAP-client. This enables the user to access MO-
TION from any computer running a Web browser (e.g. in an
Internet cafe), from a PDA or WAP-enabled cellular phone.

Because of the limited capabilities of mobile devices the
user interface and the displayed content have to be adapted
accordingly. In MOTION we adapt the content using an
extended version of the MyXML technology [7].

5.4 Repository access scenarios

In this section, we show the artifact access to the local
repository as well as to the repository on a remote peer.

Artifacts that are stored in the local repository are re-
trieved through the local web server, which delegates the
request to the underlying MOTION middleware, which in
turn queries the local repository. The retrieved artifact is
then transfered to the Web client via the middleware and
the Web server. This scenario is illustrated by the sequence
diagram in Figure 2.

HTTP

HTTP

Servlet

Servlet

Client Middleware RepositoryServer

Peer1

Figure 2. Local access to artifacts

Artifacts that are not stored in the local repository are ac-
cessed through the local Web server and the MOTION mid-
dleware. The middleware is then responsible for locating
the artifact among all connected peers. The URL of the re-
quested artifact is provided to the Web server that forwards
it to the browser. The actual artifact is retrieved via a con-
ventional client/server access using HTTP. In this case, the
requesting peer operates as client and the peer hosting the
requested artifact as server. Since every peer consists of a
Web server as well as a Web client every peer can operate in
both roles. This scenario is shown by the sequence diagram
in Figure 3.

Client Middleware RepositoryServer
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Figure 3. Remote access to artifacts

 
Proceedings of the 10th International Workshops on Enabling Technologies: Infrastructure for Collaborative Enterprises (WET ICE �01) 
1080-1383/01 $10.00 © 2001 IEEE 



6 Related Work

To our knowledge, not much service and architectural
work exists in supporting and improving mobile collabora-
tion, knowledge sharing and working.

The majority of research on architectures supporting mo-
bile computing is concerned with low-level problems found
in mobile environments such as resource discovery and low
bandwidth. Liu, for example, introduces a virtual system ar-
chitecture in [10] for supporting wireless and mobile com-
munications that uses predictive mobility management al-
gorithms to predict users’ movements within the system.
Resources are brought to the user before the user arrives and
hence, efficient access to information is provided. The ar-
chitecture, though, is not concerned with collaboration and
information sharing issues and does not provide support for
ad-hoc connectivity.

The most notable project with similar goals to MOTION
is StudySpace [13]. Although StudySpace tackles problems
such as determining network, hardware and display capabil-
ities before fetching a document, it does not address ad-hoc
information sharing and community support issues.

A tool that has recently been developed and that ad-
dresses some teamwork requirements we have discussed
in this paper is Groove [6]. Groove uses a peer-to-peer
approach, supports knowledge sharing and enables syn-
chronous communication. But it does not support mobile
working and lacks a sophisticated access control system.

7 Conclusion

Supporting collaboration and nomadic working on a
wide range of computing devices is a challenge for appli-
cation developers. Traditional distributed computing con-
cepts, fixed-node networks, services and architectures are
not sufficient. Our ongoing work in the MOTION project
tackles these problems and designs and implements services
based on a generic architecture for mobile working, collab-
oration and knowledge sharing.

From the case studies we observed a need for ad-hoc net-
working support and easy sharing of knowledge. Our archi-
tecture is based on a dynamic community model and utilizes
and extends the existing Web infrastructure to enable orga-
nizations to combine the advantages of the Web with the
advantages of mobile computing.

We are currently working on the implementation of pro-
totypes of the services and the peer-to-peer middleware.
The architecture will be deployed and evaluated in the case
study organizations.

A Web-based peer-to-peer service architecture is a
promising novel approach to answering the question of
how collaboration and knowledge sharing can be improved
within and between organizations.
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