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Clustering web services is an effective method to solving service computing problems. *e key insight behind it is to extract the
vectors based on the service description documents. However, the brevity of natural language service description documents
typically complicates the vector construction process. To circumvent the difficulty, we propose a novel web service clustering
method to vectorize documents based on the semantic similarity, which can be calculated via WordNet and multidimensional
scaling (WMS) analysis. We utilize the dataset from the ProgrammableWeb to conduct extensive experiments and achieve
prominent advances in precision, recall, and F-measure.

1. Introduction

*rough the rapid development of Internet technology [1],
clustering web services has become an effective method to
solving service discovery [2–4], service composition [5, 6],
and service recommendation [7]. Firstly, there are increasing
enterprises and institutions that encapsulate software
functions or data into web services and publish them to the
network. For instance, the number of services in Pro-
grammableWeb has grown from fewer than 3,000 in 2011 to
more than 20,000 by 2020, which remarkably increases the
difficulty of managing web services. Secondly, when users
query the web services they need, the service discovery
system generally searches all related web services and returns
ordered ones, where the ranking index is mainly based on
the relevance to the query. However, it is intractable to
search through the entire whole web services space and
obtain accurate results. According to the work made by
Zhang et al., clustering web services can improve the per-
formance of service discovery by reducing the search space
[2]. *irdly, service composition is proposed to select ap-
propriate web services from the repository to build func-
tional web services. However, the scale of the repository will

influence the efficiency of finding and sorting multiple web
services with various functions. Clustering web services that
matches the clusters to the requirements of developers can
successfully alleviate this dilemma in the light of the research
results of Xia et al. [5].

*e premise of clustering web services is to extract
vectors corresponding to service description documents,
which are mainly constructed based on keyword or semantic
features. Unfortunately, despite the effectiveness of clus-
tering web services towards a variety of web service tasks, its
applicability is hindered by extracting vectors from natural
language service description documents. *e service de-
scription document is an important basis for clustering web
service, which is commonly implemented by Web Services
Description Language (WSDL) document or natural lan-
guage web service description document. *ough WSDL
document written in Extensible Markup Language (XML)
can offer plentiful convenient functions such as describing
the service in combination with Web Ontology Language
(OWL), its construction procedure is quite complex.
*erefore, some companies and institutions, such as Pro-
grammableWeb, leverage natural language to describe web
services to generate succinct service description documents,
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where each keyword appears almost once. However, the
brevity of these documents leads to extra problems when
clustering web services extracts’ two types of target features.
Specifically, extraction of keyword features highly depends
on the frequency of keyword occurrence. Similarly, the
corpus of service description documents can hardly establish
so that the corresponding probabilistic topic model is dif-
ficult to construct to extract the semantic features that refers
to the probability distribution of a document on different
topics.

*is paper proposes a novel approach that constructs
vectors via differences between documents instead of doc-
ument features. We mainly cluster the web services de-
scribed in natural language. *e operation object is the
natural language service description document, and the
dataset is from ProgrammableWeb. *e main contributions
of this paper are based on (1) designing of an algorithm to
calculate the similarity between documents, (2) proposing a
methodology to convert similarity data into distance data,
which is an important prerequisite for multidimensional
scaling analysis, and (3) the implementing principal com-
ponent analysis (PCA) methods on the vectors corre-
sponding to the service documents to determine the
appropriate clustering algorithm.

*e rest of our work is structured as follows. Section 2
compares existing work. Section 3 introduces the study
materials. We explain the study methods in detail in Section
4. We explain the experimental process in detail in Section 5.
Finally, Section 6 summarizes the main conclusions and
highlights future work.

2. Related Work

In this section, we will separately introduce the related works
on WSDL service description document clustering and
natural language service description document clustering.

2.1. WSDL Service Description Document. In the early days,
there were many web services described using WSDL
documents, so many scholars paid attention to the clus-
tering of such web services. Paik and Kumara et al. used
the ontology model in service clustering [8, 9], which
greatly improved the service clustering effect. Some
scholars used WordNet to calculate the semantic simi-
larity [8, 10], but the algorithm they proposed is not
suitable for natural language documents. We proposed an
algorithm for calculating the semantic similarity between
natural language documents using WordNet. In addition,
some scholars also used context-aware methods to im-
prove service clustering [9, 11]. Liang et al. used tag in-
formation in WSDL document clustering to improve the
clustering effect [12]. Considering the sparse semantics of
WSDL documents, Gu et al. used open data to increase
semantic information before clustering [13]. Because of
the too much useless information of WSDL documents,
Agarwal et al. used a probability model to filter useless
information before clustering [14]. Sun et al. added neural
networks to service clustering [4]. In general, these

methods have a common limitation, and they are not
suitable for processing service documents described in
natural language. For example, in literature [8], separate
ontology is constructed for different “element” data, and
the “element” includes <definitions>, <types>, <mes-
sages>, and <portType>. However, in natural language
documents, there is no “element,” so it is very difficult to
construct ontology.

2.2. Natural Language Service Description Document.
Because WSDL documents are too complex to construct,
some companies and organizations now use natural
language to describe web services. Some scholars focus on
the clustering of natural language service description
documents. Muth and Inkpen used the term frequency-
inverse document frequency (TF-IDF) to extract key-
words and then clustered web services according to
keywords [15]. However, the service description docu-
ments are too short to extract keywords. Some scholars
used the latent Dirichlet allocation (LDA) to build a
probabilistic topic model and calculated the probability
distribution of each service description document on each
topic so as to achieve document vectorization and then
clustered the vectors [2, 16]. *e premise of LDA is to
construct the unigram model. However, the corpus of
service description document is too few, and the con-
structed unigram model is weak. Some scholars used the
Word2Vec training external corpus to expand service
documents to improve the effect of LDA training [17, 18].
However, the size and type of the corpus seriously affect
the degree of improvement. Lizarralde used deep varia-
tional autoencoders in this work to solve this problem [3].
Cao et al. used the Doc2Vec model to train the service
document dataset, converted each document into a vector,
and then clustered the vectors [19]. However, there is no
reference basis for the selection of vector dimensions,
which increases the uncertainty of the results. Zou et al.
first trained the WE-LDA model to obtain the probability-
topic distribution of each document, then trained the
recurrent convolutional neural network (RCNN) to ob-
tain a fitting model from each service document to the
probability-topic distribution, and finally clustered the
document-feature vectors [20, 21]. However, the structure
of RCNN is very complicated, the training effect of RCNN
depends on adjusting the parameters, and the training
results of the LDA model greatly increase the uncertainty
of RCNN. So, it is very difficult to get a suitable model by
adjusting parameters. In short, the problem of these
methods comes from the uncertainty caused by mining
service document features. We noticed that it is difficult to
extract features from short documents, but it is easier to
compare the differences between short documents, so we
use WordNet to quantify document differences and then
use multidimensional scaling analysis to construct vectors
corresponding to the documents and finally cluster the
vectors. In our method, only very few parameters need to
be adjusted and our work on adjusting parameters has a
theoretical and experimental basis.
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3. Study Materials

*e experimental data in this paper come from the Pro-
grammableWeb website. *is article uses the WordNet
database to calculate semantic similarity, and we will in-
troduce them in detail below.

3.1. ProgrammableWeb. ProgrammableWeb is an infor-
mation and news source about the Web as a programmable
platform. It is a subsidiary of MuleSoft and has offices in San
Francisco, CA. *e website publishes a repository of web
APIs, mashups, and applications and has documented over
22000 open web APIs and thousands of applications in
October 2020. It has been called the “journal of the API
economy” by TechCrunch [22]. *e data in Pro-
grammableWeb mainly include category, description doc-
ument, tag, and calling method (see website https://www.
programmableweb.com/) (see Figure 1). *is paper uses
description documents as the main body for service clus-
tering. “Tag” is the auxiliary information given by web
service developers, which helps us to preprocess service
documents. “Category” is the classification given by web
service developers, and we use it as the evaluation index of
clustering.

3.2.WordNet. WordNet is an English dictionary established
and maintained by the Cognitive Science Laboratory of
Princeton University [23]. Because it contains semantic
information, it is different from a dictionary in the usual
sense. WordNet groups the entries according to their
meanings. Each group of entries with the same meaning is
called a Synset. WordNet provides a short, summary defi-
nition for each Synset and records the semantic relationship
between different Synsets. A word may have multiple
meanings, which are in different Synsets (see Table 1).

Synset contains a variety of semantic relations, such as
upper and lower relation, antisense relation, and whole and
part relation (see Figure 2). Based on these relationships, the
semantic similarity between Synsets can be calculated. A
word may have multiple semantics and parts of speech
corresponding to different Synsets. *erefore, the two words
have different semantic similarities in different Synsets (see
Table 2). We have to choose one of them as the semantic
similarity between two words. Some of the existing methods
choose the maximum value [24, 25]. *is is the basis for
calculating the semantic similarity between documents.

4. Study Methods

*is section consists of three parts. Section 4.1 introduces the
method of calculating the semantic similarity between two
service documents. Section 4.2 introduces the method of
using semantic similarity to calculate the vector corre-
sponding to the service document. Section 4.3 introduces
how to select the appropriate algorithm to cluster the
vectors.

*e main study methods of this paper are based on (1)
obtaining preprocessed documents (PD) through tags and

WordNet, (2) calculating the semantic similarity between
PDs and then obtaining the semantic distance matrix, (3)
using the multidimensional scaling to analyze the semantic
distance matrix to obtain the semantic distance vector
(SDV) corresponding to each web service, and (4) using the
K-means algorithm to cluster the SDVs to achieve clus-
tering of web services (see Figure 3). *e multidimensional
scaling is used to translate “information about the pairwise
“distances” among a set of n objects or individuals” into a
configuration of n points mapped into an abstract Cartesian
space [26].

4.1. Calculate Semantic Similarity. *e basis of calculating
document semantic similarity is to calculate the semantic
similarity between words. We enumerate all the semantic
similarities of two words in different Synsets and select the
largest as the semantic similarity of the words [24, 25].

Before calculating the semantic similarity of docu-
ments, preprocessing is required. General preprocessing
methods include removing punctuation and stop words.
*is paper considers the particularity of Web service de-
scription documents. Except for stop words, there are many
words that have nothing to do with document semantics.
“Tag” is the auxiliary information given by web service
developers according to the research results of Jingli et al.
In [27], using tags can filter out the words that are not
related to the topic; according to the research results of Shi
et al. [28], the more tags two web services have duplicates,
the more likely they are to belong to the same category.
*erefore, in the process of document preprocessing, we
keep words that are semantically similar to tags, thereby
removing words that have nothing to do with the subject of
the document. We use D to represent the service de-
scription document, T to represent the document tag
collection, and PD to represent the preprocessed document
(see Algorithm 1).

Regarding the threshold α, since the semantic similarity
calculation result of WordNet is between 0 and 1, we adopt
an intermediate value strategy and take α as 0.5.

*e semantic similarity between the two PDs is deter-
mined by the words in the PD (see Figure 4). We can
calculate the maximum semantic similarity between each
word and all the words on the opposite side. *e semantic
similarity between two PDs is divided by the sum of length
after the similarity is accumulated, which can ensure the
symmetry (see Algorithm 2).

*e semantic similarity calculated by WordNet is be-
tween 0 and 1.

0<Wordnet.similary Ai, Bj( )< 1,
SUM(PD1) �∑m

i�1

Max Wordnet.similary Ai, Bj( )( ) (1< j< n),

SUM(PD2) �∑n
j�1

Max Wordnet.similary Bj, Ai( )( ) (1< i<m).

(1)
So, we can get

Scientific Programming 3

https://www.programmableweb.com/
https://www.programmableweb.com/


0< SUM(PD1)<m,

0< SUM(PD2)< n,

0< sim(PD1, PD2) � SUM(PD1) + SUM(PD2)

m + n
< 1.

(2)

We assume that the number of web service description
documents is n. *rough this algorithm, we can get a

Localist is an online calendar, event management and event
promotion service. �e Localist API is a simple HTTP interface that
returns JSON formatted responses. Developers may access this readonly
API in order to retrieve geographic information, data on events,
recent activity, user-submitted reviews and photos, organization &
group information, and more. Currently there are no defined usage
limitations for the Localist API. �e Localist REST API is included as a
part of the enterprise-level Localist so�ware package. All requests
require OAuth signature for use.

Description document

Tag

Choose calling method

Localist rest API 

3D; enterprise; events; location; marketing; planning
project management; software-as-a-service

Figure 1: A web service with the category “Calendars” on ProgrammableWeb [40].

Table 1: Different meanings in different Synsets of the word “people.”

Synset Meaning

people.n.01 (Plural) any group of human beings (men or women or children) collectively
people.n.02 *e body of citizens of a state or country facilities for research and teaching
people.n.03 Members of a family line
People.n.04 *e common people generally

plant.n.2

tree.n.1 flower.n.1

poplar.n.2 lotus.n.2

(a)

rich.n.1 poor.n.1

(b)

body.n.1

hand.n.1

foot.n.1

(c)

Figure 2: *ree relationships between Synset: (a) upper and lower relation; (b) antisense relation; (c) whole and part relation.

Table 2: Semantic similarity between “people” and “citizenry” in
different Synsets.

citizenry.n.01

people.n.01 0.33333
people.n.02 1
people.n.03 0.1250
People.n.04 0.33333
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semantic similarity matrix called SIM � (simij)n×n. *e
matrix elements are between 0 and 1, the larger the element
value, the higher the semantic similarity. *e simij repre-
sents the semantic similarity between the i-th and j-th
documents. Obviously, all diagonal elements are 1.

4.2. Multidimensional Scaling Analysis. *e problem solved
by the multidimensional scaling method is as follows. When
the similarity (or distance) of each pair of n objects is given,
the representation of these objects in multidimensional
space is determined, and the original similarity (or distance)
is expressed as much as possible. In other words, two se-
mantic similar web services are represented by two points
close to each other in multidimensional space, which creates
conditions for clustering [29]. We first introduce data
concepts related to multidimensional scaling.

4.2.1. Similar Data and Distance Data

Similar Data. *is is the data representing the similarity of
two objects. *e larger the value is, the higher the similarity

is. “Semantic similarity” in the previous article is the similar
data.

Distance Data. *is is contrary to similar data.*e larger the
value is, the lower the similarity is.

Only the distance data can be directly used for multi-
dimensional scaling analysis [29].

4.2.2. Distance Matrix. A matrix DIS� (disij)n×n of order
n× n, disij is the distance between the i-th object and the j-th
object if the following condition is met:

DIS � DIST,

disij ≥ 0, disii � 0, i, j � 1, 2, 3, . . . , n.
(3)

*en, the matrix DIS is a distance matrix.
If there is a positive integer r and there are n points in Rr,

X1, X2, . . ., Xn, such that

dis2ij � Xi −Xj( )T Xi −Xj( ), (4)

then DIS is called the Euclidean distance matrix [30]. In fact,
there is a simpler way to determine whether the distance
matrix is a Euclidean distance matrix, which we will in-
troduce in later chapters.

4.2.3. Similarity Coefficient Matrix. A matrix C � (cij)n×n of
order n× n, cij is the similarity coefficient between the i-th
object and the j-th object if the following condition is met:

C � CT,

cij ≤ cii, i, j � 1, 2, 3, . . . , n.
(5)

*en, matrix C is a similarity coefficient matrix.
If the data are not a distance matrix, it must be trans-

formed into a distance matrix by a certain method in order
to carry out multidimensional scaling analysis.

*erefore, the semantic similarity matrix SIM is not
suitable for multidimensional scaling analysis. We need to
translate semantic similarity into “semantic distance”
through inversion. We define “semantic distance” as a value
from two service description documents, between 0 and 1.

Web service
description
documents

Semantic
distance
matrix SDVs

Web services cluster

.......

WordNet K-means

Multidimensional
scaling analysis 

PDs

Tags and wordnet

Figure 3: *e framework of our web services clustering method.

A1

A2

Am

.

.

.

B1

B2

Bn

.

.

.

PD1 PD2

Figure 4:*e semantic similarity between two PDs.*e length ism
and n, respectively.
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*e smaller the semantic distance value, the higher the
semantic similarity. *e semantic distance matrix is
DIS � (disij)n×n. We need to use appropriate functions to
reverse the semantic similarity. *ere is a classic transfor-
mation function (see equation (6)) [31–33]. However, from
the experimental point of view, the effect of this function is
not satisfactory.

disij � cii + cjj − 2cij( )1/2. (6)

*e sigmoid function is a commonly used activation
function in neural networks [34].*is function expression is
shown in the following equation:

S(x) �
1

1 + e−x
. (7)

*e sigmoid function is an increasing function, and it
cannot activate the data between 0 and 1, so we need to
deform it. We use this function (see equation (8)) to reverse
the data.

NS(x) �
1

1 + eσ(x− μ)
. (8)

μ and σ are adjustment coefficients. To ensure that NS is
a minus function, μ and σ should be positive real numbers.
We adjust μ and σ for many times through experiments and
determine that when σ � 20 and μ� 0.3, we can get better
results.

So, we can calculate DIS by the following equation:

disij �
NS simij( ), i≠ j
0, i � j

 (9)

Let n points in r-dimensional space be expressed as
X1, X2, . . . , Xn and expressed by matrix as
X � (X1, X2, . . . , Xn)

T. If the corresponding point of the i-
th web service description document is Xi, then the coor-
dinate of Xi is marked as follows:

Xi � Xi1, Xi2, . . . , Xir( ) � SDVi. (10)

*e purpose of multidimensional scaling analysis is to
calculate X. We call X a fitting composition of the semantic
distance matrix DIS.

Let B � (bij)n×n, where B is called the central inner
product matrix of X, and the construction of matrix B is the
premise of multidimensional scaling analysis [29]. Let us
first construct matrixA � (aij)n×n according to the following
equation:

aij � −
1

2
dis2ij. (11)

Next, the matrixH � (hij)n×n is constructed according to
equation (12). In equation (12), In is an identity matrix of
order n, En is a square matrix of order n, and any element of
matrix En is 1.

H � In −
1

n
En. (12)

Finally, matrix B is constructed as follows:

B � HAH. (13)

We calculate the n eigenvalues of B and arrange them to
obtain

λ1 ≥ λ2 ≥ λ3 ≥ . . . ≥ λn. (14)

*e eigenvectors corresponding to the n eigenvalues are

e1, e2, e3, . . . , en. (15)

*e sufficient and necessary condition for the semantic
distance matrix DIS to be Euclidean distancematrix is |B|≥ 0
[29]. We will discuss two cases of |B|.

(1) When |B|≥ 0, DIS is a Euclidean distancematrix, and
all eigenvalues are nonnegative:

λ1 ≥ λ2 ≥ λ3 ≥ . . . ≥ λn ≥ 0. (16)

*e dimension of coordinate Xi is r. We need to
construct X by using the eigenvector corresponding
to r maximum eigenvalues λ1 ≥ λ2 ≥ λ3 ≥ . . . ≥ λr. r
can be determined by accumulating the eigenvalues
and calculating the proportion of the accumulated
sum to the sum of all eigenvalues.

λ1 + λ2 + λ3 + . . . + λr
λ1 + λ2 + λ3 + . . . + λn

≥ α. (17)

α is the threshold given in advance, generally 80%
[29]. *en, e1, e2, e3, . . . , er are selected to construct
X.

(2) When |B|< 0, DIS is a non-Euclidean distance ma-
trix. And there are negative eigenvalues.

λ1 ≥ λ2 ≥ λ3 ≥ . . . ≥ λs ≥ 0> λs+1 ≥ . . . ≥ λn. (18)

r can be determined by accumulating the eigenvalues
and calculating the proportion of the accumulated
sum to the sum of absolute values of all eigenvalues.

λ1 + λ2 + λ3 + . . . + λr
λ1|
∣∣∣∣ ∣∣∣∣ + λ2

∣∣∣∣ ∣∣∣∣ + λ3
∣∣∣∣ ∣∣∣∣ + . . . + λn

∣∣∣∣ ∣∣∣∣≥ α. (19)

α is the threshold given in advance, generally 80%.
*en, e1, e2, e3, . . . , er are selected to construct X.

Next, X is calculated as follows:

X �

��
λ1

√
e1,

��
λ2

√
e2, . . . ,

��
λr

√
er( ) � xij( )

n×r
. (20)

Each line in X corresponds to a web service de-
scription document, and the i-th line is Xi. Next, we
need to cluster Xi(1≤ i≤ n).

4.3. Clustering Algorithm. *e existing clustering methods
are mainly divided into: layering, partitioning, density-
based, model-based, grid-based, and soft computing
methods [35]. We project the SDV into a two-dimensional
space through PCA [36]. We analyzed the distribution of
SDV projections and believed that the partitioning
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clustering method [37] is suitable for processing our data.
We compared each partitioning clustering method through
experiments and chose the K-means algorithm. *e K-
means algorithm is a classic unsupervised learning clustering
method, which is used in this paper for service clustering.
[38, 39].

At this point, our research methods are all introduced.

5. Experimental Results and Analyses

5.1. Experimental Data. Our experimental data are real data
crawled from the ProgrammableWeb. As of October 3, 2020,
there were 21956 web services on ProgrammableWeb, to-
taling 425 categories [40]. *e number of web services
covered by different topics varies greatly. For example, there
are 1020 web services in the category Financial and only one
web service in the category IDE. *e number is too un-
balanced, which seriously affects the clustering effect. For
this experiment, we select the categories that contain more
than 400 web services. *ere are 11 categories
(CG � CG1,CG2, . . . ,CG11{ }), including 6533 web services
(see Table 3). *ese classifications are completed by the
developers who publish these web services and are generally
considered to be accurate.

5.2. Evaluating Indicator. We use three indexes to evaluate
the clustering effect, which are precision, recall, and
F-measure. We cluster 6533 web services into 11 clusters,
which are expressed as NG � NG1,NG2, . . . ,NG11{ }. *e
three indexes are defined as follows:

precision NGi( ) � CGi ∩  NGi
∣∣∣∣ ∣∣∣∣

NGi
∣∣∣∣ ∣∣∣∣ ,

recall NGi( ) � CGi ∩  NGi
∣∣∣∣ ∣∣∣∣

CGi
∣∣∣∣ ∣∣∣∣ ,

F −measure NGi( ) � 2∗Precision NGi( )∗Recall NGi( )
Precision NGi( ) + Recall NGi( ) .

(21)

5.3. Comparison Method. Our method is compared with
these five methods. *e introduction is as follows:

(1) TF-IDF+K [15]. Keywords are extracted by word
frequency and inverse document word frequency,
and document-keyword vectors are constructed with
keywords. K-means is used to cluster the document-
keyword vectors.

(2) LDA+K [16]. We use latent Dirichlet allocation to
model the documents and then get the topic-word
matrix and document-topic vectors. K-means is used
to cluster document-topic vectors.

(3) Doc2Vec +K [19]. We use the Doc2Vec model to
train the documents and convert the documents into
vectors. K-means is used to cluster document
vectors.

(4) RCNN+LDA+K [20]. First train the LDA model to
obtain the probability-topic distribution of each
document and then train the RCNN network to
obtain a fitting model from each service document to
the probability-topic distribution. In this process, the
feature vector of each service document can be
obtained. Finally, cluster the document-feature
vectors by K-means.

(5) CMD+CT+K. *e classical transformation func-
tion is used to process similar data, and then mul-
tidimensional scaling analysis is carried out (see
equation (6)). Finally, K-means clustering is used.
We want to demonstrate the effectiveness of our new
transformation method through this experiment.

(6) WMS. *e new method proposed in this paper.

In order to compare the performance of the methods
more objectively, we use Algorithm 1 to preprocess docu-
ments for all six methods, .

5.4. Comparison of Experimental Results.

(1) Algorithm implementation.

*e distance matrix DIS with a dimension of 6533
can be obtained by processing the experimental data
using the method designed above. We need to de-
termine if the DIS is a Euclidean distance matrix. We
calculated the eigenvalues and eigenvectors of the
DIS and got 6533 eigenvalues (see Figure 5):

A total of 2032 eigenvalues are negative, so DIS is a
non-Euclidean distance matrix. Let us take α� 80%,
and when r� 50, equation (19) is satisfied, so we take
the vector dimension as 50.

(2) Precision comparison of 6 methods on 5 categories
(see Figure 6).

(3) Recall comparison of 6 methods on 5 categories (see
Figure 7).

(4) F-measure comparison of 6 methods on 5 categories
(see Figure 8).

(5) *e average precision, recall, and F-measure of the 6
methods on 11 categories (see Table 4).

5.5. Result Analysis. From the experimental results, the TF-
IDF +K method is the worst because the service description
document is too short to extract keywords although the
clustering effect is improved by adding context information.
It should be noted that the LDA+K method, the
Doc2Vec +K method, and the RCNN+LDA+K method
contain a large number of random processes, resulting in
different operation results in each operation. In contrast, the
WMS method proposed in this paper not only has stable
results but also has the best clustering effect. From the re-
sults, the clustering effect of the Doc2Vec +K method and
the RCNN+LDA+Kmethod is poor. We believe that these
two methods rely on the continuity of the document, but our
preprocessing (see Algorithm 1) destroys the continuity of
the document. In contrast, the LDA+K method and the
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Input: D, T, α
Output: PD (PD is initialized to empty)
Begin:
FOR each tag in T do:

flag⟵ 0;
FOR each word in D do:
IF WordNet.similarity (tag, word) >α do:
PD.add (word);
flag⟵ 1;

ENDIF
ENDFOR
IF flag� 0 do:
PD.add (tag);

ENDIF
ENDFOR
RETURN PD;
END

ALGORITHM 1: Preprocessing of a service description document.

0 1000 2000 3000 4000 5000 6000 7000
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–100
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Figure 5: 6533 eigenvalues of distance matrix DIS.
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Figure 6: Precision of 6 methods on top 5 categories.
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Figure 7: Recall of 6 methods on 5 categories.
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Figure 8: F-measure of 6 methods on 5 categories.
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WMS method do not have any requirements for document
continuity, so the clustering effect is better. And we im-
proved the method of transposing data in multidimensional
scaling analysis. Experiments prove that our improvement is
effective.

5.6. Selection of Clustering Algorithm. We project the SDV
into a two-dimensional space through PCA (see Figure 9).

We can see from Figure 9 that the clusters of SDV data
are roughly distributed around a certain center in an el-
liptical shape, and some clusters are more fused. *e par-
titioning clustering method is suitable for processing such
data [39]. And our data belong to numerical type data.*ere
are three typical partitioning clustering methods suitable for
processing numerical type data: K-means, K-medoids [41],
and Clustering for Large Application (CLARA) [42]. We
compared the average precision, average recall, and average
F-measure of the three methods (see Table 5). It is finally
determined that K-means has the best clustering effect.

5.7. Supplementary Notes. Here, we show how to determine
μ� 0.3 and σ � 20 in equation (8). *e symmetry center of
sigmoid function is (μ, 0), so μ plays the role of data seg-
mentation. We count the distribution of elements in the
matrix SIM (see Figure 10).

Input: PD1 (the length is m), PD2 (the length is n)
Output: sim (the semantic similarity between two PDs)
Begin:
SUM⟵ 0;
FOR i⟵ 1 to m do:
MAX⟵ 0;
FOR j⟵ 1 to n do:
IF WordNet.similarity (Ai, Bj) >MAX do:
MAX⟵WordNet.similarity (Ai, Bj);

ENDIF
ENDFOR
SUM⟵ SUM+MAX;

ENDFOR
FOR j⟵ 1 to n do:
MAX⟵ 0;
FOR i⟵ 1 to m do:
IF WordNet.similarity (Ai, Bj) >MAX do:
MAX⟵WordNet.similarity (Ai, Bj);

ENDIF
ENDFOR
SUM⟵ SUM+MAX;

ENDFOR
sim⟵ SUM/(m+ n);
RETURN sim;
END

ALGORITHM 2: *e process of calculating the semantic similarity between two PDs.

–0.6 –0.4 –0.2 0 0.2 0.4 0.6 0.8
–0.6

–0.4

–0.2

0

0.2

0.4

0.6

0.8

Figure 9: SDVs projection in two-dimensional space.
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It can be found that 0.3 is the segmentation point of
frequency, so μ� 0.3. After that, determine μ� 0.3 and re-
cord the changes of average F-measure by adjusting σ in
equation (8) (see Figure 11).

As can be seen from Figure 11, when σ � 20, the average
F-measure has good result.

6. Conclusions

In this paper, we propose a web service clustering method
based on semantic similarity and multidimensional scaling
analysis. We first used WordNet to calculate the semantic
similarity between documents and then obtained the se-
mantic distance matrix. *en, we used multidimensional
scaling analysis to get the SDVs. Finally, we used the K-
means algorithm to cluster the SDVs. Most of the existing
methods vectorize documents by extracting document
features. We have proposed a new idea to vectorize docu-
ments by comparing the differences between documents.
*e improvement of the vectorization method leads to the
improvement of the clustering effect. Multidimensional
scaling analysis is the core of our method. *e experimental
results show that our method is better than existing methods
in precision, recall, and F-measure. And our method is more
deterministic than the method based on deep neural net-
work and LDA. And we improved the method of trans-
posing data in multidimensional scaling analysis.
Experiments prove that our improvement is effective.

We believe that our method has a major flaw; our al-
gorithm relies on tags and is less robust. For future work, we
will improve Algorithm 2 to get rid of the dependence on
tags. In addition, service clustering cannot be directly useful
to users. For future work, we will use the service clustering
method in this article as a basis to improve service com-
position, service discovery, and other web service tasks.

Data Availability

*e data used to support the results of this study are ob-
tained from the corresponding author upon request.
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Table 3: *e distribution of web services in top 18 categories.

Category Number

Financial 1020
Tools 856
Payments 657
Messaging 650
E-commerce 627
Enterprise 508
Social 497
Mapping 470
Science 434
Government 412
Security 402
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Figure 10: *e distribution of elements in the matrix SIM.
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Figure 11: *e changes of average F-measure by adjusting σ

Table 4: Comparison of average precision, recall, and F-measure of
six methods.

Method Precision Recall F-measure

TF-IDF+K 0.1936 0.2010 0.1986
LDA+K 0.5827 0.6461 0.5994
Doc2Vec +K 0.3502 0.3096 0.3203
RCNN+LDA+K 0.5231 0.5763 0.5496
CMD+CT+K 0.7816 0.8311 0.7967
WMS 0.8935 0.8734 0.8795

Table 5: Comparison of average precision, recall, and F-measure of
three methods.

Method Precision Recall F-measure

K-medoids 0.8087 0.8650 0.8206
CLARA 0.8138 0.8705 0.8269
K-means 0.8935 0.8734 0.8795
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[31] W. Härdle and L. Simar, “Multidimensional scaling,” in
Applied Multivariate Statistical AnalysisSpringer, Berlin,
Heidelberg, 2003.

[32] C. K. I. Williams, “On a connection between kernel PCA and
metric multidimensional scaling,” Machine Learning, vol. 46,
no. 1/3, pp. 11–19, 2002.

[33] W. K. Härdle and L. Simar, “Multidimensional scaling,” in
Applied Multivariate Statistical AnalysisSpringer, Berlin,
Heidelberg, 2019.

[34] X. Yin, J. A. N. Goudriaan, E. A. Lantinga et al., “A flexible
sigmoid function of determinate growth,” Annals of Botany,
vol. 91, no. 3, pp. 361–371, 2003.

[35] L. Rokach, “A survey of clustering algorithms,” Data Mining
and Knowledge Discovery Handbook, Springer, Boston, MA,
USA, pp. 269–298, 2009.

[36] S. Wold, E. Kim, and G. Paul, “Principal component analysis,”
Chemometrics and Intelligent Laboratory Systems, vol. 2, no. 1-
3, pp. 37–52, 1987.

[37] J. Swarndeep Saket and P. Sharnil, “An overview of parti-
tioning algorithms in clustering techniques,” International
Journal of Advanced Research in Computer Engineering &
Technology (IJARCET), vol. 5, no. 6, pp. 1943–1946, 2016.

[38] J. A. Hartigan and M. A. Wong, “Algorithm AS 136: a
k-means clustering algorithm,” Applied Statistics, vol. 28,
no. 1, pp. 100–108, 1979.

[39] M. Agarwal, R. Jaiswal, and A. Pal, “k-means++ under ap-
proximation stability,”Feoretical Computer Science, vol. 588,
pp. 37–51, 2015.

[40] ProgrammableWeb, 2020, https://www.programmableweb.
com/.

[41] H.-S. Park and C.-H. Jun, “A simple and fast algorithm for
K-medoids clustering,” Expert Systems with Applications,
vol. 36, no. 2, pp. 3336–3341, 2009.

[42] L. Kaufman and P. J. Rousseeuw,―Finding Groups in Data‖,
John Wiley, New York, NY, USA, 1990.

12 Scientific Programming

https://www.programmableweb.com/
https://www.programmableweb.com/

