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Abstract. In this study we compute grain boundary (GB) properties for a large set of 
GBs in bcc transition metals with a special focus on W, Mo, Fe and W25at%Re using 
ab initio density functional theory (DFT) and semi-empirical second nearest neighbour 
modified embedded atom method (2NN-MEAM) potentials. The GB properties 
include GB energies, surface energies, work of separation and GB excess volume. We 
first identify the best simulation setup to evaluate these properties and then analyse 
them and compare them to various experimental data where we find a good overall 
agreement. In particular our results explain the experimental finding that W and Mo 
prefer intergranular fracture while other bcc metals prefer transgranular cleavage. We 
find that the used 2NN-MEAM potentials can predict general trends of GB properties 
but do not always reproduce the GB ground state structure and energy found with 
DFT. 
 
PACS: 61.72.Mm 
 

1 Introduction 

Refractory metals are important for many applications, for example high temperature applications 
including use in future fusion reactors, corrosion resistant materials, or applications demanding a high 
hardness. Most bcc refractory metals exhibit a change from ductile-to-brittle fracture with decreasing 
temperature and in the brittle regime fracture is dominated, especially for polycrystalline W and Mo, 
by the strength of grain boundaries (GBs). 

Grain boundaries have long posed a serious challenge for ab initio methods because large numbers of 
atoms are needed to accurately model such extended defects. For this reason, many studies on GBs use 
computationally less demanding semi-empirical potentials. Especially for bcc metals, second nearest 
neighbour modified embedded atom method (2NN-MEAM) potentials have been widely used, for e.g. 
the calculation of GB structures [1], [2], GB and surface energies [3]–[5], segregation and 
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embrittlement at GBs [6], [7]. Despite their computational convenience, semi-empirical potentials 
have a drawback: They are parametrized to certain material properties (typically elastic constants, 
vacancy energies, etc.) and it is unclear whether the parametrization is equally valid for other 
properties, in particular GB structures and energies.   

Contrary to semi-empirical potentials, ab-initio density functional theory (DFT) does not depend on 
parametrization to a specific material, but achieves highly precise results due to an explicit quantum-
mechanical treatment of the underlying electronic structure problem. Despite these advantages, DFT 
investigations commonly deal only with one or two GBs at a time [8]–[12]. It is a debatable point 
whether the results can be extrapolated to real polycrystalline materials containing a huge variety of 
GBs. Furthermore, systematic investigations of trends within a whole material class are rare.  

In this work, we provide a comprehensive overview of GB energies and GB structures in the bcc 
transition metals. A large number of GBs are considered in the materials W, Mo and Fe with DFT and 
2NN-MEAM. In this way, we establish how closely 2NN-MEAM calculations agree with DFT results 
and investigate if it is possible to save computational effort by suitably combining the two methods. In 
this context we wrap up a long-standing discussion [8], [13]–[15] about the translation state of the 

5[1-10](013) GB, for which we also considered the metals Ta, Nb, V. We also include an alloy in our 
material selection, W25at%Re, which we model on the basis of the virtual crystal approximation 
(VCA) [16], [17]. We do not include here the effect of Re enrichment at GBs due to segregation; The 
interested reader is here referred to Ref. [18]. 

The large number of treated materials and GBs allows for an unprecedented comparison to 
experimental data available in literature. We focus on important properties including GB energy, 
surface energy, work of separation and GB excess volume. Finally, we condense the GB results to 
assess the tendency for inter- or transgranular fracture for bcc transition metals and compare to 
experimental evidence. For a more complete picture, we include here also MEAM results for the 
metals Ta, Nb, Cr and V. 

2 Methodology 

2.1 Computational details 

Two simulation methods are used in this study: ab-initio DFT and semi-empirical 2NN-MEAM 
potential simulations. DFT computations were performed with VASP [19]–[26] using projector 
augmented wave functions (PAW) and the exchange-correlation (xc) functional PBEsol [27]. The 
VCA is implemented in the PAW approach as described in previous studies [28], [29] by creating 
PAWs for virtual atoms. These virtual atoms possess an intermediate electron and nucleus number that 
interpolate between the two elements. We found that for an accurate treatment of the transition metals, 
p semi core electrons must be included as valence electrons leading to 11 valence electrons for Ta, Nb 
and V, 12 valence electrons for W and Mo and 14 valence electrons for Fe, which we treat in a 
ferromagnetic manner. In the VCA treatment of W25at%Re, 12.25 electrons were used in the valence. 
The convergence criterion for ionic relaxation was 0.01 eV/ Å. 

For 2NN-MEAM potential simulations, we used parameters published in Ref. [30] and the LAMMPS 
environment [31], [32]. 2NN-MEAM potentials include contributions from the second nearest 
neighbours in contrast to conventional MEAM potentials. These contributions are necessary for bcc 
elements, as in this crystal structure the first nearest neighbour distance is only slightly smaller than 
the second nearest neighbour distance and the interaction with the second nearest neighbours is not 
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negligible. For convenience, we will refer to the 2NN-MEAM potentials simply as MEAM in the 
following. 

All structures used for this study were built with the python ASE package [33].  

2.2 Convergence study 

To compute the GB energy, we investigated three different simulation setups: the fixed grain distance 
setup (FGD), the cell relaxation setup (CR) and the vacuum on top setup (VOT). The schematic 
representations of the unit cells for these setups are shown in Figure 1 (FGD, CR) and Figure 2 (VOT). 
The first setup is FGD, which, because of the periodic boundary conditions, contains two GBs. The 
atoms are relaxed without restriction and the cell size is kept fixed. Therefore, we are neglecting that 
in the starting configurations the grains may not be in equilibrium distance, which might introduce 
stress in the cell. The CR is identical to FGD with the only difference that the cell is also relaxed to 
completely remove stress in the unit cell. By that the grain distance can change to its equilibrium 
value. Due to the arising Pulay stress a higher energy cut-off is needed in CR calculations. Finally, in 
the VOT setup a vacuum slab is introduced on top of the GB cell. The relaxation of the grain boundary 
distance is here absorbed by the vacuum. An advantage of the VOT setup is that it can deal with 
asymmetric GBs where two different surfaces meet at the GB, which is not possible with the two other 
setups (FGD and CR). 

The GB energy 𝛾𝐺𝐵 is calculated as  

 𝛾𝐺𝐵𝐹𝐺𝐷 = 𝐸𝐺𝐵𝐹𝐺𝐷 − 𝐸𝐵𝑢𝑙𝑘𝐹𝐺𝐷2 𝐴 , 𝛾𝐺𝐵𝐶𝑅 = 𝐸𝐺𝐵𝐶𝑅 − 𝐸𝐵𝑢𝑙𝑘𝐶𝑅2 𝐴 , 𝛾𝐺𝐵𝑉𝑂𝑇 = 𝐸𝐺𝐵𝑉𝑂𝑇 − 𝐸𝐹𝑆𝑉𝑂𝑇𝐴 , 2.1 

where A denotes the area of the GB and E the total energy of the unit cell. The free surface energy 𝛾𝐹𝑆 
is computed using 

 𝛾𝐹𝑆 = 𝐸𝐹𝑆𝑠𝑒𝑡𝑢𝑝 − 𝑁𝐹𝑆𝑁𝐵𝑢𝑙𝑘 𝐸𝐵𝑢𝑙𝑘𝑠𝑒𝑡𝑢𝑝2 𝐴 , 2.2 

where 𝑁𝐹𝑆 and 𝑁𝐵𝑢𝑙𝑘 are the number of atoms in the corresponding free surface structure and the bulk 
structure, respectively, and the 𝑠𝑒𝑡𝑢𝑝 tag is replaced by the corresponding setup. Note that in Eq. 2.1 
all cells contain the same number of atoms while in Eq. 2.2 this is not the case and scaling with 𝑁𝐹𝑆/𝑁𝐵𝑢𝑙𝑘   is necessary. The ideal work of separation 𝑊𝑠𝑒𝑝 is the reversible energy needed to separate 

two grains, which is an important parameter in fracture mechanics [35] and can be simply obtained 
from the two quantities defined above: 

 𝑊𝑠𝑒𝑝 = 2𝛾𝐹𝑆 − 𝛾𝐺𝐵. 2.3 

The precise calculation of these quantities within DFT requires a convergence analysis with respect to 

a set of computational parameters, which we have carried out for the 3[1-10](111) tilt GB in W (see 
Appendix A). The results are summarized in Table 1. This set of converged parameters provides the 
basis for all other GB calculations in this work. The k-point mesh is transferred to other GBs by 
scaling it according to the different cell dimensions, and the energy cut-off is always the default for the 
chosen potential. 

To highlight the sensitivity of the results on the choice of xc-functional, we also provide a 
corresponding analysis in Appendix B for W. The results from the Perdew-Burke-Enzernhof 
functional improved for solids (PBEsol) and the local density approximation (LDA) match very well 
the experimental results for lattice parameter and elastic properties, while the Perdew-Burke-
Enzernhof functional (PBE) overestimates lattice parameter and underestimates elastic moduli. The 
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differences for GB properties are particularly pronounced for the work of separation which is about 
0.6 J/m2 higher for PBEsol and LDA with respect to PBE. This strong differences underline the 
importance of using PBEsol rather than PBE.     

Further, we compare lattice constants for all elements in this study as obtained by DFT (PBEsol) and 
MEAM to the experimental data in Appendix C. Since MEAM potentials are fitted to the experimental 
lattice parameter they correspond closely to experiment. The deviations observed for PBEsol are 
typical for this functional [34].   

The convergence of 𝛾𝐺𝐵 , 𝛾𝐹𝑆 and 𝑊𝑠𝑒𝑝 with respect to the grain thickness using the three different 

setups is shown in Figure 3. All three methods converge 𝛾𝐺𝐵  to the same value of 2.42 J/m², but with 
different speed. The CR setup gives sufficiently converged values at 40 Å grain thickness and the 
VOT setup already at 30 Å, while the FGD setup still overestimates 𝛾𝐺𝐵 by 0.03 J/m² at 75 Å. The 
slower convergence of the FGD setup is a result of the fixed cell size which allows no relaxation in z-
direction at the GB. Hence, the relaxation is done at cost of compressing the bulk which causes the 
slow convergence. 

For the evaluation of 𝛾𝐹𝑆, there exists no essential difference between the three methods. The VOT has 
twice the thickness of the FGD and the CR setup since two grains are contained in the unit cell. In any 
case, the convergence of 𝛾𝐹𝑆 is much faster: already at 10 Å grain thickness the converged value of 
3.89 J/m² is obtained. Hence, convergence of 𝛾𝐹𝑆 does not represent a critical issue.   

The convergence for 𝑊𝑠𝑒𝑝 is linked to the convergence of both 𝛾𝐺𝐵 and 𝛾𝐹𝑆. Therefore, the VOT setup 

shows again the fastest convergence to the value 5.34 J/m² and is, thus, identified as the most 
convenient method in terms of convergence with cell size. 

To further compare the performance of the different setups, we summarize the computation time for 
the GB energy calculations in Table 2. The computation time is largest for the FGD setup because of 
the large grain thickness needed for a converged result, followed by the CR setup due to the required 
high energy cut-off. The least computational effort for a converged result is needed for the VOT setup. 
Since it allows also treating asymmetric GBs it is, herewith, identified as the most convenient and 
flexible setup and is employed in this work for all subsequent GB calculations.  

Table 1: Converged Parameters for the 3[1-10](111) tilt GB in W. 

Parameter Value 
k-Point mesh 7x7x1 
Energy Cut-off 223 eV 
Vacuum thickness 6 Angstrom minimum 
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Figure 1: Simulation setup for the FGD setup. Figure (a) is a schematic depiction of the GB simulation 
cell with two GBs. Figure (b) contains two free surfaces and Figure (c) is the reference bulk 
configuration. 

 

Figure 2: Simulation setup for the VOT setup. Figure (a) is a schematic depiction of the GB simulation 
cell with a GB, two free surfaces and vacuum on top with the minimum sizes of grains and vacuum. 
Figure (b) contains two free surfaces and Figure (c) is the reference bulk configuration. 
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(a) (b) 

 
(c) 

Figure 3: Convergence of (a) 𝜸𝑮𝑩, (b) 𝜸𝑭𝑺 and (c) 𝑾𝒔𝒆𝒑 with respect to the distance between 
interfaces for the 3[1-10](111) tilt GB in W. 

Table 2: Comparison of CPU-Time needed for convergence for the different simulation setups. 

Setup CPU-Time / core-hours Cut-off energy / eV Grain thickness / Å 
Fixed Grain Distance 704 223 75 
Cell Relaxation 510 400 40 
Vacuum on Top 177 223 30 

 

2.3 surface approach 

To obtain the equilibrium ground state structure of a GB, a -surface approach is employed for every 
GB. Herein, the two grains of a GB are shifted with respect to each other on a grid with a maximum 
spacing of one fourth of the lattice constant. At each shift, we performed ionic relaxations of the atoms 
without restriction. In this way, we obtained a GB energy for each shift yielding a set of metastable 
states for each GB, wherein the structure of lowest energy corresponds to the ground state. For the 

smaller GBs (3, 5, 7, 9, 11 GBs) the whole grid was computed with MEAMs and DFT, where 
for DFT we changed the grain thickness to 10 Å to speed up calculations and recalculated the lowest 

energy structure with 30 Å grain thickness. For computational reasons, the larger GBs (17, 19, 33, 

43 GBs) were first calculated with MEAM and then the relevant features in the surface were 
calculated with DFT.  
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3 Results and discussion 

This section is grouped in four subsections: first, we investigate and compare the GB energies and the 
corresponding structures for different GBs and different elements from DFT and MEAM; second and 
third, we compute for the same GBs the free surface energy and the work of separation again with 
DFT and MEAM; and fourth, we use our computed GB properties to evaluate the tendency for inter- 
or transgranular fracture of the elements investigated. Wherever possible, our computed results are 
compared to available experimental data. A complete list of GBs studied with DFT in this work is 
given in Table 3. It contains a set of [1-10] tilt GBs, for which the misorientation angle increases 

gradually from 20° to 150°. For W, a 27 GB is also included in this set for comparison with previous 

works [12], [36]. A smaller set was considered for Fe due to the higher computational effort associated 

with the spin-polarized calculations. Furthermore, for all metals also other GBs of twist and tilt 
character are considered since they are frequently discussed in literature. For MEAM the full list of 
GBs was treated for all metals where the set of [1-10] tilt GBs was treated with a finer resolution (with 
respect to misorientation angle). 

Table 3: List of GBs for each element that has been computed with DFT in this study along with the 
misorientation angle  for the [1-10] tilt GBs and the number of atoms in the GB cell.  

Grain boundary  /° # of atoms W W25at%Re Mo Fe 
[1-10] tilt GBs       

33[1-10](118) 20.1 132 X X X  
19[1-10](116) 26.5 152 X X X X 
9[1-10](114) 38.9 72 X X X X 

11[1-10](113) 50.5 132 X X X X 
3[1-10](112) 70.5 48 X X X X 

43[1-10](335) 80.6 258 X X X  
17[1-10](223) 86.6 136 X X X X 
17[1-10](334) 93.4 136 X X X  
3[1-10](111) 109.5 72 X X X X 

27[1-10](552) 148.4 140 X    
Other GBs       
3[1-10](110)  84 X X X X 
5[100](001)  200 X X X X 
5[100](013)  62 X X X X 
7[11-1](123)  86 X X X X 

 

3.1 Grain boundary energies 

3.1.1 Grain boundary energy spectrum for W 
The GB energies, 𝛾𝐺𝐵, are shown in Figure 4 for a set of GBs in W for DFT and MEAM. The plot 

contains all energies of structures identified in the -surface approach where the structure of lowest 
energy always corresponds to the ground state. The energies of the ground state structures depend on 
the GB character, which has been discussed before, see e.g. Ref. [37]. An important feature in the plot 

is the low GB energies of the 3[1-10](112) tilt GB (0.66 J/m²) and 3[1-10](110) twist GB (0.75 
J/m²) which arise from the almost bulk like structure of these GBs. All other GB energies are much 
higher and cluster in the interval from 2 to 2.8 J/m². The highest GB energy is with 3.35 J/m² found for 

the 5[100](001) twist GB.  

For every GB, metastable structures were found in addition to the ground state structure. The number 

of metastable structures correlates with the  value which we attribute to the larger GB unit area of 
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high- GBs and corresponding higher complexity of geometric arrangement. Further, metastable 
structures exist with an energy very close to the ground state energy for most GBs. This suggests that 
these structures can be excited at elevated temperatures and, in this way, contribute to the overall 
behaviour of GBs. We leave a more detailed treatment of such effects to future investigations.  

The ground state energies of DFT and MEAM results compare well to each other; the largest 

differences are seen for the 9[1-10](114) and the 11[1-10](113) GBs, but still the difference is 
below 0.3 J/m². DFT and MEAM GB energies compare well for the ground state energies but differ in 
the excited state energies. The MEAM results seem to cluster at certain energies while energies from 
DFT calculations are found only at distinct energy levels. 

 

Figure 4: Comparison of 𝛾𝐺𝐵 for different GBs in W computed with DFT (black) and once with 
MEAM potentials (red). Large symbols denote the ground state energy for a GB while smaller 
symbols are used for exited state energies. 

 

3.1.2 Grain boundary energies for W, Mo, Fe and W25at%Re 
We now compare the GB ground state energies for a set of GBs in W, Mo, W25at%Re and Fe 
between DFT and MEAM in Figure 5.  The same trends are found for the anisotropy of the GB 
energy, however, an offset in the absolute values can be recognized. The highest values are found for 
W, followed by Mo, W25at%Re and then Fe. As already found for W, the GB of highest energy is the 

5[100](001) twist GB for all metals. Similarly, the GBs with the lowest energies are again the 3[1-

10](112) tilt GB and the 3[1-10](110) twist GB. The difference between DFT and MEAM is larger 
for Mo and Fe when comparing to W. For Mo, the MEAM GB energies are about 0.4 J/m² smaller 
than DFT energies; for Fe, the MEAM GB energies are about 0.5 J/m² smaller than DFT energies. The 
reasons for these discrepancies will be discussed in Section 3.2 together with the surface energies.   
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The experimental determination of GB energies is quite challenging, still there exist experimental 
methods which estimate relative GB energies from triple junctions of GBs [38], or correlate the 
population of GBs with their energy. In a recent study [39], the distribution of GBs in a slab of ferritic 
steel was investigated using electron backscatter diffraction (EBSD) and focused ion beam (FIB). 
From this, the relative population of GBs, i.e. the frequency of occurrence of a specific GB, was 
determined. In Figure 6, we compare our GB energy data for Fe with these experimental population 
results. From 0° to 35°, the population decreases in agreement with increasing GB energies. Between 
35° and 70°, the opposite trend occurs, followed by a sharp peak of the population at 70°. This peak 

coincides with the very low GB energy we found for the 3[1-10](112) GB. Between 80° and 180°, 
small features can be recognized for GB energy and population, which are not totally in agreement. 
Overall in this regime, relatively low populations are observed in agreement with the comparably high 
GB energies. The good correspondence of DFT and experiment suggest that segregation phenomena in 
steel do not strongly alter the population when compared to bcc Fe.  

 

Figure 5: Comparison of 𝛾𝐺𝐵 for different GBs in W, Mo, Fe and W25at%Re once computed with 
DFT (large symbols) and once with MEAM potentials (solid lines).  
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Figure 6: Comparison of 𝛾𝐺𝐵 from the present DFT and MEAM calculations for Fe (left y-axis) to the 
population  measured by Beladi et al. [39] (Exp.) in ferritic steel (right y-axis) of GBs with a [1-10] 
misorientation axis. The population of GBs 𝜆(Δ𝑔, 𝑛) is given in multiples of the random distribution 
(MRD). 

 

3.1.3 Ground state structure for the 5 grain boundary 

Out of all GBs contained in Figure 4, the 5[100](013) GB is of particular interest as it has been well 
characterized both theoretically and experimentally. As summarized in by Ochs et al. [8] results are 
available for Fe, Nb, Mo, Ta and W. The ground state structure of this GB exhibits an interesting 
feature: The grains can shift with respect to each other along the [100] direction, breaking mirror 
symmetry normal to the GB. However, the available results contradict each other for certain elements. 
We shed more light on this issue by providing a new consistent set of data for DFT and MEAM. We 
also extend the investigation to V and the W25at%Re alloy. 

A side view of the 5[100](013) GB is shown in Figure 7 for Mo, where the DFT result (left) is 
compared to the MEAM result (right). DFT exhibits the shift along the [100] direction in agreement 
with the experiment (Figure 7.b in Ref. [13]). This can be recognized in the Figure by the lattice 
planes from the upper grain running exactly between the lattice planes of the lower grain. The shift 
amounts to 1/4 of the lattice parameter. The MEAM result is in contrast with experiment as the non-
shifted structure is identified as the ground state.  

The results for all metals are summarized in Table 4, where Δ𝛾𝐺𝐵 = 𝛾𝐺𝐵𝑠𝑦𝑚𝑚 − 𝛾𝐺𝐵𝑛𝑜 𝑠𝑦𝑚𝑚 gives the 

difference between the lowest energy structure retaining mirror symmetry and the lowest energy 
structure which does not. If this quantity is negative, mirror symmetry is energetically preferred and if 
positive, a structure with broken symmetry is favoured. The table also lists values from literature. 
Since not always the exact value of Δ𝛾𝐺𝐵is provided, the reported translation state is denoted by “n” 
for mirror symmetry and “p” for broken mirror symmetry.  

The present DFT data predict a non-symmetric GB structure for all metals with the exception of Ta 
and Fe, which is in agreement with previous DFT investigations. Larger values of Δ𝛾𝐺𝐵 are observed 
for Mo, W, W25at%Re and V. For some metals the shift is not exactly 1/4 of the lattice parameter as 
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for Mo but is in between 1/6 to 1/4 of the lattice parameter. Experiments are not consistent with DFT 
for Ta and Nb. However, we point out that for these two metals the magnitude of Δ𝛾𝐺𝐵is moderate. 

For MEAM, the gamma surface procedure has not identified the non-symmetric structure as a 
metastable state for Mo and Nb in contrast to DFT. Hence, the numerical value of Δ𝛾𝐺𝐵cannot be 
specified in Table 4. For all other metals both the symmetric and non-symmetric states are metastable. 
In this case MEAM is in agreement with DFT for W and V and in disagreement for Ta and Fe.  

 

  
(a) (b) 

Figure 7: 5[100](013) structures for Mo viewed from the [013] direction for (a) DFT and (b) MEAM 
potential. 

Table 4: Energy differences for structures with mirror symmetry and without mirror symmetry along 
the [100] direction for the 5 GB in different bcc metals from simulations (Δ𝛾𝐺𝐵𝑠𝑖𝑚) and experiments 
(ΔγGBexp). A positive (negative) value implies that the shifted (non-shifted) structure is energetically 

more favourable. In case a reference does not provide the value for Δ𝛾𝐺𝐵 but specifies the preference 
for a shifted or non-shifted GB structure, the information is here included by a “p”, or “n”, 
respectively.  

Element 𝚫𝜸𝑮𝑩𝒔𝒊𝒎 / mJ/m² 𝚫𝜸𝑮𝑩𝒆𝒙𝒑 
 DFT MEAM DFT DFT MGPT EAM Exp. 
 This work This work Ref. [14]  Ref. [8] Ref. [15] Ref. [13] Ref. [13] 
Mo 158  n   106  114  p  p  
Nb 26  n  8   n  n  
Ta −17  76   n   p  p  
W 89  18   100  127    
W25at%Re 47        
V 58  120       
Fe −2   21  n      

 

3.1.4 Ground state structures for different grain boundaries 

As discussed above, MEAM and DFT predict different ground state structures for the 5[100](013) 
GB. Is this uncertainty unique for this GB or are there GBs with similar problems? In the following, 
we will compare ground state structures and GB energies for other GBs found by MEAM and DFT to 
answer this question.  

In Figure 8, two possible structures of the 19[1-10](116) GB in Mo are shown. The upper structure, 
which is the ground state structure predicted by MEAM, places two atoms exactly in the GB plane. 
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The lower structure, the ground state of DFT, reveals a void in the GB plane instead. To address the 
energetic differences between the two GB structures, the lower structure was also recalculated with 
MEAM and the upper with DFT. A structural relaxation with adapted lattice parameter was carried out 
for this purpose. In the case of MEAM, the structural relaxation led only to minor changes in the 
atomic positions preserving the void. As indicated by the GB energies at the bottom left of the plots 

(𝛾𝐺𝐵𝑀𝐸𝐴𝑀), the energy increase with respect to the ground state structure is dramatic for MEAM, i.e. 
27%. Hence, the MEAM potential penalizes void formation strongly. For DFT, the structural 
relaxation of the structure in the upper plot led to significant relaxations, which transformed the 
structure into one very similar to the DFT ground state: A void is formed again and the energetic 

difference indicated in the bottom right (𝛾𝐺𝐵𝐷𝐹𝑇) is much smaller, i.e. about 2%.    

We give a similar comparison of GB structures and GB energies from MEAM and DFT in Figure 9 for 

the 17[1-10](334) GB and in Figure 10 for the 27[1-10](552) GB, both in W. In this figures, we can 
see a strong preference of MEAM for symmetric structures in contrast to DFT, which prefers 
asymmetric structures. Again, the energetic differences between the structures are sizable (see GB 
energies at the bottom of the plot and Table 5), which shows that the two methods predict different GB 

ground state structures. Note that the two structures of the 27[1-10](552) GB were already presented 
in previous works [12], [36]. In [36], the structure from Figure 10.a was presented, while in [12] the 
structure from Figure 10.b was used. Our investigation confirms that the latter is the true DFT ground 
state, while the former has to be regarded as an excited metastable structure.  

As a final aspect we address the question whether computational effort can be saved in the 
determination of GB ground state structures with a mixed MEAM-DFT approach as has already been 
employed in e.g. [36]. This implies that the full gamma-surface approach is only carried out with 
MEAM and the DFT calculation is only repeated for selected structures. From our above 

investigations of the 5, 17, 19 and 27 GBs (summarized in Table 5) we now can distinguish three 
kinds of error which can result: First, if one only selects the MEAM ground state structure, the correct 
DFT ground state structure would be missed for all these GBs. Second, if the ground state structure 
and structures energetically close to it (e.g. within 10% of the GB energy) are taken into account, still 

for some GBs the DFT ground state structure is missed, (e.g. 5, 19 in Mo). Third, if all metastable 

structures from MEAM are recalculated with DFT, yet again for the 5[100](013) in Mo the DFT 
ground state structure would still not be found, as the DFT ground state structure is not a stable 
structure in MEAM simulations. Hence, a mixed MEAM-DFT approach can lead to erroneous ground 
state structures for some GBs. 

  
(a) (b) 
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Figure 8: Relaxed ground state structure for the 19[1-10](116) GB in Mo from (a) MEAM potential 
and (b) DFT with GB energy of the structure relaxed with MEAM and with DFT. 

  
(a) (b) 

Figure 9: Relaxed ground state structure for the 17[1-10](334) GB in W from (a) MEAM potential 
and (b) DFT with GB energy of the structure relaxed with MEAM and with DFT. 

  
(a) (b) 

Figure 10: Relaxed ground state structure for the 27[1-10](552) GB in W from (a) MEAM potential 
and (b) DFT with GB energy of the structure relaxed with MEAM and with DFT. 

Table 5: Summary of GB ground state energies from MEAM and DFT for selected GBs in W and Mo. ∆𝛾𝐺𝐵𝑀𝐸𝐴𝑀 is the difference in GB energy between two structure a and structure b evaluated by MEAM 
while ∆𝛾𝐺𝐵𝐷𝐹𝑇 is the same energy difference evaluated with DFT. All quantities are given in J/m². 

 Mo W 

 19[1-10](116) 17[1-10](334) 27[1-10](552) 
 Struct a Struct b  Struct a Struct b  Struct a Struct b 𝜸𝑮𝑩𝑴𝑬𝑨𝑴 1.687 2.143 -0.456 2.438 2.480 -0.042 2.685 2.710 -0.025 𝜸𝑮𝑩𝑫𝑭𝑻 2.160 2.123 0.037 2.619 2.524 0.095 3.063 2.814 0.249 

 

3.1.5 Grain boundary excess volume 
Due to the disruption of perfect stacking, GBs typically occupy a larger volume than the bulk. The 
expansion of the GB is quantified by the excess volume which is here denoted by 𝛿𝑉. By its definition 𝛿𝑉 is a one-dimensional quantity, since in GB plane the unit cell dimensions are fixed by the 
surrounding bulk. [40] Therefore, 𝛿𝑉 is normalized by the GB area and is given in units of the lattice 
parameter 𝑎0. We extract 𝛿𝑉 from the GB calculations as the difference between the distance of the 
outermost atoms in the GB cell (Figure 2.a) and in the free surface cell (Figure 2.b). The largest value 

for 𝛿𝑉 was found for the 5[100](001) GB in W for which 𝛿𝑉 equals to 0.15 𝑎0 which corresponds to 
about 0.5 Å. All other GBs reveal smaller values for 𝛿𝑉, some even slightly negative. All values are 
plotted in Figure 11 as a function of 𝛾𝐺𝐵 to investigate a correlation of these two quantities. The figure 
shows a linear relationship between 𝛾𝐺𝐵 and 𝛿𝑉 which reveals that a higher mismatch causes a higher 𝛾𝐺𝐵 and also a larger expansion. For W, Mo and W25at%Re the deviation to the linear trend is rather 
small whereas for Fe the scatter is more pronounced. The slope of the linear fit is very similar for W, 
Mo and W25at%Re, but differs for Fe which we attribute to the larger scattering and the associated 
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larger uncertainty of the fit. One value, which is particularly off the linear trend, belongs to the 

5[100](001) GB in Fe. It has a negative 𝛿𝑉 but also the highest 𝛾𝐺𝐵 of all GBs treated for Fe. 
Furthermore, the arithmetic mean values of 𝛿𝑉 and 𝛾𝐺𝐵 are given in Table 6. In general a higher mean 
in 𝛿𝑉 implies a higher mean of 𝛾𝐺𝐵. W25at%Re is an exception to this trend since it has a smaller 
mean of 𝛾𝐺𝐵 close to the one of Mo but a mean of 𝛿𝑉 close to the one of W.  

Plots as the one in Figure 11 have already been published in [40], [41] for one bcc metal, Mo, and 
some fcc metals using semi-empirical potentials. In agreement with our results, they found a strong 
correlation of 𝛿𝑉 with the GB energy. For Mo, the values for [100] GBs are in the range of our 
computations (estimated means: 𝛿𝑉 ≈ 0.1 𝑎0 and 𝛾𝐺𝐵 ≈ 2 J/m²) whereas for [1-10] GBs the values 
are just about half of the magnitude (estimated means: 𝛿𝑉 ≈ 0.035 𝑎0 and 𝛾𝐺𝐵 ≈ 0.9 J/m²). No 
negative values for 𝛿𝑉 were reported in both studies.   

A way to extract 𝛿𝑉 from experiment is presented in [42], [43], where they measured the GB excess 
volume of Ni and Cu. In their investigation, they show that the change of volume during 
recrystallization at a specific temperature range is solely attributed to the release of GB excess volume. 
In this way they derived for 𝛿𝑉 the values 0.0909±0.0104 a0 and 0.0994±0.0104 a0 for Ni and 
0.1274±0.0305 a0  0.1274 ± 0.0305 𝑎0 for Cu. These values are higher than our results for 𝛿𝑉 (see 
Table 6), but this can be attributed to a difference between fcc and bcc metals. This would be in 
accordance with the computations by Yip and Wolf [40], who found larger GB excess volumes for 
GBs in fcc Cu than in bcc Mo. 

 

Figure 11: 𝛾𝐺𝐵 versus 𝛿𝑉/𝑎0 for different GBs in W, Mo, Fe and W25at%Re computed with DFT. 
The dashed lines denote linear fits. 

Table 6: Mean 𝛿𝑉 and 𝛾𝐺𝐵 for W, Mo, Fe and W25at%Re. 

Element W Mo Fe W25at%Re 
Mean 𝜹𝑽/𝒂𝟎 0.0786 0.0533 0.0406 0.0799 

Mean 𝜸𝑮𝑩 / J/m² 2.26 1.78 1.47 1.83 
 

3.2 Surface energies 

To access the cohesive properties of GBs, the surfaces created by separating the two grains are 
essential. The surface energies 𝛾𝐹𝑆 of all so formed surfaces are presented in Figure 12. The indices of 
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the surface are given in the round brackets of the CSL notation in the plot. Compared to 𝛾𝐺𝐵, for 
which variations were between 20% and 100% of the maximal value, the variations in  𝛾𝐹𝑆 are much 
smaller, only within 80% to 100% of the maximal value. We explain this by the formation of new 
bonds at the GB which for suitable misorientation can become almost bulk-like. In contrast, atoms at 
free surfaces loose a similar amount of bonds irrespective of surface orientation. 

For all investigated metals, DFT gives the lowest 𝛾𝐹𝑆 for the (110) surface. Contrary to that, the 
surface with the highest 𝛾𝐹𝑆 depends on the metal. For W and Mo the (001) surface has the highest 𝛾𝐹𝑆 
while for Fe the highest 𝛾𝐹𝑆 is found for the (111) surface. For W25at%Re the highest 𝛾𝐹𝑆 is found for 
the (118) surface. In comparison to a previous comprehensive overview of DFT surface energies [44], 
our surface energy values for W and Mo are somewhat smaller, which we attribute to the treatment of 
surface relaxation in our work. Our values for Fe are higher, since we always used the PBEsol 
potential, whereas in Ref [44] they used PBE for Fe and LDA for W and Mo. 

For all metals, MEAM gives the lowest 𝛾𝐹𝑆 for the (110) surface in agreement with DFT. The highest 𝛾𝐹𝑆is never found for the (001) surface: For W it is the (111) surface while for the other metals it is 

some high-index surface. MEAM was parametrized to give the energetic ordering 𝛾𝐹𝑆110 < 𝛾𝐹𝑆001 < 𝛾𝐹𝑆111 
for all bcc transition metals [30], although the experimental justification is only given for Fe [45], 
[46]. The present investigation reveals that according to DFT, this ordering is correct for Fe but not for 
W and Mo. Furthermore, DFT and MEAM values reveal a general offset for GB energies. This offset 
is pronounced for Fe (about 0.6 J/m²) and Mo (about 0.4 J/m²) but smaller for W, where a difference is 
seen only for some surfaces, especially for the (001) surface. Also the energetic variations appear 
smaller with MEAM than with DFT in general, which indicates that MEAM underestimates the 
directional covalent contributions in the bonding of transition metals.  Summarizing, there exist 
important differences for surface energies between MEAM and DFT, which can be expected to also 
impact the GB calculations. 

Comparing surface energies obtained with DFT to experimentally measured values is difficult. Surface 
energies are measured at high temperatures, while DFT results are valid for 0K. A linear extrapolation 
formula has to be used to establish a consistent link. The formula proposed by Tyson [47] is used here 
to extrapolate experimental measurements for W, Mo and Fe from various literature sources to 0K in 
Table 7. The spread for the extrapolated data on W is quite large ranging from 2 to 6.3 J/m². A trend 
can be recognized. The lower the measurement temperature, the higher is the surface energy 
suggesting that a more precise extrapolation procedure should be non-linear. Our results from DFT 
and MEAM calculations are roughly 4 J/m², i.e. within the experimental range but closer to the low 
temperature measurements. For Mo and Fe only high-temperature results are available and the spread 
of the measurements is smaller ranging from 1.8 to 2.8 J/m² for Mo and 2.2 to 2.8 J/m² for Fe. Our 
values for DFT are not within this interval, which we attribute to the fact that extrapolation from high-
temperatures appears to underestimate the experimental surface energies. MEAM is out of the interval 
for Mo but within the interval for Fe. Since surface energy is a quantity to which MEAMs are fitted, 
the discrepancy originates from the particular choice of the surface energy in Ref [30].   
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Figure 12: Comparison of 𝛾𝐹𝑆 for different GBs in W, Mo, Fe and W25at%Re once computed with 
DFT (large symbols) and once with MEAM potentials (solid lines). 

Table 7: Comparison of experimental surface energies for W and Mo at elevated temperature (𝛾𝐹𝑆𝑇  / 
J/m²) as well as extrapolated to 0K (𝛾𝐹𝑆 / J/m²) to our averaged DFT and MEAM results. 

W Mo Fe 
T [K] 𝛾𝐹𝑆𝑇  𝛾𝐹𝑆 Ref. T [K] 𝛾𝐹𝑆𝑇  𝛾𝐹𝑆 Ref. T [K] 𝛾𝐹𝑆𝑇  𝛾𝐹𝑆 Ref. 
2000 2.9 3.17 [48] 1700 2.2 2.43 [49] 1733 1.91 2.20 [50] 

77 6.3 6.31 [51] 1750 2.6 2.84 [52] 1723 2.09 2.38 [53] 
2300 2.8 3.11 [54] 2623 1.96 2.32 [55] 1713 2.03 2.31 [56] 
2273 1.68 1.99 [57] 1873 2.11 2.37 [55] 1683 2.41 2.69 [58] 
1773 2.83 3.07 [59] 2773 1.9 2.28 [60] 1753 2.53 2.82 [61] 
1573 4.5 4.71 [62] 1773 2.05 2.29 [59]     
2273 1.81 2.12 [63] 2673 1.39 1.76 [63]     

    2773 1.86 2.25 [63]     
    1873 1.75 2.01 [63]     

0  3.99 DFT 0  3.40 DFT 0  3.12 DFT 
0  3.87 MEAM 0  3.09 MEAM 0  2.53 MEAM 

 

3.3 Work of separation 

The work of separation is an important indicator for the cohesive strength of GBs. It is computed with 
Eq. 2.3, which requires the GB energy 𝛾𝐺𝐵 and the free surface energy 𝛾𝐹𝑆. In Figure 13 the work of 
separation is shown for the GBs investigated. Again, a strong anisotropy is observable, where the 

3[1-10](112) tilt GB exhibits the highest work of separation for every metal and both DFT and 

MEAM. The 5[100](001) twist GB exhibits the lowest 𝑊𝑠𝑒𝑝 for every metal when calculated with 

MEAM and for Mo, W25at%Re and Fe when treated with DFT. For W, DFT predicts the 𝑊𝑠𝑒𝑝 of the 

5[100](001) to be among the smallest values, but the smallest value of 𝑊𝑠𝑒𝑝 is found for the 7[1-

10](552) tilt GB, which has not been computed for the other metals. Comparing DFT and MEAM 
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results gives similar deviations as before: for W about 0.1 J/m² on average, with a larger deviation for 

the 5 twist GB, for Mo 0.4 J/m² and for Fe 0.6 J/m². 

The work of separation can also be compared to experimental data. According to Griffith theory, there 
exists the following relationship to the fracture stress, see also [64]: 

 𝜎𝑓 ∝ 𝑊𝑠𝑒𝑝 + 𝛾𝑝 3.1 

In this equation, 𝜎𝑓 denotes the fracture stress and 𝛾𝑝 is the plastic contribution to the fracture. 

According to [65], [66], the plastic contribution 𝛾𝑝 is proportional to 𝑊𝑠𝑒𝑝, which finally leads to 𝜎𝑓 ∝ 𝑊𝑠𝑒𝑝. There is published data on the fracture stress of GBs in Mo and a comparison of their 

measurements to our data is given in Figure 14. Note that the data of Brosse et al. [67] has been 
obtained at room temperature, while the data from Kurishita et al. [68] and Tsurekawa et al. [64] was 
taken at 77 K. 

Our calculations agree well with the fracture stresses measurements from Kurishita et al. Also the 
results from Brosse et al. correspond to spikes in our calculations. The data from Tsurekawa et al. 
shows larger discrepancies and further, their data is also in contrast to the data from Brosse. The direct 
comparison of the experimental data to each other or to our results has to be made with caution, 
because the experiments were performed at different temperatures and we cannot estimate the 
influence of impurities at the experimental measurement. The impurities may be the reason for the 
much lower fracture stresses that have been measured by Brosse in contrast to the data from Kurishita 
and Tsurekawa. 

 

Figure 13: Comparison of 𝑊𝑠𝑒𝑝 for different GBs in W, Mo, Fe and W25at%Re once computed with 
DFT (large symbols) and once with MEAM potentials (solid lines). 
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Figure 14: Comparison of (𝑊𝑠𝑒𝑝)12  from our DFT and MEAM calculations to the fracture stress 
measured in experiments by Brosse et al. [67]  at room temperature, and Kurishita et al. [68] and 
Tsurekawa et al. [64] at 77K for [1-10] tilt GBs. 

 

3.4 Transgranular versus intergranular fracture 

A fundamental property of bcc transition metals is the transition from ductile to brittle fracture at a 
specific temperature which depends on the metal. In the brittle regime some metals fail by cleavage 
through the grain (transgranular fracture) while others fail by crack propagation along GBs 
(intergranular fracture). From work of separation and free surface energies, we can evaluate the 
tendency for intergranular or transgranular fracture in the brittle regime. In [69], the ratio 

 𝑅 = 𝑊𝑠𝑒𝑝2 𝛾𝐹𝑆𝑃𝐶𝑃 3.2 

is defined, where 𝛾𝐹𝑆𝑃𝐶𝑃 denotes the surface energy of the preferred cleavage plane. For bcc metals, this 
is mainly the [100] plane [70], [71]. If R is close to unity, transgranular cleavage is preferred, while for 
lower values intergranular fracture is expected.  

We have evaluated R from the DFT results in W, Mo, Fe and W25at%Re.  For each metal the 
arithmetic mean of 𝑅 for all GBs is shown in Figure 15. The value of R is lowest for W followed by 
Mo, WRe and Fe. This strongly correlates with the position of the (100) surface energy in Figure 12. 
For W the (100) surface has the highest surface energy while for Mo, WRe and Fe the (100) surface 
energy decreases relative to the energies of the other surfaces. The MEAM result of R for the bcc 
transition metals V, Nb, Ta, Cr, Mo, W and Fe is also shown in Figure 15. The trend observed for DFT 
is reproduced with a small offset in R of about 0.05. Further, all the metals not considered by DFT 
reveal rather large R values comparable with the ones obtained for Fe.  

Our findings for R are in accordance with experiments [70], [72], [73], which show a preferred 
transgranular fracture for V, Nb, Ta, Cr and Fe, while Mo and W exhibit mainly intergranular fracture 
in the brittle fracture regime. 
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Figure 15: Comparing R for all GBs for MEAM potentials and DFT. 

4 Conclusion 

In this study, we presented GB properties for a large set of GBs in bcc transition metals. The four 
metals W, Mo, Fe and the W25at%Re alloy were treated with DFT while the somewhat larger set of 
metals W, Mo, Fe, V, Nb, Ta, Cr were treated with semi-empirical 2NN MEAM potentials. First, we 
conducted a DFT convergence study and compared three different simulation setups. With the optimal 
settings we carried out a systematic search for the ground state structure for each GB based on a 

surface approach.  For the obtained ground state structure we computed GB energies, surface 
energies, work of separation, GB excess volume and the tendency for intergranular or transgranular 
fracture. 

We find that for every GB several metastable structures exist in addition to the ground state. While for 

low GBs the energy difference between ground state and exited states is substantial, for high GBs 
the difference can be quite small indicating that such exited states might also be relevant for the 
properties of these GBs. The GB energies exhibit a strong dependency on misorientation angle and, as 
a general trend, the largest values are found for W, followed by W25at%Re, Mo and Fe. Comparison 
of the different GB properties was made to experimental surface energies, experimental GB 
distribution, experimental fracture stress and experimental excess volumes. Overall reasonable 
agreement was found. In particular, based on a simple criterion we can reproduce the experimentally 
observed tendency for increased intergranular failure for W and Mo which we trace down to their high 
(100) surface energy.  

The comparison of ground state structure obtained from DFT and MEAM revealed significant 

differences for some GBs. We discussed in detail the 5[100](013) GB where the direct comparison to 
experimental values showed that DFT predicts the correct ground state, while the MEAM potential 

does not. Similarly also for other GBs, e.g. 19[1-10](116) in Mo, 17[1-10](334) and 27[1-
10](552) in W, differences exist. Also, MEAM underestimates GB energies especially for Fe and Mo 
while for W the agreement is satisfactory. Despite these discrepancies the dependency of GB energies 
with misorientation and also the ratio R for inter- or transgranular fracture is reproduced well.  
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Appendix 

Appendix A Convergence study 

Several parameters have to be checked before starting a DFT simulation. These parameters include the 
k-Point mesh, the energy cut-off, which algorithm to use for the ionic relaxation and the convergence 
criterion for the ionic relaxation. Another parameter that is system specific is the vacuum thickness, 
which is the amount of vacuum between two free surfaces that is necessary to exclude interactions. All 

convergence tests were performed for the 3[1-10](111) tilt GB in W. The target accuracy is a 
maximum deviation of 1% of the property value. 

A.1 k-points and energy cut-off 

Two important parameters for the accuracy of the results are the number of k-points and the energy 
cut-off used for the calculations. To compare and work with results from different configurations, the 
k-point sampling, the energy cut-off and the simulation cell size should be the same to exclude side 
effects. We first show the convergence of the total energy with respect to the k-point sampling in 
Figure A1 for different structures that are given in Figure 1 (GB, free surface and bulk structure). The 
cell dimensions for all these structures are 4.47 x 4.47 x z Å, where z can vary. The number of k-
points 𝑁 used in x- and y-direction is the same whereas a smaller number 𝑁𝑧 is used in z-dimension 
because of the larger elongation in this direction. From the figure we observe that for GB and bulk 
configuration a 7 x 7 x 1 and for the free surface configuration 5 x 5 x 1 k-point sampling is sufficient. 
While we find that one k-point in z-direction is enough for GB and free surface structures with a grain 
thickness of 22Å, the bulk configuration needs more than one k-point in z-direction if the total length 
of the cell is below 65Å. 

The number of plane waves used in the calculations is controlled by the energy cut-off parameter. A 
default energy cut-off is supplied by the pseudopotentials provided by VASP, but should be checked 
nevertheless. The parameter has been examined for GB structures without and with vacuum on top 
(Figure 1.a and Figure 2.a) and a 22 Å grain thickness. The GB properties 𝛾𝐺𝐵, 𝛾𝐹𝑆 and 𝑊𝑠𝑒𝑝 are 

computed using equations 2.1-2.3 without ionic relaxation. In Figure A2 the GB properties are 
presented for different energy cut-offs (default value: 𝐸𝑐𝑢𝑡𝑜𝑓𝑓 = 223 eV). We observe that for 

configurations with and without vacuum the default energy cut-off can be used. A larger energy cut-

off of 𝐸𝑐𝑢𝑡𝑜𝑓𝑓 = 400 eV is needed for the setup making use of the cell relaxation (see Appendix C). 
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(a) (b) 

 
(c) 

 

Figure A1: k-point convergence for (a) GB, (b) free surface and (c) bulk structure. Grain thickness for 
GB and free surface was 22Å (cell length: 44Å), the bulk cell was 65Å long. 

  
(a) (b) 
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(c) 

Figure A2: Convergence of (a) 𝛾𝐺𝐵, (b) 𝛾𝐹𝑆 and (c) 𝑊𝑠𝑒𝑝 with respect to the energy cutoff. 

A.2 Vacuum thickness 

This convergence test regards the vacuum thickness that is needed to exclude interaction effects of the 
free surfaces. For that purpose, we converge the surface energy with respect to the vacuum thickness 
between two surfaces, which is presented in Figure A3. We see that the effects on the free surface 
energy vanish for 6Å of vacuum and more in the cell.  

 

Figure A3: Convergence of 𝛾𝐹𝑆 with respect to the vacuum thickness. 

 

Appendix B Exchange-correlation potential 

To decide which exchange correlation functional will be used for the simulations, we calculate the 
lattice constant and the bulk modulus for a set of functionals, as there are LDA [74], PBE [75], [76], 
AM05 [77], [78] and PBEsol [27], and compare the results to experimental measurements. The lattice 
constant and the bulk modulus are obtained by fitting the energy per atom in a bcc structure computed 
for different trial lattice constants with the Birch-Murnaghan equation of state (see Figure B1 for 
PBEsol). From this fitting procedure, the bulk modulus and the lattice constant are then easily 
computed. We compare the lattice constants obtained with different functionals to experimental 
observations in Table B1. 

The lattice constant and the bulk modulus are best estimated by PBEsol; also PBEsol has been 
introduced to improve the performance of PBE for solids and has been shown to predict equilibrium 
properties in general more accurately [27]. For this reason and the good agreement with the 
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experimental value the following convergence studies will make use of the PBEsol-functional if not 
explicitly mentioned otherwise.  

Another method to obtain the lattice constant is to use of the cell relaxation algorithm of VASP. From 
a starting lattice constant, VASP calculates the stress and optimizes the cell according to it, afterwards 
the lattice constant can be computed from the optimized cell. For this method, we converge the lattice 
constant with respect to the energy cut-off. By that, we obtain the same result as for the Birch-
Murnaghan fit, see Figure B1. In addition, this figure shows that an energy cut-off of 400 eV is needed 
for reliable results when the cell relaxation algorithm is applied. 

We then compute the work of separation, the GB energy and the free surface energy with different xc-
functionals and the corresponding lattice constants from Table B1. A comparison of the different 
obtained values is given in Table B2. No values are given for the AM05-functional as the calculations 
failed to converge for the configurations containing free surfaces or a GB. From the table, we see that 
LDA compares very well to PBEsol in contrast to PBE, which gives the lowest values for all three 
quantities of interest. An important finding is that compared to other parameters tested in the 
convergence section the choice of the xc-functional results in the largest deviations. 

  
(a) (b) 
Figure B1: Calculation of the lattice constant via Birch-Murnaghan fit (left) and cell relaxation (right) 
for PBEsol. 

 
Table B1: Comparison of the lattice constant calculated with different xc-functionals to experimental 
data [79]. 

xc-Functional Lattice Constant / Å Bulk Modulus / GPa 
LDA 3.1405 332.0 
PBE 3.1855 301.3 
PBEsol 3.1558 321.8 
AM05 3.1499 324.0 
Exp. 3.1651 314.2 

 

Table B2: Comparison of GB properties for the 3[1-10](111) GB in W evaluated with different xc-
potentials. All energies are given in J/m². 

xc-Functional 𝜸𝑮𝑩  𝜸𝑭𝑺  𝑾𝒔𝒆𝒑  
LDA 2.403 3.928 5.453 
PBE 2.271 3.528 4.785 
PBEsol 2.418 3.881 5.343 
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Appendix C DFT and MEAM lattice constants for bcc transition metals 

To calculate GB properties for different elements, the lattice constant for the used potential has to be 
determined. As described in Appendix B, the lattice constant and bulk modulus for a set of elements 
are computed from a fit of the Birch-Murnaghan equation of state to energies from cells with different 
lattice parameters. Table C1 lists the resulting values for the PBEsol exchange correlation potential 
and the semi-empirical MEAM potential. 

 

 

Table C1: Lattice constant 𝒂𝟎 calculated with the PBEsol xc-potential and MEAM potential for 
different elements as well as experimental values. 

Element Source 𝒂𝟎 / Å Bulk Modulus / GPa 
W DFT 

MEAM 
Exp. [79] 

3.1558 
3.1639 
3.1651 

321.8 
313.2 
314.2 

W25at%Re DFT 
MEAM 
Exp. 

3.1345 
- 
- 

341.2 
- 
- 

Ta DFT 
MEAM 
Exp. [80] 

3.2823 
3.3024 
3.296 

207.4 
192.1 
197.2 

Mo DFT 
MEAM 
Exp. [79] 

3.1292 
3.1464 
3.1468 

278.2 
263.3 
265.3 

Nb DFT 
MEAM 
Exp. [80] 

3.2833 
3.3024 
3.301 

186.5 
171.6 
170.4 

Fe DFT 
MEAM 
Exp.[81] 

2.7915 
2.8636 
2.8665 

204.3 
171.8 
171.8 

V DFT 
MEAM 
Exp. [80] 

2.9613 
3.0310 
3.024 

194.8 
156.1 
157.3 
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