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ABELIAN DYNAMICAL GALOIS GROUPS FOR UNICRITICAL

POLYNOMIALS

ANDREA FERRAGUTI AND CARLO PAGANO

Abstract. Andrews and Petsche proposed in 2020 a conjectural characterization
of all pairs (f, α), where f is a polynomial over a number field K and α ∈ K,
such that the dynamical Galois group of the pair (f, α) is abelian. In this paper
we focus on the case of unicritical polynomials f , and more general dynamical
systems attached to sequences of unicritical polynomials.

After having reduced the conjecture to the post-critically finite case, we estab-
lish it for all polynomials with periodic critical orbit, over any number field. We
next establish the conjecture in full for all monic unicritical polynomials over any
quadratic number field. Finally we show that for any given degree d there exists
a finite, explicit set of unicritical polynomials that depends only on d, such that
if f = uxd + 1 is a unicritical polynomial over a number field K that lies outside
such exceptional set, then there are at most finitely many basepoints α such that
the dynamical Galois group of (f, α) is abelian.

To obtain these results, we exploit in multiple ways the group theory of the
generic dynamical Galois group to force diophantine relations in dynamical quan-
tities attached to f . These relations force in all cases, outside of the ones con-
jectured by Andrews–Petsche, a contradiction either with lower bounds on the
heights in abelian extensions, in the style of Amoroso–Zannier, or with the com-
putation of rational points on explicit curves, carried out with techniques from
Balakrishnan–Tuitman and Siksek.

1. Introduction

It was an insight of Lubin and Tate that one could explicitly construct (a com-
plementary totally ramified piece of) the maximal abelian extension of a local field
K, by taking what, in the parlance of arithmetic dynamics, is the arboreal field

K∞(f, 0),

where f is a Lubin–Tate polynomial. Indeed they were able to equip the tree of
pre-images

T∞(f, 0) =
⋃

n≥0

f−n(0),

with a natural structure of (co-rank 1) OK -module, preserved by the absolute Galois
group GK . This is the celebrated theory of Lubin–Tate formal groups and their
classical application to explicit local class field theory.

WhenK is a number field, the only two non-trivial known instances of such abelian
arboreal constructions with polynomials essentially arise from the multiplicative
group: one has the pairs (xd, ζ) and (±Td, ζ + ζ−1), where ζ is a root of unity and
Td is the d-th Chebichev polynomial. If one allows more general rational maps, then
more examples are available coming from elliptic curves with complex multiplication
(see [16]).

2020 Mathematics Subject Classification. Primary 37P05, 37P15, 20E08, 20E18.
Key words and phrases. Arithmetic dynamics, arboreal Galois representations, global fields.

1

http://arxiv.org/abs/2303.04783v2


2 A. FERRAGUTI AND C. PAGANO

At the same time, it is a general expectation in arithmetic dynamics that arbo-
real Galois groups over global fields should typically have a large and complicated
structure: a precise implementation of this expectation can be found in Jones’ open
image conjecture in the quadratic case [19, 20], a conjectural dynamical analogue of
Serre’s open image theorem. As a matter of fact we shall exhibit below a precise
connection between the size of the arboreal images and their abelianity. In light of
this, it seems reasonable to expect that over number fields abelian arboreal repre-
sentations should be a rarity, perhaps one subject to a precise classification. Such
a conjectural classification was firstly proposed in Andrews–Petsche [7], where they
conjectured that Chebichev and power polynomials should be the only sources of
non-trivial abelian arboreal representations. More precisely they proposed the fol-
lowing. We recall that if K is a field, f ∈ K(x) is a rational function and α ∈ K,
we denote by G∞(f, α) the dynamical Galois group of the pair (f, α), namely the
Galois group of the extension K(T∞(f, α))/K.

Conjecture 1.1. Let K be a number field, f ∈ K[x] a polynomial of degree d ≥ 2
and α ∈ K be a non-exceptional point for f . Then G∞(f, α) is abelian if and only
if there exists a root of unity ζ such that the pair (f, α) is Kab-conjugated to either

(xd, ζ)

or

(±Td(x), ζ + ζ−1).

Here a pair (f, α) is said to be exceptional if the tree T∞(f, α) is finite. We refer
to the first author’s survey [15] for a more detailed exposition of the results obtained
on this conjecture in the past years. Here we limit ourselves to the following brief
overview. In the same work [7] Andrews–Petsche managed to prove their conjecture
for stable quadratic polynomials over Q, combining explicit estimates of Arakelov–
Zhang intesection pairings with heights lower bounds of Amoroso–Zannier. Soon
after, the present authors fully settled the case of quadratic polynomials over Q,
with a completely different method [18]. Our method allowed us to bypass the
assumption of stability, by exploiting a simple observation that was at the basis
of a careful analysis of the lower central series of the Galois group of an arboreal
field in our previous work [17]: an automorphism of a binary rooted tree that swaps
the two halves of the tree does not commute with all the elements that are linearly
independent from it in the abelianization. This, and its suitable generalizations to
more complicated trees, is, in a nutshell, what we call here the 1-dimensionality
principle. In practical terms, it translates the vanishing of the commutator pairing
into the existence of rational points on algebraic curves.

This method allowed us also to prove that over any number field K if G∞(f, α)
is abelian, and f quadratic, then the critical orbit of f must be finite, that is f
must be PCF. This is a special case of Jones’ conjecture, since one can prove that
abelian closed subgroup of Ω∞ have always infinite index [18, Proposition 3.4] (later,
the first author, Ostafe and Zannier [16] established the same conclusion for more
general rational functions with a completely different method). When K = Q, one is
quickly left only with the case of x2−1, which we handled with a class field theoretic
argument, combined with work of Anderson–Hamblen–Poonen–Walton [5]. This
was our alternative to the Arakelov theoretic approach used by Andrews–Petsche
for x2 − 1: as we are about to see, a completely different method shows that this
case is a very special case of the case of polynomials with periodic critical orbit.
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In this work, we make further progress on Conjecture 1.1, in case f is a monic
unicritical polynomial. First of all either by [16] or by Theorem 2.12 1 one is imme-
diately reduced to the case where the unique critical orbit of f is finite, that is f is
PCF.

In these cases, we are able to fully settle the case of unicritical polynomials with
periodic critical orbit, over any number field. More precisely we have the following.

Theorem 1.2. Let K be a number field and let a, c, α be in K with a 6= 0. Suppose
that the orbit of 0 under f := axd + c is periodic. Then G∞(f, α) is abelian if and
only if c = 0 and (f, α) is Kab-conjugate to (xd, γ), where γ is either 0 or a root of
unity. In particular, if a = 1 and G∞(f, α) is abelian, then c = 0 and α is either 0
or a root of unity.

As promised above, we now see that x2 − 1 can be immediately handled by The-
orem 1.2, which provides a third proof of the already established classification over
Q in the quadratic case.

The proof of Theorem 1.2 is inspired by a lemma in the work [1, Lemma 1.2]
of Ahmad–Benedetto–Cain–Carroll–Fang, that studied the Galois theory of iterates
of x2 − 1. In turn, this lemma was recently generalized in the work of the second
author [26] that exploited the periodicity of the critical orbit to find exponential
lower bounds on arboreal degrees in the unicritical non PCF case. Its generalization,
which can be found already in [26, Proposition 3.1], is that in the periodic case, for
each positive integer n, one can construct inside the arboreal field a dn-th roots of
−β for each β in the tree. Using this, one rapidly finds out that, if the critical orbit is
periodic and the image is abelian, then the entire tree must consist of roots of unity,
unless an immediate contradiction with Amoroso–Zannier height lower bound [4] is
met. From here it follows that the polynomial preserves the unit circle and hence
must be xd. Theorem 1.2 and its proof were presented by the second author at the
Arithmetic Dynamics Online Seminar in Autumn 2021; we have been been informed
recently that subsequently Jones obtained a generalization to rational functions that
will appear in a forthcoming preprint.

We mention that one can provide a precise connection between the growth of
arboreal images and Conjecture 1.1. In fact using the present work one can easily
see that abelian arboreal representations need to have topologically finitely generated
image; it is not hard to show that finitely generated abelian subgroups of the group
of automorphisms of the tree grow at most exponentially with the level. Hence a
source of super-exponential lower bounds on the sequence of arboreal degrees would
potentially be a tool to attack the remaining cases of Conjecture 1.1, that is the
strictly pre-periodic case. At present we do not know how to do this.

We next establish the monic unicritical case of Andrews–Petsche in full for Q and
all quadratic number fields.

Theorem 1.3. Suppose that K is a number field of degree at most 2 over Q. Then
Conjecture 1.1 holds for all pairs of the form (xd + c, α). More precisely, the only
triples

(xd + c, α,K),

1As it will become transparent in the discussion of Theorem 1.3, the 1-dimensionality principles
is a useful tool also for PCF-polynomials to rule out abelian images, as such we need it anyways.
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where [K : Q] ≤ 2, α, c ∈ K such that G∞(xd + c, α) is abelian are the two infinite
families ⋃

[K:Q]≤2,d≥2

{(xd,±1,K), (xd, 0,K)}

and ⋃

[K:Q]≤2

{(x2 − 2,±1,K), (x2 − 2,±2,K), (x2 − 2, 0,K)},

along with the sporadic cases

{(x2 − 2,±
√
2,Q(

√
2)} ∪ {(x2 − 2,±

√
3,Q(

√
3))} ∪ {(x2 − 2, (1 ±

√
5)/2,Q(

√
5)}

and
⋃

d≥2{(xd,±ζ±1
3 ,Q(ζ3))} ∪

⋃
d≥2{(xd,±i,Q(i))}.

The proof of Theorem 1.3 follows immediately by combining Theorem 4.2, Propo-
sition 4.3, Theorem 5.1 and Theorem 6.1, along with the results of [7] on xd and
Td(x).

The key starting point is that we have here an infinite explicit list of PCF uni-
critical polynomials over quadratic fields (Theorem 4.2). After applying Theorem
1.2 via Proposition 4.3, one is left with the case of x2 + i (Theorem 5.1) and the
infinite family x6k + ζ3 (Theorem 6.1). To handle these strictly preperiodic cases,
we fully exploit our method to prove that abelian implies PCF: the 1-dimensionality
principle mentioned above. Another crucial ingredient, used to reduce the second
family to a finite list, is Proposition 6.9. These two allow us to reduce the problem
into finding rational points on finitely many curves. The hardest case here is the
Picard curve:

y3 = x4 + 18x2 − 27,

where one looks for all the Q(ζ3, i)-rational points. We manage to deal with this in
Theorem C.1. We resort to the Chabauty method, importing tools from Balakrishnan–
Tuitman [8, 9] and Siksek [28, 29]. Once this is done, we are left with the infinite
family

(x6k + ζ3, ζ),

where ζ is a 6-th root of unity. Applying directly Amoroso–Zannier [4] one can reduce
to the case where k is going up to 314. Unfortunately this is practically unfeasible.
To circumvent this problem, we employ their method by picking an auxiliary prime
that is 1 modulo 3 and between 6k and 12k. With it, and with the fact that all
our ramification is bounded in 6k, their method of proof gives us a lower bound on

the height that grows roughly as a constant multiple of log(k)
k . Happily, in our case,

this needs to be contrasted with an upper bound on the height that decays like a
constant multiple of 1

k . Making these constants explicit yields a contradiction unless
k ≤ 36, which is feasible and handled with one more appeal to the 1-dimensionality
principle (and Magma [10]).

Finally, we prove that for most unicritical polynomials f , there are only finitely
many basepoints α such that G∞(f, α) is abelian. This is formalized as follows.

Theorem 1.4. Let d ≥ 2 be an integer. Then there exists a finite set Ud ⊆ Q,
depending only on d, such that if K ⊆ Q is a number field, u ∈ K \ Ud and f =
uxd + 1 ∈ K[x], then there are only finitely many α ∈ K such that G∞(f, α) is
abelian.

The set of polynomials coming from Ud is in fact explicit: it consists of the poly-
nomials whose critical orbit has length smaller than 7. Also, for all the polynomials
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outside of Ud, the proof gives a fairly explicit description of the possible finite ex-
ceptions α. The proof of Theorem 1.4 combines the 1-dimensionality principle with
an appropriate ”descent along the tree” argument.

We conclude by mentioning the surprising work of Looper [24], that proves Con-
jecture 1.1 for a different family of polynomials. It uses completely different methods.
The argument proceeds by ingeniously combining equidistribution theorems with the
fact that congruences of inertia elements are simultaneously holding for all places,
in case the Galois group is abelian.

2. The 1-dimensionality principle

The material of this section is divided in three parts.
In the first part, we develop the basic background of spherically homogenous trees,

culminating in a group-theoretic version of the 1-dimensionality principle.
In the second part, we give the basic preliminaries on the Galois groups of poly-

nomial sequences and the associated trees.
In the third part we combine the work of the previous two to establish that

abelian images occur only in the postcritically finite case. We remark that it would
be possible to extend this implication to slightly more general polynomial sequences,
but we have here limited ourselves to the case of a single polynomial.

Finally in the last part we develop more flexible 1-dimensionality principles, which
will be in later sections applied to situations where only a limited amount of roots
of unity is available.

2.1. Spherically homogenous trees and their automorphism groups. The
setup of generalized trees has already appeared in the work of the first author [14].
The main novelty of this section is the 1-dimensionality principle. To arrive there
in a natural way, we begin with a systematic presentation of the trees appearing in
this work, fixing along the way some important notations.

Let {nk}k∈Z≥1
be a sequence of integers valued in Z≥2. Fix once and for all an

alphabet of symbols {xi}i∈Z≥1
. Denote by M∞ the free monoid on these symbols,

and by e the identity elements of this monoid. We now define the set

T∞({nk}k∈Z≥1
),

consisting of words w in M∞ having the following shape. Either w = e. Or

w = xf(ℓ) . . . xf(1),

with the constraint that f(j) is in {1, . . . , nj}, for each j ≤ ℓ. We call length of
the word w, the number ℓ =: ℓ(w), with ℓ(e) = 0 by convention. We talk about
the subset of level ℓ, to denote the finite collection L(ℓ) of words in T∞({nk}k∈Z≥1

)
having length ℓ: there are precisely nℓ . . . n1 such elements.

We view T∞({nk}k∈Z≥0
) as a directed Cayley graph, with respect to multiplica-

tion on the left by the generators {xi}i∈Z≥1
. In this way, T∞({nk}k∈Z≥0

) becomes
naturally a directed spherically homogeneous tree rooted at e: the outward degree
of a vertex w equals precisely nℓ(w)+1. The spherical degree of such tree is precisely
the sequence {nk}k≥1.

This situation is already sufficient to capture the Galois theory of general se-
quences of polynomials. However this paper is devoted to sequences of unicritical
polynomials. It is for this reason that we need to put the following additional piece
of structure on our trees.
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Let w be a word in the tree with ℓ := ℓ(w) > 0. Let us write

w = xiw
′,

with necessarily i ∈ {1, . . . , nℓ}. We then place an oriented edge connecting w with

xjw
′,

where j is the unique number in {1, . . . , nℓ} that is congruent to i + 1 modulo nℓ.
To stress the presence of this additional labels we denote by

T̃∞({nk}k∈Z≥1
),

the resulting directed graph. Finally, given a non-negative integer ℓ, we define

T̃ℓ({nk}k∈Z≥0
) =

⋃

0≤j≤ℓ

Lj,

with the natural structure of subgraph (see Figure 1 for an example).

e

x1

x11

x111 x211

x21

x121 x221

x31

x131 x231

x2

x12

x112 x212

x22

x122 x222

x32

x132 x232

Figure 1. The graph T̃3({2, 3, 2, . . .}). We shortened xixj to xij and
xixjxk to xijk for graphical reasons.

We now put

Ωℓ({nk}k∈Z≥1
) := Autgraph(T̃ℓ({nk}k∈Z≥1

)),

for each ℓ in Z≥1 ∪{∞}. Clearly Ωℓ({nk}k∈Z≥1
) preserves the words of every length

up to ℓ, in particular it preserves Lℓ, which is then naturally a Ωℓ({nk}k∈Z≥1
)-set.

As we next explain we naturally have that

Ω∞({nk}k∈Z≥1
) = lim←−

ℓ∈Z≥0

Ωℓ(T̃∞({nk}k∈Z≥1
)),

and that

(1) Ωℓ+1({nk}k∈Z≥1
) = (Z/nℓ+1Z)[Lℓ]⋊ Ωℓ({nk}k∈Z≥1

),

realizing Ω∞({nk}k∈Z≥1
) both as a profinite group and as an infinite semi-direct

product. Here (Z/nℓ+1Z)[Lℓ] is viewed as an Ωℓ({nk}k∈Z≥1
)-permutation module.

We will now proceed constructing a joint realization of this semi-direct product
construction, using the following standard topological generators of the profinite
group Ω∞({nk}k∈Z≥1

).

Let w be a word in T̃∞({nk}k∈Z≥1
). We now define an automorphism of the graph

σw,
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of order precisely equal to nℓ(w) + 1. Let first

w′ = w
′′

xjw,

then we define
σw(w

′) = w
′′

xiw,

where i is the unique integer of {1, . . . , nℓ(w)} congruent to j + 1 modulo nℓ(w). For
all the other words w′, we let σw act as the identity. It is immediately clear that
every automorphism in Ωℓ({nk}k∈Z≥1

) can be written in a unique way as a product

ℓ−1∏

k=0

∏

w∈Lk

σeww ,

where ew ∈ Z/nℓ(w)Z. Looking at the exponents, this yields immediately a bijection:

(φw)w∈T̃ℓ({nk}k∈Z≥1
)
: Ωℓ({nk}k∈Z≥1

)→
∏

w∈T̃ℓ−1({nk}k∈Z≥1
)

Z/nℓ(w)Z,

and in turn, passing to the inverse limit, a bijection of profinite sets:

(φw)w∈T̃∞({nk}k∈Z≥1
) : Ω∞({nk}k∈Z≥1

)→
∏

w∈T̃∞({nk}k∈Z≥1
)

Z/nℓ(w)Z,

which we call portrait map by a very natural extension of the standard portrait
concept explained for example in [25]. The image of σ under such map will be
referred to as the portrait of σ.

These considerations also show that that the group Ω∞({nk}k∈Z≥1
) is naturally

equal to lim←−ℓ∈Z≥1
Ωℓ(T̃∞({nk}k∈Z≥1

)) and explain the description (1).

Under the isomorphism Ωℓ+1({nk}k∈Z≥1
) → (Z/nℓ+1Z)[Lℓ] ⋊ Ωℓ({nk}k∈Z≥1

) an

automorphism σ ∈ Ωℓ+1({nk}k∈Z≥1
) is mapped to the pair


∑

w∈Lℓ

φw(σ)w, σ


 ,

where σ is the projection of σ on Ωℓ({nk}k∈Z≥1
).

The portrait map is, of course, not a group homomorphism. However the iterated
semi-direct product structure gives us relations of quasi-multiplicativity, using the
following elementary lemma.

Lemma 2.1. Let G1, G2 be groups and let A be an abelian G2-module. Then a map
π̃ : G1 → A ⋊ G2 is a surjective group homomorphism if and only if there exists a
pair (ψ, π) with π : G1 → G2 a surjective group homomorphism and ψ : G1 → A a 1-
cocycle whose restriction to kerπ is surjective, such that π̃(g) = (ψ(g), π(g)) ∈ A×G2

for every g ∈ G1.

Lemma 2.1, applied to map (1) post-composed with the natural projection

Ω∞({nk}k∈Z≥1
)→ Ωℓ({nk}k∈Z≥1

),

allows to conclude that for every ℓ ≥ 1 the map

ψℓ : Ω∞({nk}k∈Z≥1
)→ (Z/nℓZ)[Lℓ−1],

σ 7→
∑

w∈Lℓ−1

φw(σ)w
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is a 1-cocycle. One can turn a 1-cocycle into a homomorphism by making the
action trivial, namely taking the co-invariants of the module, which in a permutation
module corresponding to a transitive set, corresponds precisely to the trace map

φℓ :=
∑

w∈Lℓ−1

φw.

It is a well-known calculation that in this way one describes the abelianization of a
semi-direct product: in other words

(φℓ)ℓ∈Z≥1
: Ω∞({nk}k∈Z≥1

)ab →
∏

ℓ∈Z≥1

Z/nℓZ,

is an isomorphism. Another way to view the construction of the map φℓ is as the
map induced from the unique map of Ωℓ({nk}k∈Z≥1

)-sets

(2) Lℓ−1 ։ L0,

where the right hand side is the set with only one point.
Next consider, for ℓ ≥ 2 an integer, the natural map

Lℓ−1 ։ L1,

of Ωℓ({nk}k∈Z≥1
)-sets defined by picking the last to the right variable in a word:

xiℓ . . . xi1 is mapped into xi1 . This induces a corresponding map (Z/nℓZ)[Lℓ−1] →
(Z/nℓZ)[L1] of Ωℓ({nk}k∈Z≥1

)-modules. Pre-composing with ψℓ, we find a 1-cocycle

φ̃ℓ : Ω∞({nk}k∈Z≥1
)→ (Z/nℓZ)[L1],

which is going to play a key role in the proof of the proposition below. We point

out that a simple formula for φ̃ℓ is given by:

φ̃ℓ(σ) =
∑

i∈n1


 ∑

w∈Lℓ−2

φwxi
(σ)


 · xi.

Observe that the sum makes sense because we are taking ℓ ≥ 2.

Proposition 2.2. Let σ, τ be two elements of Ω∞({nk}k∈Z≥1
) with

[σ, τ ] = id.

Suppose that φ1(τ) = 0. Let dσ be the order of φ1(σ) in Z/n1Z.
Then, for each i in Z≥1, we have that φi(τ) is in the group generated by dσ in

Z/niZ.

Proof. We can clearly assume that i ≥ 2, otherwise the conclusion is directly implied
by the assumption that φ1(τ) = 0, which certainly makes it divisible by dσ.

Let ψi be the 1-cocycle

ψi : Ω∞({nk}k∈Z≥1
)→ (Z/niZ)[Li−1],

defined above. Since στ = τσ, we have:

σψi(τ) + ψi(σ) = ψ(στ) = ψ(τσ) = τψi(σ) + ψi(τ)

that can be re-organized as:

(3) (σ − 1)ψi(τ) = (τ − 1)ψi(σ).
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As explained above, we now apply the surjection of Ω∞({nk}k∈Z≥1
)-sets Li−1 ։

L1 (using again the fact that i ≥ 2), yielding an epimorphism of Ω∞({nk}k∈Z≥1
)-

modules

(Z/niZ)[Li−1] ։ (Z/niZ)[L1],

which postcomposed with ψl, yields a 1-cocycle φ̃i as explained above. From (3) we
obtain therefore:

(σ − 1)φ̃i(τ) = (τ − 1)φ̃i(σ).

However, by assumption, τ acts trivially on L1. Therefore the right hand side now
vanishes. We conclude that the element

φ̃i(τ) ∈ (Z/niZ)[L1]

is σ-invariant. However the orbits of σ on L1 are n1/dσ cycles O1, . . . ,On1/dσ each
of length dσ. It follows that

φ̃i(τ) =

n1/dσ∑

j=1

cj
∑

w∈Oj

w

where cj ∈ Z/niZ for every j. It follows that further postcomposing with

L1 ։ L0

yields at the same time φi(τ) (as explained by (2)) and a multiple of dσ , since
|Oj | = dσ for every j. This immediately implies the claim. �

We can now give the main consequence of this fact, which is the main result of
this subsection: the group-theoretic incarnation of the 1-dimensionality principle.

Theorem 2.3. Let G be an abelian subgroup of Ω∞({nk}k∈Z≥1
). Let d1 be the size

of φ1(G). Then the image of the map

(φ1, ((φi)mod d1)i≥2) : G→ Z/d1Z×
∏

i≥2

Z/(d1, ni)Z,

is a cyclic group of order d1.
In other words, the group generated by the characters

((φi) mod d1
)i≥2,

is cyclic generated by φ1.

Proof. Let us call A the named image and let

π : Z/d1Z×
∏

i≥2

Z/(d1, ni)Z→ Z/d1Z

be the projection on the first coordinate. Proposition 2.2 implies immediately that
A ∩ ker(π) = {0}. Hence π is injective when restricted to A, but on the other hand
it is surjective as well, by hypothesis. Hence it must be an isomorphism, and the
claim follows. �

Remark 2.4. We chose the name ”1-dimensionality principle”, because of the vari-
ant of Theorem 2.3 that we explain in the paragraph below. In this case, the
conclusion is that a certain Fp-vector space is 1-dimensional, and hence the name.
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2.1.1. Additional 1-dimensionality principles. The group-theoretic material built so
far will suffice to handle polynomial sequences akx

nk + bk, as long as the base field
contains nk-th roots of unity. In our main result for quadratic number fields we
will however need a useful 1-dimensionality principles also when only some of the
nk’s have this assumption. This is the motivation of the following addition to the
previous section.

In order to keep the exposition light, we will focus on the case that the sequence
{nk}k≥1 is a sequence of primes, which already gives the additional 1-dimensionality
principles sufficient for our application. To stress this switch, we will denote nk := pk.
The prime p1 =: p, will have a special status.

Let us denote by I := {i ∈ Z≥1 : pi = p}. The following variant of the graphs,
presented in the previous section, will be applied in studying unicritical dynamical
systems over fields possessing p-th root of unity, but not guaranteed to have a pk-th
root of unity when k is not in I. As a set of vertices the graph is still

T∞({pk}k∈Z≥1
).

Furthermore for each i in I, we place p-cycles on Lk exactly as we did in the previous
section. Done this, we do not add any other edge. We denote by

ΩN ({pk}k∈Z≥1
, p),

the automorphism group of the resulting graph up to level N , for each N in Z≥1 ∪
{∞}. Notice that this might differ from the group Ω∞({pk}k∈Z≥1

) previously de-

fined, since as soon as the sequence {pk} contains a prime pM different from 2 and
from p, the group ΩM ({pk}k∈Z≥1

, p) is strictly larger than ΩM ({pk}k∈Z≥1
), due to

the lack of the extra horizontal edges at the M -th level of the corresponding graph.
Reasoning precisely as in the previous section, we find semi-direct product decom-
position for each N in I, as follows

ΩN ({pk}k∈Z≥1
, p) = Fp[LN−1]⋊ ΩN−1({pk}k∈Z≥1

, p),

yielding cocycles ψn and characters φn, precisely in the same way as before. With
exactly the same argument, we arrive at the following 1-dimensionality principle,
justifying the name of the principle itself.

Theorem 2.5. Let G be an abelian subgroup of Ω∞({pk}k∈Z≥1
, p). Suppose that

φ1(G) = Fp. Then the image of

(φi)i∈I : G→ FI
p,

is 1-dimensional.

2.2. Galois groups of polynomial sequences. The framework that we described
in the previous subsection arises in the following situation, already introduced in
[14]. Let {nk}k≥1 a Z≥2-valued sequence of integers, let K be a field and for k ≥ 1
let fk = akx

nk + bk ∈ K[x], with ak 6= 0. From now on, for every n ≥ 1 we let

f (n) := f1 ◦ . . . ◦ fn (and f (0) := x by convention). We denote by F the sequence
{fk}k≥1.

Definition 2.6. Let α ∈ K. The post-critical orbit of the pair (F , α) is the sequence
{f (n)(0) − α}n≥1.

The adjusted post-critical orbit of the pair (F , α) is the sequence {cn,α(F)}n≥1

given by:

cn,α(F) :=
{
−f1(0) + α if n1 = 2 and n = 1

f (n)(0)− α otherwise
.
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If the post-critical orbit of (F , 0) is finite, we say that F is post-critically finite.
Furthermore we put

c̃n,α(F) := (−1)#Ln−1

(
f (n)(0)− α
∏n

i=1 a
#Ln−1

i

)

We now recall the following fundamental lemma.

Lemma 2.7 ([19, Lemma 2.6]). Let f, g ∈ K[x], where f, g have, respectively, de-
grees df and dg and leading coefficients a and b, and let γ1, . . . , γdf−1 be the critical
points of f . Set ∆n := disc(g ◦ fn). Then for every n ≥ 1 we have:

∆n = ±∆df
n−1d

k1
f a

k2bk3
df−1∏

i=1

g(fn−1(γ)).

Lemma 2.7 immediately implies the following corollary.

Corollary 2.8. Let {nk}k≥1 be a Z≥2-valued sequence, and let f = akx
nk+bk ∈ K[x]

for every k ≥ 1. Suppose that the characteristic of K is coprime to every nk. Let
F := {fk}k≥1 and α ∈ K. Then f (n) − α is separable for every n if and only if
cn,α(F) 6= 0 for every n.

From now on, we fix for every positive integer n a generator ζn of the group of
n-th roots of unity in Ksep. We now fix a sequence {nk}k≥1 in Z≥2, and a sequence
of polynomials f = akx

nk + bk ∈ K[x] with ak 6= 0 for every k ≥ 0 and α ∈ K; we
assume that the characteristic of K is coprime to every nk and that cn,α 6= 0 for
every n. Assume that for each k ≥ 1, the element ζnk

is in K.
Under these assumptions we can construct a rooted, infinite, spherically homoge-

neous tree of spherical degree {nk}k≥1, denoted by T∞(F , α), whose root is α and

whose nodes at distance n from α are the roots of f (n)−α. Next, we add horizontal
directed edges in the following way: two roots α,α′ at the same level ℓ are connected
with a directed edge from α to α′ if and only if

ζnℓ
α = α′.

This yields a directed graph T̃∞(F , α) that is isomorphic to T̃∞({nk}k∈Z≥1
). We

therefore fix an identification

ι : T̃∞(F , α) ∼→ T̃∞({nk}k∈Z≥1
).

Thanks to our assumption that the polynomials have coefficients in K and the
relevant roots of unity are also in K, we see that the absolute Galois group GK :=
Gal(Ksep/K) acts on T∞(F , α) via automorphisms, giving rise to an associated
arboreal representation

ρF ,α : GK → Ω∞({nk}k∈Z≥1
).

The image of such representation can be identified with G∞(F , α). Hence for every
k ∈ Z≥0 the composition of ρF ,α with φk|G∞(F ,α) yields a cyclic character of order nk
of GK , where φk is the homomorphism given in the previous section. By Kummer
theory, the fixed field of the kernel of this character is obtained by adjoining to K the
nk-th root of an element of K. The next lemma, which is the second key ingredient
for proving the 1-dimensionality principle, gives a formula for such an element in
terms of the dynamics of F .
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For an element t ∈ K and n positive integer, we denote by χt(n) : GK → Z/nZ the

unique character that satisfies σ(r) = ζ
χt(σ)
n r for every σ ∈ GK and every r ∈ Ksep

such that rn = t. Recall that for each k in Z≥1, we have constructed a cocycle

ψk : Ω({nj}j∈Z≥1
)→ (Z/nkZ)[Lk−1].

This cocycle composed with the augmentation map gives the character φk.

Lemma 2.9. Under the above assumptions, for every k ∈ Z≥1 we have

φk|G∞(F ,α) ◦ ρF ,α = χc̃k,α(F)(nk).

Proof. By an abuse of notation, in this proof words w will refer to the nodes in

T̃∞(F , α) corresponding to w under the identification ι.
Let us pick a decomposition of Lk into orbits O under the GK -action. Then we

have a decomposition of permutation modules

(Z/nkZ)[Lk−1] =
⊕

O orbit

(Z/nkZ)[O].

Let us fix an orbit O. Then the component of ψk in the above decomposition is
simply

ψO(σ) =
∑

w∈O
φw(σ) · w.

Let w be a word inO. LetHw be the stabilizer of w inGK . We see that (Z/nkZ)[O] is
the induction of the trivial Hw-module Z/nkZ to GK . Hence we can apply Shapiro’s
Lemma (see for example [12, Proposition 6.2]) and obtain an isomorphism

(4) Hom(Hw,Z/nkZ)
∼→ H1(GK , (Z/nkZ)[O])

that we can compose with the map

H1(GK(Z/nkZ)[O])→ Hom(GK , (Z/nkZ))

induced by the augmentation map (Z/nkZ)[O] → Z/nkZ. The argument at [12, p.
83] shows that the composition

(5) Hom(Hw,Z/nkZ)→ Hom(GK , (Z/nkZ))

is just the corestriction map.
Now consider the element φw |Hw

∈ Hom(Hw,Z/nkZ); under isomorphism (4) this
becomes precisely ψO. Hence choosing a set of representatives W for the orbits of
Lk under the GK -action and summing up all the corresponding corestriction maps
(5), we get a map

Θ:
⊕

w∈W
Hom(Hw,Z/nkZ)→ Hom(GK , (Z/nkZ)).

Since ψk is simply the collection of all ψO’s, it follows that

(6) Θ((φw |Hw
)w∈W ) = φk.

On the other hand, Hw = Gal(Ksep/K(w)), so that after the canonical Kummer
identifications, map (5) becomes the norm map

K(w)×

K(w)×nk
→ K×

K×nk
.
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Under the Kummer identification Hom(Hw,Z/nkZ) → K(w)×/K(w)×nk , each el-
ement φw |Hw

becomes (w − bk)/ak. Therefore, (6) shows that φk, viewed as an

element of K×

K×nk
, is nothing else than the class of

∏

w : ℓ(w)=k−1

w − bk
ak

∈ K×

K×nk
,

which can be rewritten as

(−1)#Lk−1
∏

w : ℓ(w)=k−1

w − bk
ak

= (−1)#Lk−1 · f (k−1)(bk)− α
leading coefficient off (k)

=

= (−1)#Lk−1

(
f (k)(0) − α
∏k

i=1 a
#Lk−1

i

)
= c̃k,α.

�

Lemma 2.9 immediately implies the following corollary.

Corollary 2.10. Let d be a positive integer. Let (bi)i∈Z≥1
∈ ⊕

i∈Z≥1
Z/dZ be

a vector supported at nonnegative integers i such that d|ni. Then G∞(F , α) ⊆
ker(

∑
i∈Z≥1

biφi) if and only if
(∏

i≥1 c̃i,α

)bi ∈ K×d
.

We are now ready to state and prove an arithmetic incarnation of the 1-dimensionality
principle.

Theorem 2.11. Let {nk}k≥1 be a sequence in Z≥2. Let K be a field such that
K contains a primitive nk-th root of unity for every k ≥ 0. For every k ≥ 1, let
fk = akx

nk + bk ∈ K[x] with ak 6= 0, let F := {fk}k≥1 and let α ∈ K. Suppose
that cn,α 6= 0 for every n ≥ 1 and let d1 be the degree of the field defined by f1 − α.
Suppose that G∞(F , α) is abelian.

Then the set

{
(c̃k,α(F))

d1
(d1,nk) : k ∈ Z≥2

}
spans a cyclic subgroup of the abelian

group K×/K×d1 generated by the element γ1, which is an element of K× such that

γ
n1
d1
1 = c̃1,α(F).

Proof. This is an immediate translation of Theorem 2.3 by means of Lemma 2.9. �

2.3. Abelian implies PCF. Let us now turn to the case where K is in addition
also a number field. The following theorem shows that a polynomial gives an abelian
dynamical Galois group only if it is PCF.

Theorem 2.12. Let K be a number field and f = axd + b ∈ K[x] with d ≥ 2 and
a 6= 0. Suppose that G∞(f, α) is abelian, then f is PCF.

We remark that if on the one hand Theorem 2.12 follows also from [16, Theorem
1.2], which proves it with a completely different argument and for more general
rational functions. On the other hand the 1-dimensionality principle at the basis of
the present proof is still a valid tool to rule out abelian images also when f is PCF.

Before proving the theorem, let us prove a proposition that will be helpful both
in the proof and in later sections.

Proposition 2.13. Let K be a number field. Let f = axd + b, with a 6= 0 and let α
be in K. Then the following are equivalent:
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(1) The group G∞(f, α) is finite.
(2) The group G∞(f, α) is trivial.
(3) The tree T∞(f, α) is finite.
(4) The tree T∞(f, α) is contained in the critical orbit of f .
(5) We have that b = 0 and α = 0.

Proof. The implications (5) =⇒ (4), (3) =⇒ (2) and (2) =⇒ (1) are all trivial.
Since the post-critical orbit of K is all contained in K, the implication (4) =⇒ (3)
follows immediately from the Northcott property, together with the fact that the set
T∞(f, α) is of bounded height. The same argument shows that (1) =⇒ (3). So we
are only left with proving that (3) =⇒ (5). Suppose that we are in (3), then the
entire tree T∞(f, α) must be contained in the critical orbit of f : suppose indeed a
node β is not, then f−n(β) has exactly dn-distinct elements by Lemma 2.7, which
would give a contradiction with (3) for n sufficiently large. On the other hand every
point, except at most one (that is in case the orbit is finite) point x where the orbit
starts a cycle, in the critical orbit has at most one preimage in the critical orbit.
This shows that T∞(f, α) − {x} must be at most the point b, since f is unicritical,
and b is the unique point having only 1 pre-image. So by now we already know
that T∞(f, α) consists of at most {x, b}, and in case the critical orbit is infinite we
even already know that T∞(f, α) is {b}, so its size in particular is at most 1. If it
is exactly 1, then it means that it must be constantly equal to b. But if it contains
b, then it has to contain also 0, and since it has size 1, it must be b = α = 0. The
other case is that it equals {x, b}. Again if we want to avoid b = 0, it must be x = 0.
And at the same time it needs to have at least 2 pre-images, which therefore have
to be both 0 and b. But f(0) = b 6= 0, so we reach a contradiction. This gives the
desired conclusion. �

Let us now prove Theorem 2.12.

Proof of Theorem 2.12. Thanks to Proposition 2.13, we can readily assume that
T∞(f, α) is infinite. If not, we certainly have that f = axd is PCF. We can also
restrict the representation to K(ζd), so there is no loss of generality in assuming that
ζd is in K. Furthermore, up to passing to a further finite extension we can find a
node of the tree that is outside of the critical orbit. So there is no loss of generality
in assuming that the entire tree is outside of the critical orbit.

Let us first observe that the set

T∞(f, α) ∩K
is finite. Indeed T∞(f, α) is an infinite set of bounded height and thus the claim
follows from the Northcott property.

Let us denote by Max(f, α) the set of nodes that are in K and have the entire
subtree below them outside of K. Notice that Max(f, α) is not empty, since the
descendants of a given node are either all in K or all outside K thanks to our
assumption that ζd ∈ K. Now for each β in Max(f, α), we are in place to apply
Theorem 2.11. We find a divisor d1|d strictly larger than 1 and a list of elements
{γi}i∈Z/d1Z such that the following happens. For each n ≥ 2 we can find i in Z/d1Z

and yn in K× such that

yd1n = γi · (fn(0)− β).
Thanks to piegonhole, if the critical orbit were infinite, we would find one γi0 such
that the curve

C : yd1 = γi0 · (f3(x)− β)
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has infinitely many K-rational points. This contradicts Faltings Theorem, because
f3(x)− β has degree at least 6 and it is separable, since β is outside of the critical
orbit. Hence the genus of C is strictly bigger than 1. To avoid this contradiction,
the critical orbit must be finite, which is the desired conclusion.

�

2.4. The 1-dimensionality principle for limited roots of unity. In the inter-
est of later arithmetical applications, we want to be able to drop the assumption
that for each k, the field K contains a primitive nk-th root of unity, and still obtain
1-dimensionality principles. In this auxiliary section, we carry this over in the very
special case where the nk’s are all primes. The proofs are a straightforward adap-
tation of the ones from the previous section, hence we omit them in the interest of
brevity.

From now on, we fix a sequence of primes {pk}k≥1, polynomials fk = akx
pk +bk ∈

K[x] with ak 6= 0 for every k ≥ 1 and α ∈ K; we assume that the characteristic of
K is different from every pk, we let F := {fk}k≥1 and we assume that cn,α(F) 6= 0
for every n. Finally, we let p := p1 and

I := {n ≥ 1: pn = p},
and we assume that K contains a primitive p-th root of unity ζp.

Notice that the absolute Galois group GK := Gal(Ksep/K) acts on T∞(F , α)
via automorphisms, giving rise to an associated arboreal representation ρF ,α. The
image of such representation can be identified with G∞(F , α). Hence for every n ∈ I
the composition of ρF ,α with φn|G∞(F ,α) yields a cyclic character of order p of GK ,
where φn is the homomorphism given in Section 2.1.1. By Kummer theory, the fixed
field of the kernel of this character is obtained by adjoining to K the p-th root of an
element of K.

In fact putting together Theorem 2.5 and a straightforward adaptation of Lemma
2.9, we obtain the following.

Theorem 2.14. Let {pk}k≥1 be a sequence of primes, and let p := p1. Let K be a
field such that char K 6= pk for every k ≥ 1 and containing a primitive p-th root of
unity. Let I := {k ∈ N : pk = p}. For every k ≥ 1, let fk = akx

pk + bk ∈ K[x] with
ak 6= 0, let F := {fk}k≥1 and let α ∈ K. Suppose that cn,α 6= 0 for every n ≥ 1

and that f1−α is irreducible. If G∞(F , α) is abelian, then the set
{

cn,α(F)
a1

: n ∈ I
}

spans a 1-dimensional subspace of the Fp-vector space K×/K×p
.

Let us explain how Theorem 2.14 can be also applied to the study of the dynamical
Galois group of a single unicritical polynomial. Let d be a positive integer and p a
prime dividing d. Given f = axd + b ∈ K[x] with a 6= 0, we associate a polynomial
sequence to f as follows. Write d = pnq1 · . . . ·qr, where n ≥ 1 and the qi’s are primes
all different from p (but not necessarily pairwise distinct). Let t := n + r (notice
that r can be 0). Then we can associate to f a sequence Ff (p) defined by {fk}k≥1

where f1 := axp + b, fi := xp for every i ∈ {2, . . . , n}, fj = xqj for every j = 1, . . . , r

and fk+t = gk for every k ≥ 1. Notice that then f (nt) = fn for every n ≥ 1.

Definition 2.15. We call Ff (p) the p-sequence attached to f . The sequence

cpn,α(f) =

{
−f(0) + α if n = 1 and p = 2

fn(0)− α otherwise

is called p-adjusted post-critical orbit of the pair (f, α).
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Remark 2.16. Notice that the p-adjusted post-critical orbit of (f, α) is a sub-
sequence of the adjusted post-critical orbit of the pair (Ff (p), α). Moreover, ele-
ments of {cn,α(Ff (p))}n≥1 that do not belong to {cpn,α(f)}n≥1 are just powers of
elements of the latter sequence. Therefore, cpn,α(f) 6= 0 for every n ≥ 1 if and only
if cn,α(Ff (p)) 6= 0 for every n ≥ 1.

Remark 2.17. Given f = axd+ b and α ∈ K such that cn,α(f) 6= 0 for every n, one
can of course construct the usual infinite, rooted, d-regular tree T∞(f, α) associated
to f , as explained in [20]. This can be obtained starting from the tree T∞(Ff (p), α)
in the following way: if d = pq1 . . . qn, where the qi’s are primes (and n = 0 by
convention if d = p), then for every t ≥ 1 nodes at distance t(n + 1) from the root
α in T∞(Ff (p), α) coincide with nodes at distance t from the root α in T∞(f, α).
Moreover, two nodes at distance t(n + 1) from the root in T∞(Ff (p), α) have the
same ancestor at level (t − 1)(n + 1) if and only if they have the same ancestor
at level t − 1 when they are considered as nodes at level t of T∞(f, α). Moreover,
the groups G∞(f, α) and G∞(Ff (p), α) are topologically isomorphic, although they
act on non-isomorphic trees as long as d 6= p. Hence one can equivalently study
abelianity of either of the two groups.

Corollary 2.18. Let d be a positive integer, p a prime dividing d and K be a field
of characteristic different from all primes dividing d and containing a primitive p-th
root of unity. Let f := axd + b ∈ K[x] with a 6= 0. Let Ff (p) = {fk}k≥1 be the p-
sequence attached to f . Let α ∈ K be such that (α− b)/a /∈ (−1)p−1Kp and suppose
that cpi,α(f) 6= 0 for every i ≥ 1. Let

S :=

n⋃

j=1

j + tN.

If G∞(f, α) is abelian, then
{

cs,α(Ff )
a : s ∈ S

}
spans a 1-dimensional subspace of

K×/K×p
. In particular, the sequence

{
cpn,α(f)

a

}
n≥1

spans a 1-dimensional subspace

of K×/K×p
.

Remark 2.19. Notice how in Corollary 2.18, p can be any prime dividing d. This
means that if f = axd + b, P is the set of primes dividing d, K contains a primitive
p-th root of unity for every p ∈ P, and (α − b)/a is not a p-th power for every

p ∈ P, then the set
{

ci,α(f)
a

}
i≥1

spans a 1-dimensional subspace of K×/K×p
for

every p ∈ P.

3. Polynomials with periodic critical point

This section is devoted to show that unicritical polynomials with periodic critical
point never admit abelian arboreal representations, unless they fall into the case
predicted by Conjecture 1.1.

Let K be a number field, d be a positive integer and a, c, α ∈ K with a 6= 0 so
that the polynomial

f(x) := axd − c,
has the property that fn(0) = 0 for some n in Z≥1. We will simply say that 0 is
f -periodic and we will call the smallest positive n for which the relation holds the
period of 0. The goal of this section is to classify all pairs

(f(x), α),
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with f(x) as above and with

G∞(f, α) := Gal(K∞(f, α)/K),

abelian, where

K∞(f, α) :=
⋃

n∈Z≥0

K(f−n(α)) ⊆ Ksep,

with Ksep a fixed algebraic closure of K.

Theorem 3.1. Let K be a number field and d ∈ Z≥2. Let a, c be in K with a 6= 0
such that 0 is f -periodic, where f := axd − c. Suppose there exists α ∈ K such that
G∞(f, α) is abelian. Then c = 0 and (f, α) is Kab-conjugate to (xd, γ), where γ is
either 0 or a root of unity. In particular, if a = 1 and G∞(f, α) is abelian then c = 0
and α is either 0 or a root of unity.

Let us begin with a key proposition. This is directly inspired from [1, Lemma 1.2].

Proposition 3.2. Let K be a number field, d ≥ 2 an integer, c, α in K and assume
that xd− c has periodic critical orbit, and α is not an element of this orbit. Suppose
furthermore that c 6= 0. Then for all β ∈ T∞(f, α) we have that

{γ ∈ Ksep : γd
n

= −β for some n ∈ N} ⊆ K∞(f, α).

Proof. Take β in T∞(f, α). Denote by n0 the period of 0. By definition, we have
that

f−n0(β) ⊆ T∞(f, α).

Observe that, since n0 > 0, and since f(x) has the form xd − c the set f−n0(β) is
stable under multiplication of µd(K

sep), in other words is a union of µd(K
sep)-cosets.

Denote by C the set of cosets, and pick for each coset t ∈ C a representative γt in
the coset. We now have that

(−1)#C
(
∏

t∈C
γt

)d

= (−1)#C ·
∏

t∈C
(f(γt) + c) =

∏

λ∈f−n0+1(β)

(−c− λ) =

= fn0−1(−c)− β = fn0(0) − β = −β.
Since α is not in the orbit of 0, we have that #C = dn0−1 by Lemma 2.7. Since
c 6= 0, we have that n0 − 1 > 0 and therefore we have shown that −β admits a dth
root in K∞(f, α), and since the latter extension is Galois, it contains the entire set
{γ ∈ Ksep : γd = −β} as claimed. Iterating this construction, precisely in the way
explained in [26, Proposition 3.1] yields the desired conclusion. �

We shall use the following simple fact about number fields.

Proposition 3.3. Let K be a number field. Let a be in K∗. Suppose that

K({γ ∈ Ksep : γd
n

= a}n∈Z≥0
)/K,

is abelian. Then a is a root of unity.

Proof. This fact can be proved in a completely algebraic way and for much more
general fields K. However, for the sake of brevity, here we will argue simply by
noticing that in case a is not a root of unity then {γ ∈ Ksep : γd

n
= a}n∈Z≥0

contains elements of arbitrarily small height, while thanks to Amoroso–Zannier’s
work [4] there is a lower bound for the non-zero heights of non-zero elements of
Kab/K. This gives the desired conclusion. �

To conclude the proof we will need the following auxiliary fact.
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Proposition 3.4. Let K be a number field d be in Z≥2, and c, α be in K, with α
not in the critical orbit of f , where f(x) = xd − c. Suppose that T∞(f, α) consists
entirely of roots of unity. Then c = 0 and α is a root of unity.

Proof. Clearly since α is in T∞(f, α) the assumptions imply that α is a root of
unity. Since α is not in the f -orbit of 0 we know that the tree T∞(f, α) is infinite.
Now fix any embedding σ of Ksep into C. We have that the complex plane curve
C := {y = xd − σ(c)} has by assumption infinitely many solutions (x, y) ∈ C(C)
both roots of unity. Therefore we conclude by Lang’s Theorem [21] that C(C) must
contain the image of the complex curve {(λ1tn1 , λ2t

n2)}t∈C∗ , for some λ1, λ2 ∈ C∗

and n1, n2 positive integers. But this means that the polynomial

λ2t
n2 − λ1tdn1 − σ(c),

vanishes identically, which forces c = 0. �

Remark 3.5. In the proof of Proposition 3.4 we opted to invoke Lang’s theorem
only for the sake of brevity. Actually one of the proof’s of Lang’s theorem suggests
self-contained argument for Proposition 3.4. Namely one can prove that the roots
of unity belonging to T∞(f, α) must be dense in the unit circle (after applying
the embedding σ). Therefore f must stabilize the unit circle, which evidently forces
c = 0, since otherwise we can pick x0 on the unit circle such that xd0 is the projection
of −σ(c) on the unit circle, which gives

|xd0 − σ(c)|∞ = |σ(c)|∞ + 1 > 1,

for c 6= 0.

We are now in position to conclude the proof of the main result of this section.

Proof of Theorem 3.1. Let f = axd − c ∈ K[x] and α ∈ K, and suppose that
K∞(f, α)/K is an abelian extension. Let L := K( d−1

√
a). Let now m = ux ∈

L[x], where u = 1/ d−1
√
a, f ′ := m−1 ◦ f ◦ m, so that f ′ = xd − c/u, and α′ =

α/u. Clearly the extension L∞(f ′, α′)/L is still abelian and 0 is f ′-periodic. If
there is a point β ∈ T∞(f ′, α′) that is not in the post-critical orbit of f ′, then
observing that L(β)∞(f ′, β)/L(β) must be abelian as well, Proposition 3.2 combined
with Proposition 3.3 forces T∞(f ′, β) to consist entirely of roots of unity. Then we
conclude with Proposition 3.4 that c/u = 0, and hence c = 0. Now [7, Theorem 12]
proves that (axd, α) is Kab-conjugate to (xd, ζ) for some root of unity ζ (notice that
since β is not in the post-critical orbit of f ′ then in particular it is not exceptional).
Hence we are left only with the case where the entire tree T∞(f ′, α′) is in the critical
orbit of f . Proposition 2.13 shows that this can only happen if α′ = c/u = 0. �

4. PCF unicritical polynomials over quadratic number fields

The goal of this section is to compute all conjugacy classes of PCF, monic, uni-
critical polynomials over quadratic number fields. We start with an elementary
lemma.

Lemma 4.1. Let K be a number field, c ∈ K and f = xd + c ∈ K[x], where d ≥ 2
is an integer. Let {cn}n≥1 be the post-critical orbit of f . If f is PCF, then c is an
algebraic integer and |cn|v ≤ 2 for every archimedean place v of K and every n ≥ 1.

Proof. If v is a non-archimedean valuation of K such that v(c) < 0, then v(cn) =
dn−1v(c) for every n ≥ 1, and therefore f is not PCF. Hence v is an algebraic integer.
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Now v be an archimedean place of K and suppose that there is a smallest positive
integer N ∈ N such that |cN |v > 2. Then

|cN+1|v = |cdN + c|v ≥ |cN |v(|cN |d−1
v − |c|v/|cN |v) > |cN |v ,

where the last inequality follows from the fact that |c|v/|cN |v ≤ 1 by construction.
This shows by induction that the sequence {|cn+N |v}n≥1 is strictly increasing, and
therefore f is not PCF. �

Theorem 4.2. Let d ≥ 2 be an integer, K be a quadratic number field and fc =
xd + c ∈ K[x]. Then fc is PCF if and only if one of the following holds.

(1) fc = xd;
(2) fc = x2 − 2;
(3) d is even and fc = xd − 1;
(4) d ≡ 3 mod 4 and fc = xd ± i;
(5) d ≡ 4 mod 6 and fc = xd + ζ6, for ζ6 a primitive 6th root of unity;
(6) fc = x2 ± i;
(7) d ≡ 0 mod 6 and fc = xd + ζ3, for ζ3 a primitive third root of unity.

Proof. One verifies easily that all polynomials listed in the statement are PCF, so
the rest of the proof will be devoted to show that if fc is PCF, then it falls in one
of those cases.

By Lemma 4.1, if fc is PCF then c is an algebraic integer whose logarithmic Weil
height is bounded by log 2; by Northcott theorem that there are only finitely many
c ∈ Q of degree 2 over Q such that h(c) ≤ log 2. A brief computation via Magma
[10] shows that the set of all such c’s is (we only list one c for each Galois conjugacy
class):

S :=

{
0,±1,±2,

√
2,
√
3,±1 +

√
5

2
, i, 2i,±(1 + i), i

√
2,±(1 + i

√
2),±3 + i

√
3

2
,

±(1 + i
√
3),±1 + i

√
3

2
, i
√
3,±1 + i

√
7

2
,±3 + i

√
7

2
,±1 + i

√
11

2
,±1 + i

√
15

2

}
.

Now it is just a matter of using Lemma 4.1 to rule out values of c that do not
give rise to PCF polynomials.

Let c ∈ S \
{
0,±1, i,±1+

√
−3

2

}
and d ≥ 2. By Lemma 4.1, in order to show that

fc,d = xd + c is not PCF2 it is enough to find an archimedean place v and a point
cn = cn(d) in the post-critical orbit of fc,d such that |cn|v > 2. Since for all these
c’s there is some v with |c|v > 1, it is clear that there is some d0, that depends
on c, such that |c2(fc,d0)|v ≥ |c|d0v − |c| > 2 and of course for all d ≥ d0 one has
|c2(fc,d)|v > |c2(fc,d0)|v . This leaves out finitely many pairs (c, d), which can be
addressed one by one, and again a verification via Magma shows that, except for
the case c = −2, d = 2, the post-critical orbits always escape and therefore these c’s
do not give rise to PCF polynomials for any d.

This leaves us with c ∈
{
0,±1, i,±1+

√
−3

2

}
. If c = 0 then f0,d is PCF for every

d, while f1,d is never PCF since |c3| = 2d > 2. When c = −1 and d is odd we have

|c3| = 2d − 1 > 2, while if d is even then f−1,d is PCF.

2We write fc,d at this point to underline the dependence on the two parameters c, d.
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To conclude the proof we need to treat the cases c ∈
{
i,±1+

√
−3

2

}
. From now on

we set ζ6 := 1+
√
−3

2 and ζ3 := −1+
√
−3

2 , and we will use | · | for the usual complex
absolute value.

First, let c = i. Let fi,d = xd+ i with d > 2 and d 6≡ 3 mod 4. Then |c2| ∈ {2,
√
2}

according to the residue class of d modulo 4; in any case |c2| ≥
√
2 and hence

|c3| = |cd2 + i| ≥ |c2|d − 1 ≥ 2d/2 − 1 ≥ 3. It follows that fi,d is not PCF.

Next, let fζ6,d = xd + ζ6. An easy verification shows that if d > 2 and d 6≡
3, 4 mod 6, then |c2| ≥

√
3. Hence, |c3| ≥ 3d/2 − 1 > 2. If d = 2, then |c3| =

√
7 > 2.

When d ≡ 3 mod 4 we have c2 = −1 + ζ6 = ζ3, so that c3 = 1 + ζ6 and in turn
|c4| ≥ 3d/2 − 1 > 2 again.

Finally, let fζ3,d = xd + ζ3. If d ≡ 1, 4 mod 6 we have c2 = 2ζ3, so that |c3| > 2.
When d ≡ 2 mod 6 we have c4 = 2ζ3 and hence |c5| > 2. When d ≡ 3, 5 mod 6 we

have c3 = −1 + ζ3 so that |c3| =
√
3 and |c4| ≥ 3d/2 − 1 > 2. �

Proposition 4.3. Let f be as in cases (3), (4) or (5) of Theorem 4.2. Then G∞(f, α)
is non-abelian for every α ∈ Q.

Proof. This is a direct application of Theorem 3.1. �

The cases fc = xd, x2 − 2 were dealt with in [7]; the case of xd is an immediate
consequence of Amoroso–Zannier, as articulated for example already in Section 3.
The case x2−2 can also be handled with Amoroso–Zannier [4], and it was originally
explained already in [7].

The next two sections are devoted to rule out the remaining cases.

5. The polynomial x2 + i

Throughout the whole section we set K := Q(i), OK := Z[i], f = x2 + i ∈ K[x]
and OK,2 = {z ∈ K : v(z) ≥ 0 for every odd valuation v of K}.

The goal of this section is to prove the following theorem.

Theorem 5.1. The group G∞(f, α) is non-abelian for every α ∈ K.

In order to prove Theorem 5.1, we first recall the following lemma, that was
essentially proved in [17, Section 3].

Lemma 5.2. Let α ∈ K and suppose that G∞(f, α) is abelian. Then α ∈ OK,2.

Proof. Suppose there is an odd valuation v of K such that v(α) < 0. Then it follows
from [6, Lemma 7.1] that K∞(f, α)/K is infinitely ramified at v. However, [17,
Lemma 3.11] shows that this contradicts the abelianity of G∞(f, α). �

The following theorem is the key result of the section.

Theorem 5.3. Let α ∈ OK,2 be such that f − α is irreducible, and let G3(f, α) :=
Gal(f3 − α). Then G3(f, α) is not abelian.

Proof. Suppose that G3(f, α) is abelian. Notice that the irreducibility of f − α
implies immediately that α does not belong to the adjusted post-critical orbit of f ,
i.e. α /∈ {±i,−1 + i}. From now on, for every β ∈ K we will let, as usual:

c1,β := −i+ β, c2,β := −1 + i− β, c3,β := −i− β.
Since G3(f, α) is abelian and f −α is irreducible it follows by Theorem 2.14 (or even

[17, Proposition 3.4]) that 〈c1,α, c2,α, c3,α〉 ⊆ K×/K×2
is a 1-dimensional F2-vector

space. Since we are assuming that c1,α /∈ K2, this leaves us with four possibilities:



ABELIAN DYNAMICAL GALOIS GROUPS FOR UNICRITICAL POLYNOMIALS 21

(A) c1,αc2,α ∈ K2 and c3,α ∈ K2;
(B) c1,αc3,α ∈ K2 and c2,α ∈ K2;
(C) c1,αc2,α ∈ K2 and c1,αc3,α ∈ K2;
(D) c2,α ∈ K2 and c3,α ∈ K2.

We will now examine the four cases one by one.
(A) Write c1,αc2,α = −α2 + (2i − 1)α + 1 + i = v20 and c3,α = −i − α = u20 for

some u0, v0 ∈ K. It follows that (u0, v0) is a K-rational affine point on the following
elliptic curve:

EA : v2 = −u4 + (−4i+ 1)u2 + 2i+ 4.

One checks that EA(K) ∼= Z/4Z, and its only affine points are (u, v) = (±(−i+1), 0),
which both give α = i, and in turn a contradiction.

(B) Write c1,αc3,α = −α2−1 = v20 and c2,α = −1+ i−α = u20 for some u0, v0 ∈ K.
It follows that (u0, v0) is a K-rational affine point on the following elliptic curve:

EB : v2 = −u4 + (2i− 2)u2 + 2i− 1.

One checks that EB(K) ∼= Z/4Z, and its only affine points are (u, v) = (±i, 0),
which both give α = i, and in turn a contradiction.

(C) Write c1,αc2,α = −α2 +(2i− 1)α+1+ i = u20 and c1,αc3,α = −α2− 1 = v20 for
some u0, v0 ∈ K. Notice that since α ∈ OK,2, then u0, v0 ∈ OK,2. Hence (u0, v0) is
an OK,2-rational point on the curve:

(7) C1 : u
4 − 2u2v2 − (2i+ 4)u2 + v4 + (1− 2i)v2 = 0

This is an irreducible curve of genus 0, but its function field has four places at
infinity. Hence, it has finitely many OK,2-rational, thanks to a classic result of
Siegel (see [22, Theorem 5.1] for a modern account), and the algorithm described
in [2] can be used to find all of them; this is done in Theorem A.1: it turns out
that they are

{
(0, 0),

(
±3+i

8 ,±7+9i
8

)}
. These values lead to α = i, which contradicts

our assumptions, or α = 9i−7
8 ; one verifies via Magma [10] that G3

(
f, 9i−7

8

)
is a

non-abelian group of order 32.
(D) This is the most involved case to handle. Write c2,α = −1 + i − α = u20

and c3,α = −i − α = v20 for some u0, v0 ∈ K. Notice that u0, v0 ∈ OK,2. We set
d := −i+ α, so that

d = −1− u20 = −2i− v20 .
Since d = c1,α, it is not a square in K by assumption. We will make use several times

of the following elementary fact: if w, z ∈ K∗ are such that w + z
√
d ∈ K(

√
d)2,

then the polynomial 4x4 − 4wx2 + dz2 has a root in K.
First we claim that f −

√
d is irreducible over K(

√
d), which is equivalent to say

that −i +
√
d /∈ K(

√
d)2. Suppose this is false. Then 4x4 + 4ix2 + d has a root in

K. Now recall that d = −2i− v20 . Then the curve

ED : v2 = 4x4 + 4ix2 − 2i

has an affine point. One checks that ED(K) ∼= (Z/2Z)2, and its only affine points
are (x, v) = (0,±(1 − i)), yielding α = i and therefore a contradiction.

Now, since G3(f, α) is abelian then in particular G′
3 := Gal(f2 −

√
d/K(

√
d)),

that is one of its subquotients, is abelian. It is a well-known fact (see for example

[30]) that G′
3
∼= D8 if and only if the F2-vector space 〈c1,√d, c2,

√
d〉 ⊆ K×/K×2

is 2-dimensional. Conversely, if this condition does not hold then G′
3 is a proper

subgroup of D8 and therefore it is abelian. Since we proved above that f −
√
d is
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irreducible, i.e. that c1,
√
d /∈ K(

√
d)2, it follows that G′

3 is abelian if and only if one

of the following two conditions hold:

(i) c2,
√
d ∈ K(

√
d)2;

(ii) c1,
√
dc2,

√
d ∈ K(

√
d)2.

(i) Since c2,
√
d = −1+ i−

√
d ∈ K(

√
d)2, the polynomial 4x4 − 4(i− 1)x2 + d has

a root in K. Since d = −1− u20, it follows that the curve

C ′
D : u2 = 4x4 − 4(i− 1)x2 − 1

has an affine K-rational point. One checks that the Jacobian E′
D of C ′

D is a rank
0 elliptic curve with E′

D(K) ∼= Z/2Z × Z/4Z, and the only affine K-rational points
of C ′

D are: (x, u) = (0,±i), (±1/2(i + 1),±(i + 1)). These give α ∈ {i,−i − 1} and
therefore they both yield to a contradiction: α = i is forbidden by our assumptions
and one can verify that G3(f,−1− i) ∼= C2 ×D4, which is not abelian.

(ii) Since c1,
√
dc2,

√
d = i+1−d+(2i−1)

√
d ∈ K(

√
d)2, the polynomial 4x4−4(i+

1− d)x2 − (3 + 4i)d has a root in K. Notice that since d = −1− u20 and u0 ∈ OK,2

then such root lies in OK,2 as well. This means that the curve

(8) C2 : 4x
4 − 4u2x2 + (4i+ 3)u2 + (−4i− 8)x2 + 4i+ 3 = 0

has an OK,2-rational point. The curve C2 has genus 0 but its function field has
4 places at infinity, so by the same argument we used in point (C), C2 has finitely
many OK,2-rational points: by Theorem A.2 they are

{
(±i, 0),

(
±7i−5

8 ,±2−i
2

)}
. Now

u0 = ±i leads to α = i, contradicting our assumptions, while u0 = ±7i−5
8 leads to

α = 67i−20
32 ; one can check that G3

(
f, 67i−20

32

)
is a non-abelian group of order 16. �

We are now ready to prove Theorem 5.1.

Proof of Theorem 5.1. Let α ∈ K, and suppose that G∞(f, α) is abelian. By Lemma
5.2, we must have α ∈ OK,2. Now it is easy to observe that the tree T∞(f, α) must
contain a node β that belongs to K and is such that f − β is irreducible, for if this
does not happen, then by Northcott theorem α must be exceptional for f , but f
does not admit any exceptional point. Now of course β must be 2-integral as well,
since fn(β) = α for some n, and hence we can apply Theorem 5.3, that tells us that
G∞(f, β) is non-abelian. But this is a subgroup of G∞(f, α), and hence the latter
is non-abelian, too. �

6. The polynomial x6k + ζ3

Throughout this section, we let ζ3 a primitive 3rd root of unity, L := Q(ζ3) and
f6k := x6k + ζ3 where k ≥ 1 is an integer.

The goal of this section is to prove the following theorem.

Theorem 6.1. For every α ∈ L and every integer k ≥ 1, the group G∞(f6k, α) is
non-abelian.

We start with a subsection containing some results that we will use later on.

6.1. Preliminary Galois theoretic results.

Lemma 6.2 ([23, Theorem 9.1]). Let K be a field, a ∈ K be non-zero, and r ≥ 2 be
an integer. Assume that for every prime p | r we have a /∈ Kp, and if 4 | r assume
that a /∈ −4K4. Then xr − a is irreducible in K[x].
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Remark 6.3. As noticed in [23, p. 300], if K is a field of characteristic 0, r ≥ 2 is
an integer and a ∈ K is non-zero, the Galois group of the polynomial xr − a over K

embeds in the group of 2 × 2 matrices of the form

(
1 0
b d

)
where b ∈ Z/rZ and

d ∈ (Z/rZ)∗. From now on, this group will be denoted by Gr.

Theorem 6.4 ([23, Theorem 9.4]). Let K be a field of characteristic 0 and r ≥ 2
an integer such that [K(ζr) : K] = φ(r), where φ is Euler’s totient function. Let
a ∈ K and suppose that for every prime p | r, a is not a p-th power in K. Then the
Galois group of f is isomorphic to Gr.

Lemma 6.5. Let p be a prime and n ≥ 1 an integer. Let H ≤ Gpn be an abelian
subgroup. Then |H| ≤ pn.

Proof. Let us first assume that p is odd.
As shown in [23, p. 300–301], the commutator subgroup [Gpn , Gpn ] consists of

all matrices of the form

(
1 0
b 1

)
with b ∈ Z/pnZ. This implies that the quotient

group Gpn/[Gpn , Gpn ] is isomorphic to (Z/pnZ)∗, and the quotient map πn takes a
matrix to its lower-right entry. By the first isomorphism theorem, we have that |H| =
|H∩[Gpn , Gpn ]|·|πn(H)|. Given the shape of [Gpn , Gpn ], the subgroupH∩[Gpn , Gpn ]
is isomorphic to a subgroup of the form pm(Z/pnZ) for some 0 ≤ m ≤ n. Let(

1 0
b 1

)
∈ H∩ [Gpn , Gpn ] be a generator. Any

(
1 0
a d

)
∈ H must commute with

it, and one readily verifies that this happens if and only if d ≡ 1 mod pn−m; this
being true for every element of H in turn this implies that |πn(H)| ≤ pm. Hence,
we must have H ≤ pn−m · pm = pn.

For p = 2 the proof follows the very same logic but requires extra observa-
tions. First, the commutator subgroup [G2n , G2n ] consists of all matrices of the

form

(
1 0
b 1

)
with b ∈ 2(Z/2nZ) and therefore the quotient G2n/[G2n , G2n ] is

isomorphic to (Z/2Z) × (Z/2nZ)∗. The quotient map πn : G2n → G2n/[G2n , G2n ]

takes

(
1 0
b d

)
to the pair (b mod 2, d). Again, if

(
1 0
b 1

)
is a generator of

H ∩ [G2n , G2n ] ∼= 2m(Z/2nZ) (notice that this time 1 ≤ m ≤ n) and
(

1 0
a d

)
∈ H,

then d ≡ 1 mod 2n−m. The same computation shows that if

(
1 0
b 1

)
∈ H and b ≡

1 mod 2, then necessarilyH ∼= Z/2nZ, and the claim holds. Thus we can assume that

if

(
1 0
b 1

)
∈ H, then b ≡ 0 mod 2. Next, notice that if

(
1 0
b d

)
,

(
1 0
b′ d

)
∈ H

and d 6≡ 1 mod 2n, then the fact that the two elements commute forces b ≡ b′ mod 2.
This proves that |πn(H)| = |π ◦πn(H)|, where π := (Z/2Z)× (Z/2nZ)∗ → (Z/2nZ)∗

is the projection onto the second factor, and we can now conclude as we did in the
odd case. �

Lemma 6.6. Let α ∈ L, and let p ∈ {2, 3}. Let n ≥ 1 and f = xp
n − α ∈ L[x]. If

Gal(f) is abelian then α = ζ · βpn−1
for some ζ, β ∈ L where ζ is a root of unity.

Proof. If α is a root of unity or n = 1 there is nothing to prove, so assume that this
is not the case. Then there exists a largest m ≥ 0 such that α = ζ · βpm for some
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ζ, β ∈ L with ζ a root of unity. If m ≥ n there is nothing to prove. Hence we can
assume that m < n.

Now set L̃ := L if p = 3 and L̃ := L(i) if p = 2. Notice that in any case

L̃ ⊆ L(ζpn+1). Then β is not a p-th power in L̃: if p = 3 this holds by the assumption

on m; if p = 2 and β were a square in L̃, we would have β = (a+bi)2 = a2−b2+2abi
for some a, b ∈ L, and hence either b = 0, implying that β ∈ L2 which is impossible

by the assumption on m, or a = 0 so that β = −b2 and consequently α = ±ζ · b2m+1
,

which is again impossible by the assumption on m.

Now notice that f factors as
∏m

j=1(x
pn−m − ζ ′j ·β) over L(ζpn), where ζ ′ ∈ L(ζpn)

is a root of unity. We claim that for every j, the term ζ ′j · β is not a p-th power in
L(ζpn). In fact, suppose by contradiction that ζ ′j ·β = yp for some y ∈ L(ζpn). Then
β is a p-th power in L(ζpn+1), and hence it is so in L̃(ζpn+1). However, as we proved

above, β is not a p-th power in L̃; it follows that the extension L̃( p
√
β)/L̃ is cyclic

of degree p. On the other hand, such extension must be contained in L(ζpn+1)/L̃,
which is a cyclic p-extension, and therefore it contains a unique cyclic subextension
of degree p. Therefore, by Kummer theory, we have that if p = 3 then β · ζ3 = γ3

for some γ ∈ L, implying that α = ζγ3
m+1

and contradicting the assumption; when

p = 2 then β · i = γ2 for some γ ∈ L̃, and taking norms from L̃ to L this implies
that −β2 is a square in L, which never holds true as long as β 6= 0.

We have thus proved that ζ ′j · β is not a p-th power in L(ζpn) and this implies,

by Lemma 6.2,3 that xp
n−m − ζ ′j · β is irreducible over L(ζpn).

To end the proof, notice that the splitting field M of f contains L(ζpn), and
therefore [M : L] = [M : L(ζpn)][L(ζpn) : L] = pn−1[M : L(ζpn)]. But what we
proved above implies that [M : L(ζpn)] ≥ pn−m and hence [M : L] ≥ p2n−m−1. On
the other hand, by Remark 6.3, Gal(M/L) embeds in Gpn . Hence if Gal(M/L) is
abelian then by Lemma 6.5 its order is at most pn. Therefore p2n−m−1 ≤ pn, which
in turn implies that m ≥ n− 1. �

Now we shall start working our way towards the proof of Theorem 6.1. We start
by ruling out basepoints α such that α− ζ3 is 0 or a root of unity.

6.2. α− ζ3 is 0 or a root of unity. The key idea for ruling out these cases is the
following proposition, that essentially follows from [4, Theorem 1.2].

Proposition 6.7. Let γ be an element of Lab with 0 < h(γ) ≤ 1. Suppose to have
a positive integer k and an element β of Lab such that β6k = γ and such that the
extension L(β)/L ramifies only at primes of L whose residue characteristic is at
most 6k.

Then we must have k ≤ 36.

Proof. We can assume that k ≥ 2 otherwise we are immediately done. It follows
that 6k > 7 and thus we are in position to apply the result of [11] and conclude
that there exists a prime p congruent to 1 modulo 3 that sits between 6k and 12k.
Observe that p then splits L. Let us fix one of the two primes above p in L, and
denote it by p. By our assumption on the ramified primes of L(β)/L having all
residue characteristic at most 6k, we know that L(β)/L is unramified at p. Hence,

3Notice that since n ≥ 2 then −1 is a square in L(ζ2n) and therefore if c ∈ L(ζ2n) is not a square,
then in particular it is also not of the form −4d4.
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since we also have that h(β) = 1
6kh(γ) > 0, we have that

h(β) ≥
log
(√

p
2

)

p+ 1
,

owing to [4, p. 493], which we can apply because we have both assumptions: h(β) >
0 and p is unramified in L(β)/L.

At the same time, the assumption that 1 ≥ h(γ) = 6k · h(β), gives us that

1

6k
≥ h(β) ≥

log
(√

p
2

)

p+ 1
.

Hence, overall, we find that

1

6k
≥

log
(√

6k
2

)

12k + 1
,

which gives

k ≤ 2

3
exp

(
4 +

1

3k

)
.

One verifies easily that for this inequality to hold, it must be that k ≤ 36. �

Theorem 6.8. Let α ∈ L be such that α−ζ3 is 0 or a root of unity. Then G∞(f6k, α)
is not abelian.

Proof. First of all, notice that if α = ζ3, then G∞(f6k, α) = G∞(f6k, 0). Hence, it is
enough to deal with the case where α − ζ3 is a root of unity. Assume from now on
that G∞(f6k, α) is abelian; we will derive a contradiction.

Let α− ζ3 be a root of unity in L. Notice that the post-critical orbit of the pair
(f6k, α) is c1,α = ζ3 − α, cn,α = 1 + ζ3 − α for every n ≥ 2. Now examining all the
finitely many possibilities for α, and using Lemma 2.7, it is immediate to see that
the extension L∞(f6k, α)/Q can ramify only at primes dividing 6k.

Now let ζ be a 6k-th root of α−ζ3 such that ζ−ζ3 is not a root of unity (it is easy
to verify that it is always possible to choose such ζ). Since G∞(f6k, α) is abelian, it
follows that L( 6k

√
ζ − ζ3) is also an abelian extension of L. But since ζ − ζ3 is not a

root of unity, we have 0 < h(ζ − ζ3) ≤ log 2 < 1, and our above considerations on
ramification allow us to apply Proposition 6.7 and conclude that k ≤ 36.

Now it is just a matter of excluding the finitely many remaining values of k, α.
This can be done via a Magma [10] computation exploiting Theorem 2.14. Let us
explain how we performed it. Since α− ζ3 is a root of unity ζ in L, there is a 6k-th
root of ζ that is a 6k-th, 12k-th, 18k-th or 36k-th primitive root of unity, let us call
it ζ ′. Now the group G∞(f6k, ζ

′) is a subquotient of G∞(f6k, α), and therefore if the
latter is abelian then so is the former. Now Theorem 2.14 implies that the F2-vector

space generated by ζ ′− ζ3 and 1+ ζ3− ζ ′ in L(ζ ′)×/L(ζ ′)×2
must be 1-dimensional.

A Magma computation shows that the only case where this happens is when k = 1.
This corresponds to the case where f = x6 + ζ3 and α = ζ3 + 1. However, in this
case −1 is a root of f −α, and hence the group G∞(f6,−1) must be abelian as well.
One can prove that this does not happen, since G2(f6,−1) is non-abelian. �

We remark that [4, Theorem 1.2] shows immediately that if α − ζ3 is a root of
unity and G∞(f6k, α) is abelian, then k is bounded by a constant that is of the order
of 314. This leaves a large number of cases to be computer verified, and therefore we
chose to use the stronger bound yielded by Proposition 6.7 in order to reduce the
time needed for the verification.
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6.3. The remaining basepoints. Now we need to take care of all other basepoints,
namely those such that α − ζ3 is neither 0 nor a root of unity. The idea is to
combine Theorem 2.14 and Lemma 6.6 in order to reduce to looking at polynomials
of bounded degree. This is essentially the content of the following proposition.

Proposition 6.9. Let k ≥ 1 be an integer and f6k = x6k + ζ3. Suppose α ∈ L is
such that α− ζ3 is neither 0 nor a root of unity and that f6k −α has no roots in L.
Assume that G∞(f6k, α) is abelian. Then one of the following hold:

(i) There exists β ∈ L× that is not a square and such that for every i ∈ {0, 1, 2},
x2 − ζ i3β divides f6k − α;

(ii) There exists β ∈ L× that is not a cube and such that for every i ∈ {0, 1},
x3 − (−1)iβ divides f6k − α;

(iii) There exists β ∈ L× such that β is not a square nor a cube, β = 1 − t6 or
β = 1/(1 + t6) for some t ∈ L and x6 − β divides f6k − α;

(iv) x6 − 8/9 divides f6k − α.
Proof. Write 6k = 2r3sw with r, s, w ≥ 1 and 2, 3 ∤ w. Then by Theorem 6.4 it
follows that α− ζ3 ∈ Lw and hence f −α has a factor of the form x2

r3s − γ for some
γ ∈ L×. Now let r′ be the largest integer ≤ n such that γ is a 2r

′
-th power and let

s′ be the largest integer ≤ s such that γ is a 3s
′
-th power. Then g = x2

n3m − β is a

factor of f −α, where n = r− r′, m = s− s′ and β = γ1/(2
r′3s

′
). Notice that by our

hypotheses β is not zero or a root of unity. Then one of the following hold:

(A) g = x2
n − β, where n ≥ 1 and β is not a square. In this case, h = x2

n − ζ i3β
divides f − α, for every i ∈ {0, 1, 2}.

(B) g = x3
m − β, where m ≥ 1 and β is not a cube. In this case, h = x3

m
+ β

divides f − α as well.
(C) g = x2

n3m − β, where m,n ≥ 1 and β is not a square nor a cube;

Now we show that if we are in case (A), then n = 1. Suppose that n ≥ 2. By
Lemma 6.6, we must have β = ζ6t

2, for some t ∈ L×. We want to apply Theorem
2.14 with p = 2. In order to do so, we construct a sequence of polynomials of
prime degree as follows: we let g1 := x2 − β and gi = x2 for every i = 2, . . . , n.
Next, we let 6k = 2q1 . . . qr where the qi’s are primes, and we let gn+1 = x2 + ζ3
and gn+1+i = xqi for every i = 1, . . . , r. Now since G∞(f, α) is abelian, then so is
G∞({gk}k≥1, 0), because the latter is a subquotient of the former. Now notice that
the set I := {i ∈ N : deg gi = 2} certainly contains 1 and n+1+6kN. Theorem 2.14

then tells us that the set {−g(1)(0), g(n+1)(0), g(n+1+6k)(0)} = {β, ζ23 − β, ζ3 − β} is
1-dimensional in L×/L×2

. This implies that there exist y, z ∈ L such that one of
the following hold:

(1) :

{
ζ3 − ζ6t2 = y2

ζ23 − ζ6t2 = z2
(2) :

{
ζ3 − ζ6t2 = y2

ζ6(ζ
2
3 − ζ6t2) = z2

(3) :

{
ζ6(ζ3 − ζ6t2) = y2

ζ23 − ζ6t2 = z2
(4) :

{
ζ6(ζ3 − ζ6t2) = y2

ζ6(ζ
2
3 − ζ6t2) = z2

These systems all define genus 1 curves E1, . . . , E4, as they are intersections of
quadrics; one way to write a planar model for them is to write down an explicit
parametrization for the four different conics appearing, and then equating them. So
let

C1 : ζ3 − ζ6T 2 = Y 2, C2 : ζ
2
3 − ζ6T 2 = Y 2,
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C3 : ζ6(ζ3 − ζ6T 2) = Y 2, C4 : ζ6(ζ
2
3 − ζ6T 2) = Y 2.

Parametrizations for the T -coordinates are, in order from 1 to 4:

−2ζ6X
X2 + ζ6

,
−2ζ3X
X2 + ζ6

,
ζ6X

2 + 2X − ζ6
X2 + 1

,
ζ6X

2 − 2ζ3X − ζ6
X2 + 1

,

and the corresponding genus 1 curves are:

(1) X(Y 2 + ζ6) = ζ6Y (X2 + ζ6);
(2) −2ζ6X(Y 2 + 1) = (ζ6Y

2 − 2ζ3Y − ζ6)(X2 + ζ6);
(3) (ζ6X

2 + 2X − ζ6)(Y 2 + ζ6) = −2ζ3Y (X2 + 1);
(4) (ζ6X

2 + 2X − ζ6)(Y 2 + 1) = (ζ6Y
2 − 2ζ3Y − ζ6)(X2 + 1);

Their rational points are studied in Appendix B, and they altogether lead to t = 0
or a root of unity, that is impossible because it would imply in turn that β is 0 or a
root of unity.

Therefore n = 1, and consequently β cannot be a square since f6k − α has no
roots by hypothesis.

Next, we show that if we are in case (B), thenm = 1. By Lemma 6.6, we have that
β = ζ6t

3 or β = ζ26 t
3 for some t ∈ L×. Now an analogous argument to the one used

for case (B) yields, via Theorem 2.14, that the space spanned by {β, 1− β,−1− β}
is 1-dimensional modulo cubes. In particular, also the space spanned by β and 1−β
is 1-dimensional modulo cubes. This implies the existence of some y ∈ L such that
one of the following holds:

(1) 1− ζ6t3 = y3;
(2) ζ6(1− ζ6t3) = y3;
(3) ζ26(1− ζ6t3) = y3;
(4) 1− ζ26 t3 = y3;
(5) ζ6(1− ζ26 t3) = y3;
(6) ζ26(1− ζ26 t3) = y3.

The above equations define elliptic curves that all have rank zero. Their rational
points are listed in Appendix B, and they all lead to t being 0 or a root of unity,
that is impossible because it would imply that β is 0 or a root of unity.

Hence m = 1, and therefore β cannot be a cube since f6k − α has no roots by
hypothesis.

Now assume that we are in case (C), so that β is not a square nor a cube. First
we prove that n = m = 1 necessarily.

Assume by contradiction that n > 1. By Lemma 6.6, we must have β = ζ · γ2n−1

for some ζ, γ ∈ L with ζ a root of unity. Since β /∈ L2, we can assume that ζ = ζ6,
without loss of generality. Since n > 1, we can write β = ζ6t

2 for some t ∈ L×.
Since β /∈ L3, by the application of Theorem 2.14 already used above it follows that
there exists y ∈ L such that one of the following holds:

(1) 1− ζ6t2 = y3;
(2) ζ6t

2(1− ζ6t2) = y3;
(3) ζ26t(1− ζ6t2) = y3.

The above equations define curves of genus 1 (except for (2) that has genus 2 but
is a double cover of a curve of genus 1) whose rational points are listed in Appendix
B. All of the rational points have t = 0 or a root of unity.

Now assume by contradiction that m > 1. By Lemma 6.6 it must be β = ζ ·γ3m−1

for some ζ, γ ∈ L× with ζ a root of unity. Then we can write β = ζt3 for some
t ∈ L×, and we can assume that ζ ∈ {ζ6, ζ26}. Now since β /∈ L3 we can apply
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Theorem 2.14 again, and we see immediately that there exists y ∈ L such that one
of the following holds:

• 1− ζ6t3 = y3;
• ζ6(1− ζ6t3) = y3;
• ζ26(1− ζ6t3) = y3;
• 1− ζ26 t3 = y3;
• ζ26(1− ζ26 t3) = y3;
• ζ6(1− ζ26 t3) = y3.

As we already proved in case (B), none of these relations can hold for t not 0 nor
a root of unity.

Therefore if we are in case (C), then f6k − α has a factor of the form x6 − β,
where β ∈ L is not a square nor a cube in L. Applying Theorem 2.14 modulo
squares and modulo cubes in the same way we did above, we see that {1 − β, β} is
1-dimensional modulo squares and 1-dimensional modulo cubes. This means that
one of the following holds:

(a) :

{
β(1− β) ∈ L2

β(1− β) ∈ L3
(b) :

{
β(1− β) ∈ L2

1− β ∈ L3

(c) :

{
1− β ∈ L2

β(1− β) ∈ L3
(d) :

{
1− β ∈ L2

β2(1− β) ∈ L3

(e) :

{
β(1− β) ∈ L2

β2(1− β) ∈ L3
(f) :

{
1− β ∈ L2

1− β ∈ L3

Cases (a) to (d) imply, respectively, the existence of some y ∈ L such that:

(4) t(1− t) = y3 with t = β;
(5) (1− t3)t = y2, with 1− t3 = β;
(6) t2(1− t2) = y3, with 1− t2 = β;
(7) (1− t2)t = y3, with 1− t2 = β.

Rational points of these curves are listed in Appendix B. The only admissible case
is β = 8/9, coming from curve (4).

If (e) or (f) hold, then β = 1/(1 + t6) or β = 1 − t6, respectively, for some
t ∈ L. �

The next elementary lemma reduces proving that G∞(f6k, α) is not abelian for
some k, α to proving that a small extension of L is not abelian.

Lemma 6.10. Let k ≥ 1 and α ∈ L be such that G∞(f6k, α) is abelian. Suppose
that there exists h(x) ∈ L[x] such that h(x) divides f6k − α. Then Gal(h(x2 + ζ3))
is abelian.

Proof. If G∞(f6k, α) is abelian, then of course so is Gal(f26k−α), since it is a quotient
of the former. If h(x) ∈ L[x] divides f6k − α, then also Gal(h ◦ f6k) is abelian. This
means that if γ is a root of h then L(γ)( 6k

√
γ − ζ3)/L is abelian. But then also

L(γ)(
√
γ − ζ3)/L is abelian, and hence Gal(h(x2 + ζ3)) is abelian. �

Using Proposition 6.9 and Lemma 6.10 we can now rule out all remaining base-
points α.

Lemma 6.11. Let f6k = x6k+ζ3. Suppose that α ∈ L is such that α−ζ3 is not 0 nor
a root of unity, and that case (i) or (ii) of Proposition 6.9 holds. Then G∞(f6k, α)
is not abelian.
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Proof. Case (i). In this case, there is a non-square β ∈ L× such that x2−ζ i3β | f6k−α
for every i ∈ {1, 2, 3}. Let gi := x2−ζ i3β. By Lemma 6.10, it is enough to prove that if
ηi is a root of (x

2+ζ3)
2−ζ i3β for every i ∈ {1, 2, 3}, then the three extensions L(ηi)/L

cannot be all normal at the same time. It is a standard Galois theoretical fact that

if ηi =

√
−ζ3 +

√
ζ i3β, then L(ηi)/L is normal if and only if ζ23 − ζ i3β ∈ L

(√
ζ i3β

)2

.

However, of course, L

(√
ζ i3β

)
= L(

√
β) for every i. Hence for the three extensions

L(ηi)/L to be normal at the same time it is a necessary condition that

3∏

i=1

(ζ23 − ζ i3β) ∈ L
(√

β
)2
,

which is equivalent to asking that 1 − β3 = (A + B
√
β)2 for some A,B ∈ L. This

quickly leads to 1 − β3 = A2 or 1 − β3 = B2β, that in turn lead to study rational
points on the elliptic curves y2 = x3 +1 and y2 = x3− 1 (see Appendix B). It turns
out that the only admissible values for β are −2ζ i3 with i ∈ {1, 2, 3}; now one simply
checks that for such values one of the extensions L(ηi)/L is not normal.

Case (ii). In this case there exists a non-cube β ∈ L such that x3 ± β | f6k − α.
Again by Lemma 6.10 it is enough to show that if η is a root of (x2+ζ3)

3−β and η′ is a
root of (x2+ζ3)

3+β, the two extensions L(η)/L and L(η′)/L cannot be both normal
at the same time. Notice that L( 3

√
β) = L( 3

√−β) is a cubic extension of L. From now
on, we fix a cubic root ω of β. By the standard argument we quoted in the proof of

the previous case, L(η)/L is normal if and only if (−ζ3−ζ i3ω)(−ζ3−ζ
j
3ω) ∈ L(ω)2 for

every i, j ∈ {0, 1, 2}. Hence, in particular, if L(η)/L is normal then (1+ω)(1+ζ23ω) ∈
L(ω)2. Analogously, if L(η′)/L is normal then (1−ω)(1−ζ23ω) ∈ L(ω)2. Multiplying
the two relations, it follows that:

1 + ζ3βω + ζ23ω
2 = (1− ω2)(1 − ζ3ω2) = (a0 + a1ω + a2ω

2)2

for some a0, a1, a2 ∈ L. This yields the system of equations:




a20 + 2βa1a2 = 1

βa22 + 2a0a1 = ζ3β

a21 + 2a0a2 = ζ23

.

Linear combinations of equations 1-3 and 2-3 give the following system:

{
a21 + 2a0a2 − ζ23a20 − 2ζ23βa1a2 = 0

ζ3βa
2
2 + 2ζ3a0a1 − βa21 − 2βa0a2 = 0

.

One checks that a1 = 0 leads to the only solution a0 = a1 = a2 = 0, that in turn
leads to the forbidden value β = 1; hence we can replace a0 with a0/a1 and a2 with

a2/a1. The first equation then implies that a2 =
ζ23a

2
0−1

2(a0−ζ23β)
(notice that it cannot be

a0 − ζ23β = 0, as this would lead β to be a root of unity), and substituting into the
second one we get:

C : 3a4β − 4ζ23a
3β2 − 8ζ23a

3 + 18ζ3a
2β − 12aβ2 + 4ζ23β

3 − ζ23β = 0.

This is a genus 1 curve with finitely many rational points, see Appendix B. The
only admissible β’s turn out to be β = ±1/2,±2, and to conclude the proof it is
then enough to check that for such β’s one of the extensions L(η)/L,L(η′)/L is not
normal. �
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Lemma 6.12. Let f6k = x6k + ζ3. Suppose that α ∈ L is such that α − ζ3 is not
0 nor a root of unity, and that case (iii) or (iv) of Proposition 6.9 holds. Then
G∞(f6k, α) is not abelian.

Proof. Case (iii). Let β ∈ L× be such that β is not a square, a cube nor a root of
unity, x6 − β divides f − α and β = 1− t6 or β = 1/(1 + t6) for some t ∈ L.

Let M be the field generated by a root of (x2 + ζ3)
6 − β. By Lemma 6.10 it is

enough to prove that M is not normal over L. Let ω be a sixth root of β. Notice
that x6−β is irreducible over L by Lemma 6.2, and hence L(ω)/L is a cyclic Galois
extension of degree 6. Since M = L(ω,

√
−ζ3 + ω), we have by a standard argument

in Galois theory that M/L is normal if and only if for every σ, τ ∈ Gal(L(ω)/L)
we have (−ζ3 + σ(ω))(−ζ3 + τ(ω)) ∈ L(ω)2. In particular, since there exist σ, τ
with σ(ω) = ζ3ω and τ(ω) = −ζ3ω, if M/L is normal then there is y ∈ L(ω)
such that ζ23 − ζ23ω

2 = y2. Now notice that y can be written as A + Bω, where
A = a0 + a2ω

2 + a4ω
4 and B = b1 + b3ω

2 + b5ω
4 for some a0, . . . , b5 ∈ L, so that

A,B ∈ L(ω2). Hence

(9) ζ23 − ζ23ω2 = A2 +B2ω2 + 2ABω,

and all terms of this equality live in L(ω2), except possibly for 2ABω. Since ω has
degree 6 over L while AB has at most degree 3, the only possibility is that AB = 0.
Now we will analyze the two cases separately.

Case B = 0. Equation (9) implies that A2 = ζ23−ζ23ω2. Since A2 = a20+2a2a4β+
(a24β + 2a0a2)ω

2 + (a22 + 2a0a4)ω
4, we must have:

(10)





a20 + 2a2a4β = ζ23
a24β + 2a0a2 = −ζ23
a22 + 2a0a4 = 0

.

Adding term to term the first and the second equation we get:

(11) a20 + 2a2a4β + a24β + 2a0a2 = 0

We can safely assume that a4 6= 0, because otherwise the second and third equa-
tions together cannot be verified. Hence we can dehomogenize with respect to a4
both (11) and the third equation of (10). The latter one says that a0 = −a22/2, and
substituting into (11) yields:

(12) a4 − 4a3 + 8aβ + 4β = 0,

where to ease the notation we just replaced a2 with a.
Now recall that β = 1− t6 or β = 1/(1 + t6) for some t ∈ L.
Assume first that β = 1− t6. This yields:

(13) (a2 − 2a− 2)2 = t6(8a + 4).

Notice that we can assume that t 6= 0, as otherwise β = 1. It follows that 8a+4 = d2

for some d ∈ L. Substituting in (13), writing t′ for 4t and clearing denominators
yields:

(d4 − 24d2 − 48)2 − d2t′6 = 0.

This means that either t′ or −t′ satisfies the equation:

(14) d4 − 24d2 − 48 = dt′3,

that defines a smooth curve of genus 3. Now the isomorphism x = 6/d and y = −3dt
transforms curve (14) into y3 = x4 + 18x2 − 27. Hence we can invoke Theorem C.1,
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and conclude that the set of t ∈ L such that ±t satisfies equation (14) for some

d ∈ L is:
{
±ζ i3,±

ζi3√
−3

}
. The corresponding values of β are 0 and 28/27; the first

one is forbidden by hypothesis and one checks that the extension of L defined by
(x2 + ζ3)

6 − 28/27 is not normal.
Next, let us go back to equation (12) and assume that β = 1/(1 + t6) for some

t ∈ L. We then get:

t6a2(a2 − 4a) + (a2 − 2a− 2)2 = 0.

Since ta cannot be 0, it follows that a2− 4a is minus a square in L, and hence there
exists d ∈ L such that a = 4/(1+ d2). Substituting and clearing denominators gives
the relation (2t)6d2 = (d4 + 6d2 − 3)2, so that writing t′ for 2t we get that t′ or −t′
satisfies the relation:

(15) t3d = d4 + 6d2 − 3.

The isomorphism x = 3/d and y = −3dt transforms the above curve into y3 =
x4 − 18x2 − 27. This is isomorphic, over L(i), to y3 = x4 + 18x2 − 27, via mapping
(x, y) 7→ (x, iy). Theorem C.1 shows then that curve (15) has no L-rational (affine)
points.

Case A = 0. Equation (9) implies that B2ω2 = ζ23 − ζ23ω
2. Since B2ω2 =

b23β + 2b1b5β + (b21 + 2b3b5β)ω
2 + (b25β + 2b1b3)ω

4, we must have:

(16)





b23β + 2b1b5β = ζ23
b21 + 2b3b5β = −ζ23
b25β + 2b1b3 = 0

.

Adding term by term the first two equations we get:

b23β + 2b1b5β + b21 + 2b3b5β = 0,

Here we can assume b3 6= 0, since otherwise the system has no solutions, and set
b := b5/b3. Substituting the third equation of (16) and canceling a factor β since
β 6= 0 yields:

(17) 4 + 8b− 4b3β + b4β = 0.

Now once again, β = 1− t6 or β = 1/(1 + t6) for some t ∈ L.
If β = 1− t6 we then get:

(b2 − 2b− 2)2 − t6b2(b2 − 4b) = 0;

since tb 6= 0 it follows that b2 − 4b = y2 for some y ∈ L. This implies that b =
4/(1 − d2) for some d ∈ L, and substituting in the above expression one gets:

(d4 − 6d2 − 3)2 − 64d2t6 = 0,

so that after writing t′ for 2t we get that ±t′ satisfies

(18) d4 − 6d2 − 3 = dt′3.

The isomorphism x = 3/d and y = −3dt transforms curve (18) into y3 = x4 +

18x2 − 27. Theorem C.1 shows than that t ∈
{
ζ i3,

ζi3√
−3

}
. This yields once again

β = 0 or β = 28/27, and as we said above, once checks that these values do not give
rise to normal extensions of L.
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Finally, if β = 1/(1 + t6) then equation (17) yields (b2 − 2b − 2)2 = −(4 + 8b)t6,
so that there exists d ∈ L with 4 + 8b = −d2, and substituting gives, after clearing
denominators,

(d4 + 24d2 − 48)2 = 212d2t6.

Writing t′ for 4t we get that ±t′ satisfies:
(19) d4 + 24d2 − 48 = dt3.

The isomorphism x = 6/d and y = −3dt transforms curve (19) into y3 = x4−18x2−
27. The same argument we used in case B = 0 shows, via Theorem C.1, that curve
(19) has no L-rational (affine) points.

Case (iv). If x6−8/9 divides f −α, then one simply checks that Gal((x2+ζ3)
6−

8/9) is non-abelian. The claim then follows again from Lemma 6.10. �

Corollary 6.13. Let k ≥ 1 be an integer and f6k = x6k+ ζ3. Suppose α ∈ L is such
that α− ζ3 is neither 0 nor a root of unity and that f − α has no roots in L. Then
G∞(f6k, α) is non-abelian.

Proof. Simply combine Proposition 6.9 and Lemmas 6.11 and 6.12. �

We can now put all the pieces together and prove Theorem 6.1.

Proof of Theorem 6.1. Let α ∈ L and k ∈ Z≥1. By Proposition 2.13, the tree
T∞(f6k, α) must contain a node γ ∈ L such that f6k − γ has no roots in L.

Now the group G∞(f6k, γ) is a subgroup of G∞(f6k, α). Assume that the latter
is abelian. Then so is the former. If γ − ζ3 is a root of unity, by Theorem 6.8 the
group G∞(f6k, γ) is not abelian. Hence γ − ζ3 cannot be a root of unity. Since
f6k−γ has no roots in L, we can apply Corollary 6.13 and conclude that G∞(f6k, γ)
is non-abelian, reaching a contradiction. �

7. Finiteness of abelian basepoints

In this section we will prove, using Theorem 2.14, the following finiteness result.

Theorem 7.1. Let d ≥ 2 be an integer. Then there exists an explicitly computable
finite set Ud ⊆ Q, depending only on d, such that if K ⊆ Q is a number field,
u ∈ K \ Ud and f = uxd + 1 ∈ K[x], then there are only finitely many α ∈ K such
that G∞(f, α) is abelian.

In fact Ud will consists of the polynomials whose critical orbit contains at least
6 distinct elements: this is a finite set for given d. As we shall see, for all the
polynomials outside of Ud we have also a reasonably explicit description for a finite
set of α’s outside of which we have non-abelian images.

Notice that if K is a number field and f = axd + b ∈ K[x] is a unicritical
polynomial with ab 6= 0, then f is K-conjugate to abd−1xd+1. On the other hand if
a 6= 0 and b = 0, so that f = axd, it is a straightforward consequence of [7, Theorem
12] that there are only finitely many α ∈ K such that G∞(f, α) is abelian.

In order to prove Theorem 7.1, we need a key lemma that shows that if a unicritical
polynomial f over a number field K has a sufficiently long post-critical orbit, then
there are only finitely many α ∈ K such that G∞(f, α) is abelian. First, we recall
the following elementary lemma.

Lemma 7.2. Let K be a number field, d ≥ 2 be an integer and let f(x), g(x) ∈ K[x]
be coprime polyomials with g separable and deg g ≥ 5. Then the curve yd = f(x)g(x)
has finitely many K-rational points.
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Proof. It follows either from Hurwitz formula or alternatively with an explicit con-
struction of unramified coverings, that the genus of this curve is at least 2. We now
conclude with Faltings’ theorem. �

In order to prove Theorem 7.1 it suffices to prove the following proposition.

Proposition 7.3. Let K be a number field and d ≥ 2 be an integer. Let f = uxd +
1 ∈ K[x] be a PCF polynomial with u 6= 0 such that the elements f(0), f2(0), . . . , f6(0)
are all distinct. Then there are only finitely many α ∈ K such that G∞(f, α) is
abelian.

Let us first articulate how Proposition 7.3 yields Theorem 7.1,

Proof of Theorem 7.1. The adjusted post-critical orbit {ci,0(f)}i≥1 has less than 6
elements if and only if u satisfies a relation of the form f i(0) = f j(0) for some i, j ≤ 6
and i 6= j. Since for a given d there are only finitely many such relations, there are
also finitely many such u’s. For u’s outside of this finite set, Proposition 7.3 shows
that G∞(uxd + 1, α) is abelian at most for finitely many α. �

The rest of this section is therefore devoted to proving Proposition 7.3.

Proof of Proposition 7.3. Observe that there is no loss of generality in assuming that
ζd is in K: if we can prove the conclusion for K(ζd) it clearly follows for K, as any
abelian representation for K restricts to an abelian representation for K(ζd).

Next, let PrePerf (K) be the set of K-rational preperiodic points for f ; this is a
finite set thanks to Northcott theorem. From now on, we will only consider baspoints
α such that

α ∈ K \ PrePerf (K).

Then the following hold true:

(A) no two nodes of the tree T∞(f, α) are equal;
(B) the set of nodes of T∞(f, α) that belong to K is finite.

In fact, (A) holds true because two nodes being equal at different levels imply
that α is preperiodic for f , and two nodes being equal at the same level imply via
Lemma 2.7 that α is in the post-critical orbit of f . But this is forbidden because f is
PCF, and hence if α is in the post-critical orbit then it is also pre-periodic. On the
other hand, (B) holds true by the Northcott property and the fact that (A) holds
true.

Now let Maxf (α) be the set of nodes of the tree T∞(f, α) ∩K such that all their
descendants are not in K. Moreover, let ℓmax(α) be the highest level of T∞(f, α)
containing a point of Maxf (α). Thanks to (B), the level ℓmax(α) is well-defined.

The logic of the proof consists of the following 3 steps:
(1) Whenever w in Maxf (α) does not come from a point Sf occurring as x-

coordinate of one of finitely many curves, depending only on f , we can for sure
guarantee that G∞(f, α) is not abelian.

(2) We are left with the case that all of Maxf (α) is in a certain finite set Sf
constructed in (1). This forces α to be in finitely many possible f -orbits, not yet
what we are after: that is, we need an upper bound on how far α can be in these
orbits. In other words, we need an upper bound (depending only on f) on ℓmax(α).

(3) We show a lower bound on #Maxf (α) purely in terms of a strictly increasing
function of ℓmax(α). This says that if ℓmax(α) is sufficiently big and all of Maxf (α)
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is inside Sf , then there must be a repetition in Maxf (α). But this contradicts (A).
Therefore ℓmax(α) must be bounded in terms of f .

Let us first give the basic claim for step (3).
Claim: We have that #Maxf (α) ≥ ℓmax + 1.

Proof of Claim: The key property of Maxf (α) is that if a point is in K, then all

of its siblings are, because the polynomials xd − β have one root if and only if they
split completely, since ζd is in K. From here we argue as follows. Start with a node
w in Maxf (α) at level ℓmax(α). Let us write the word

w := xg(ℓmax) . . . xg(1).

Now pick h := h(ℓmax) in {1, . . . , d} different from g(ℓmax]) (recall that d ≥ 2). Then,
by the above observation we see that the tree below

xh(ℓmax)xg(ℓmax−1) . . . xg(1),

must contain a point of Maxf (α). Now continue like this with

xh(ℓmax) . . . xh(i+1)xg(i) . . . xg(1),

down to

xh(ℓmax) . . . xh(1).

The result is a collection of ℓmax disjoint trees, each of them necessarily possessing
an element of Maxf (α). Now observing that any sibling of w is also in Maxf (α), we
conclude that there are at least

ℓmax + 1

elements in Maxf (α). This is precisely the desired conclusion and ends the proof of
the claim.

We now implement step (1). Since α /∈ PrePerf (K), no element of the tree lies
in the post-critical orbit of f . Hence for every β ∈ Maxf (α) we have an arboreal
representation in Ω∞({d}), and one where 0 6= φ1|G∞(f,β) ∈ Z/dZ. Let then d1 :=

φ1|G∞(f,β): by Theorem 2.11 the abelianity of G∞(f, β) implies that there is an

element γ1(α) ∈ K× and exponents e2, . . . , e6 ∈ {0, . . . , d− 1} such that

c̃i,α(f) = γ1(α)
ei for i = 2, . . . , 6

and hence such that

γ1(α)
dei−ei c̃i,α(f) = γ1(α)

eid for i = 2, . . . , 6

Unraveling the definitions of γ1(α) and c̃i,α, this shows that α is the x-coordinate of
a point on one of finitely many curves of the form:

yd = c(f(0) − x)e
6∏

i=2

(f i(0)− x),

where c ∈ K and e ∈ {0, . . . , d}. By Lemma 7.2, these curves all have finitely many
K-rational points; as a consequence, we have produced a finite set Sf , depending
only on f , such that either

Maxf (α) ⊆ Sf ,
or G∞(f, α) is not abelian. But now, thanks to the Claim above, we see that
if ℓmax ≥ #Sf , then there must be a repetition among the nodes of Maxf (α),
contradicting (A).

All in all, we have proved that outside of the finite set

{fn(s) : s ∈ Sf , n ≤ #Sf} ∪ PrePerf (K),
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we have all α’s for which G∞(f, α) is non-abelian, which gives the desired conclusion.
�

We remark that if d is odd one can reduce the number of distinct points in the
post-critical orbit of f required to make Proposition 7.3 work, through a refinement
of Lemma 7.2. When d = 2, one has the following immediate corollary.

Corollary 7.4. Let K be a number field and u ∈ K such that

[Q(u) : Q] /∈ {1, 2, 3, 6, 7, 8, 12, 15}.
Then there are at most finitely many α ∈ K such that G∞(ux2 + 1, α) is abelian.

Appendix A. S-integral points on genus 0 curves

Let K be a number field, C : F (x, y) = 0 a geometrically irreducible genus 0
curve (possibly singular), where F (x, y) ∈ K[x, y] has degree N ≥ 2, and S be a
non-empty finite set of places of K. We will denote by OK,S the ring of S-integers
of K. When the function field of C has at least three infinite places, the set of
affine S-integral points on C is finite, due to a theorem of Siegel (see for example
[22, Theorem 5.1]). In this section we will briefly describe an algorithm to compute
this set in the aforementioned setting, following [2]. This requires the knowledge
of a smooth S-integral point. Next, we will apply it to the curves (7) and (8) to
determine their set of 2-integral points.

From now on, we will let P1, P2, P3 be three distinct infinite places of K(C). We
will assume that they are defined over K, since our working examples both enjoy
this property.

Step 1. Compute a basis fi of the 1-dimensional Riemann-Roch space L(P3 −
Pi), for i = 1, 2. We can choose the fi’s to have the form ai(x, y)/bi(x) where
degy ai(x, y) < N . By the Riemann-Roch theorem, the space L(P3) is 2-dimensional,
and therefore there one can compute c1, c2 ∈ K such that

(20) c1f1 + c2f2 = 1.

Step 2. Since deg fi = 1, the function field K(C) coincides with K(fi) for any
i = 1, 2. It follows that [K(x, fi) : K(x)] = N ; moreover since the zeroes and
the poles of the fi’s are at infinity, fi is a root of an irreducible polynomial of the

form mi(t) =
∑N

n=0An,i(x)t
n ∈ K(x)[t], where An,i(x) ∈ K[x] for every n and

A0,i, AN,i ∈ K. Now compute αi, βi ∈ OK,S such that αifi and βi/fi are both
integral over OK,S[x].

Step 3. Let (v,w) be a smooth S-integral point of C. Since OK,S is integrally
closed in K, it follows that αifi(v,w), βi/fi(v,w) ∈ OK,S and that αifi(v,w) divides
αiβi. Compute a maximal set Ai of pairwise non-associate elements of OK,S dividing

αiβi. Then αifi(v,w) = kiui for some ki ∈ Ai and ui ∈ O×
K,S.

Step 4. Determine, for every (k, k′) ∈ A1×A2, the finite set S(k, k′) ⊆ O×
K,S

2
of

solutions to the S-unit equation

c1k

α1
·X +

c2k
′

α2
· Y = 1

By (20), we have that (u1, u2) ∈ S(k1, k2).
Step 5. For every (k, k′) ∈ A1 × A2 and every (u, u′) ∈ S(k, k′), compute

the resultant Rk,u(x) of F (x, y) and α1a1(x, y) − kub1(x) with respect to y. Since
degy a1(x, y) < N , the polynomial Rk,u(x) is non-zero; notice that Rk1,u1(v) = 0.
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Therefore the set of all v that are x-coordinate of an S-integral smooth point of C
is contained in the set of all v ∈ OK,S that are roots of some Rk,u.

Theorem A.1. Let K := Q(i). The set of OK,2-rational affine points on the curve:

C1 : (x
2 − y2)2 − (2i+ 4)x2 + (1− 2i)y2 = 0

is given by:

{
(0, 0),

(
±3 + i

8
,±7 + 9i

8

)}

Proof. We need to apply the algorithm described above with S = {(1 + i)}. All
steps have been implemented in Magma [10], except for the computation of the
solutions of the S-unit equations that was carried out in Sage [31] thanks to the
implementation described in [3].

One readily verifies that the only singular affine point of C1 is (0, 0) and that
C has genus 0. There are two singular points at infinity Q1 = (1 : 1 : 0) and
Q2 = (1 : −1 : 0); above each Qi there are, in the function field K(C1), two places of
degree 1. Let P1, P2 be the ones lying above Q1 and P3, P4 be the ones lying above
Q2. Then

f1 =
2−i
10 y

3 + 2−i
10 xy

2 +
(
i−2
10 x

2 + 11
2x− i

2

)
y + i−2

10 x
3 + 1

2x
2 + x

x

and

f2 =
1+2i
5 y3 + 1+2i

5 xy2 +
(
−1+2i

5 x2 + ix+ 1
)
y − 1+2i

5 x3 + ix2 + x

x

are bases for the 1-dimensional Riemann-Roch spaces L(P3 − P1) and L(P3 − P2),
respectively. Moreover, one sees that c1f1 + c2f2 = 1 for c1 = (4 − 2i)/5 and
c2 = (1 + 2i)/5.

The minimal polynomials for f1, f2 over K[x] are

m1 = t4 − (2x+ (i+ 4))t3 + ((i+ 4)x+ 3i+ 6)t2 −
(
(i+ 2)x+

7 + 6i

2

)
t+

3 + 4i

4

and

m2 = t4 − (4ix+ 2)t3 + (8i + 8)xt2 − ((4i+ 8)x+ 4i− 2)t+ 4i+ 3,

respectively. It is immediate therefore to see that α1 = α2 = 1, β1 = β2 = i+ 2 and
consequently A1 = A2 = {1, i + 2}. The following are all solutions to the S-unit
equations c1kX + c2k

′Y = 1, for (k, k′) ∈ A1 ×A2.
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(X,Y ) (k, k′)

(1/2(i + 1),−i) (1, 1)
(i/2,−2i) (1, 1)
(i+ 1,−1) (1, 1)
(1/2,−i + 1) (1, 1)

(1, 1) (1, 1)
(−i/2,−2i + 2) (1, 1)

(1, i) (i+ 2, i+ 2)
(1/4(−i + 1), 1/2(−i + 1)) (i+ 2, i+ 2)

(i/2,−i − 1) (i+ 2, i+ 2)
(1/2(i + 1),−1) (i+ 2, i+ 2)

(1/4,−i/2) (i+ 2, i+ 2)
(−1/2,−2i) (i+ 2, i+ 2)

(1/4(i + 1), 1/2(−i − 1)) (i+ 2, i+ 2)
(1/2(−i + 1), 1) (i+ 2, i+ 2)
(−i/2,−i + 1) (i+ 2, i+ 2)

Finally, we perform Step 5 of the algorithm and we get the full list of S-integral
points. �

Analogous computations lead to a proof of the following theorem.

Theorem A.2. Let K := Q(i). The set of OK,2-rational affine points on the curve:

C2 : 4y
4 − 4x2y2 + (4i+ 3)x2 + (−4i− 8)y2 + 4i+ 3 = 0

is given by: {
(±i, 0),

(
±7i− 5

8
,±2− i

2

)}
.

Appendix B. Genus 1 curves with finitely many rational points

In this appendix we list all rational points of curves that appear throughout the
proofs of Section 6. In order to ease the reader’s effort, we divide them accordingly
to the part of the proof of Proposition 6.9 or Lemma 6.11 where they appear. All
computations have been performed via Magma [10].

B.1. Proposition 6.9, case (A). Variable ordering: X,Y .

(1) X(Y 2 + ζ6) = ζ6Y (X2 + ζ6). This is a rank 0 elliptic curve whose affine
rational points are:

{(0, 0), (±ζ3,±ζ3)}.
(2) −2ζ6X(Y 2 + 1) = (ζ6Y

2 − 2ζ3Y − ζ6)(X2 + ζ6). This is a singular curve of
genus 1 (whose singular points are infinite) without any affine rational point.
This can be seen by finding an elliptic model of rank 0 over Q(ζ12).

(3) (ζ6X
2 + 2X − ζ6)(Y 2 + ζ6) = −2ζ3Y (X2 + 1). Same as above.

(4) (ζ6X
2 + 2X − ζ6)(Y 2 + 1) = (ζ6Y

2 − 2ζ3Y − ζ6)(X2 + 1). This is a rank 0
elliptic curve whose affine rational points are:

{(ζ3, 0), (0, 0), (ζ6 , ζ3), (0, ζ6), (ζ3, ζ6)}.



38 A. FERRAGUTI AND C. PAGANO

B.2. Proposition 6.9, case (B). Variable ordering: t, y.

(1) 1− ζ6t3 = y3. This is a rank 0 elliptic curve whose affine rational points are:

{(0, 1), (0, ζ3), (0, ζ23 )}.
(2) ζ6(1− ζ6t3) = y3. This is a rank 0 elliptic curve whose affine rational points

are:

{(1,−ζ6), (−ζ6, 1), (ζ3, ζ3), (ζ3,−ζ6), (1, 1), (−ζ6, ζ3), (1, ζ3), (−ζ6,−ζ6), (ζ3, 1)}.
(3) ζ26(1 − ζ6t

3) = y3. This is a rank 0 elliptic curve without affine rational
points.

(4) 1− ζ26 t3 = y3. This is a rank 0 elliptic curve whose affine rational points are:

{(0, ζ3), (0, 1), (0,−ζ6)}.
(5) ζ6(1 − ζ26 t

3) = y3. This is a rank 0 elliptic curve without rational affine
points.

(6) ζ26(1− ζ26 t3) = y3. This is a rank 0 elliptic curve whose affine rational points
are:

{(−1,−1), (−ζ3, ζ6), (ζ6,−ζ3), (−1,−ζ3), (−ζ3,−1), (ζ6, ζ6), (ζ6,−1), (−1, ζ6), (−ζ3,−ζ3)}.

B.3. Proposition 6.9, case (C). Variable ordering: t, y.

(1) 1− ζ6t2 = y3. This is a rank 0 elliptic curve whose affine rational points are:

{(0, 1), (0, ζ3), (0, ζ23 )}.
(2) ζ6t

2(1 − ζ6t2) = y3. This is a genus 2 quadratic cover of the rank 0 elliptic
curve ζ6t(1− ζ6t) = y3. Its affine rational points are:

{(0, 0), (±1, ζ3), (±ζ3, 1), (±1,−ζ6), (±ζ3,−ζ6), (±1, 1), (±ζ3, ζ3)}.
(3) ζ26t(1− ζ6t2) = y3. This rank 0 elliptic curve whose only rational affine point

is (0, 0).
(4) t(1− t) = y3. This is a rank 0 elliptic curve whose affine rational points are:

{(0, 0), (−ζ3, ζ3), (ζ6,−ζ6), (−ζ3, 1), (ζ6, 1), (1, 0), (−ζ3 ,−ζ6), (ζ6, ζ3)}.
(5) (1− t3)t = y2. This is an elliptic curve whose affine rational points are:

{(1, 0), (0, 0), (−ζ6 , 0), (ζ3, 0)}.
(6) t2(1 − t2) = y3. This is a quadratic cover of the elliptic curve t(1 − t) = y3

studied above, and its affine rational points are:

{(0, 0), (±1, 0)}.
(7) (1− t2)t = y3. This is an elliptic curve whose affine rational points are:

{(0, 0), (±1, 0), (1/3, 2/3ζ i3 ), (−1/3,−2/3ζ i3) : i = 0, 1, 2}.

B.4. Lemma 6.11. Variable ordering: x, y.

• y2 = x3 + 1. This is a rank 0 elliptic curve whose affine rational points are:

{(0,±1), (−ζ i3, 0), (2ζ i3,±3): i = 1, 2, 3}.
• y2 = x3 − 1. This is an elliptic curve whose affine rational points are:

{(ζ i3, 0): i ∈ {1, 2, 3}}.
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• 3y4x−4ζ23y3x2−8ζ23y3+18ζ3y
2x−12yx2+4ζ23x

3−ζ23x = 0. This is a singular
genus 1 curve that is birational to a rank 0 elliptic curve. Its affine rational
points are:

{(−1, ζ6), (1,−ζ6), (±1/2, 0), (0, 0), (−2, ζ6), (2,−ζ6)}.

Appendix C. Rational points on y3 = x4 + 18x2 − 27

In this appendix we prove the following theorem, using Siksek’s work [29] and the
Magma implementation of Balakrishnan-Tuitman’s algorithm [9] that is available at
[8].

Theorem C.1. The set of Q(ζ3, i)-rational points on the curve y3 = x4+18x2− 27
is given by:

S := {∞, (0,−3ζ i3), (±1,−2ζ i3), (±3, 6ζ i3), (±(3 + 6ζ3), 6ζ
i
3) : i = 1, 2, 3}.

The proof of Theorem C.1 involves an explicit form of Chabauty’s criterion for
curves over number fields in a single unit ball, proved in [29]. Let us describe the
algorithm. Suppose that C is a projective curve of genus g ≥ 2 over a number field
K of degree d. Let v be a place of K, and suppose that Cv is a minimal regular
proper model at v. Let Kv be the completion of K at v and let Q ∈ C(Kv). As the

model is regular, the reduction Q̃ of Q on the special fiber is a smooth point. Let
sQ ∈ Kv(C) be a rational function such that the maximal ideal of O

Cv ,Q̃
is generated

by sQ and π, where π is a uniformizing element for Kv. Then tQ := sQ − sQ(Q) is
referred to as a well-behaved uniformizer at Q. The v-adic unit ball around Q is:

Bv := {P ∈ C(Kv) : P̃ = Q̃}.
Lemma C.2 ([29, Lemma 3.2]). Let v be a place of K such that the rational prime
below it is odd and unramified in K. Let Q ∈ C(Kv) and let tQ ∈ Kv(C) be a
well-behaved uniformizer at Q. Let ω ∈ ΩCv/Ov

. Then there is a power series

φ(x) = α1(Q)x+α2(Q)x2+ . . . ∈ xKvJxK that converges for every z ∈ πOv and such
that

∫ P

Q
ω = φ(z)

for all P ∈ Bv(Q), where z = tQ(P ). Moreover,the coefficient α1(Q) is given by
(ω/dtQ)(Q) and it belongs to Ov.

The integral in the lemma above is a Coleman integral. For the theory of these
objects, see for example [13].

Now let r be the rank of the Jacobian variety of J . Assume that:

(21) r ≤ [K : Q](g − 1).

Let p be an odd rational prime, and suppose that p is unramified in K and C has
good reduction at every prime v | p. Let Q ∈ C(K) be a rational point. Let

Bp(Q) =
∏

v|p
Bv.

Let {D1, . . . ,Dr} be a basis of a finite index subgroup of J(K) and for every
v | p let {ωv,1, . . . , ωv,g} be an OK -basis of ΩCv/Ov

. Once we have chosen, once and
for all, a Zp-basis Bv for Ov, and letting dv := [Kv : Qp], for every i we can form
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a dv × r matrix Tv,i with entries in Qp that expresses
∫
D1
ωv,i, . . . ,

∫
Dr
ωv,i in such

basis. Putting all of this information together we get a dvg × r matrix

Tv :=




Tv,1
...

Tv,g




with entries in Qp, and putting all the Tv’s together we get a dg × r matrix

(22) T :=




Tv1
...
Tvn


 ,

where v1, . . . , vn are the places above p.
On the other hand if Q ∈ C(K) is a known rational point and v | p, we can

form a dvg × dv matrix Av , that depends on Q, with entries in Zp by writing each
α = (ωv,i/dtQ) ∈ Ov with respect to the basis Bv. The matrix AQ is then defined
by

(23) AQ :=




Av1 0 . . . 0
0 Av2 . . . 0
...

...
. . .

...
0 0 . . . Avn


 ∈Matdg×d(Zp).

Finally, let a ∈ N such that paT ∈ Matdg×r(Zp) and let U ∈ GLdg×dg(Zp) be such
that UpaT is in Hermite normal form. Let h be the number of zero rows of UpaT
(notice that under assumption (21), we have h ≥ d). These are the last h rows. Let
Mp(Q) be the matrix given by the last h rows of UAQ.

Theorem C.3 ([29, Theorem 2]). With the notations above, let M̃p(Q) be the re-

duction modulo p of Mp(Q). If M̃p(Q) has rank d, then C(K) ∩Bp(Q) = {Q}.
Proof of Theorem C.1. Throughout the proof, we let K := Q(ζ3, i).

A quick search for point of small height returns the list S; we need to show that
these are the only rational points.

First, we need to find a basis for a finite index subgroup of J(K). The Magma
intrinsic RankBounds proves that J(Q) has rank 2, and J(Q(i)) has rank at most
2. Then both ranks must be exactly 2, and [27, Proposition 3.8], shows that J(K)
has rank 4. In fact, one can use the algorithm described in such paper to find
four independent K-rational points on J(K). Let O be the point at infinity of C.
Then [27, Proposition 3.3] shows that [(0,−3) − O], [(3, 6) − O] ∈ J(K) are Z[φ]-
independent, where φ is the isogeny 1 − ζ3 : J → J ; here ζ3 is identified with the
automorphism C → C that sends (x, y) 7→ (x, ζ3y). This implies that the points
D1 = [(0,−3)−O],D2 = [(0,−3ζ3)−O],D3 = [(3, 6)−O],D4 = [(3, 6ζ3)−O] ∈ J(K)
are Z-independent, and thus they form a basis for a finite index subgroup of J(K).

Next, we ought to choose a prime, and we choose p = 13. This has various pleasant
properties: it splits in K, C has good reduction at primes above it, |C(F13)| = 22
and finally no two points of S reduce to the same point modulo a prime above 13.
Since |S| = 22, this means that if the criterion given by Theorem C.3 is satisfied for
every point in S, then S is the list of all K-rational points on C. This is quite a
lucky coincidence, since usually one is left with modp points that do not come from
any known rational point, and needs therefore to prove that there are no rational
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points with those reductions (for example using the Mordell-Weil sieve as explained
in [29, Section 5]).

In order to verify the validity of the criterion, we simply need to compute all
objects involved, and then check that it holds at every point of S. The code available
at [8] shows that a basis of the space of regular differentials for C is

(ω1, ω2, ω3) =

(
1

y2
dx,

x

y2
dx,

1

y
dx

)
.

Notice that these are integral at all places of K above 13. Now the function
colema_integrals_on_basis allows to compute

∫
Di
ωj for every i ∈ {1, . . . , 4} and

j ∈ {1, . . . , 3}. To complete the 12 × 4 matrix T given by (22) it is enough to
compute

∫
D′

2
ωj and

∫
D′

4
ωj for every j ∈ {1, . . . , 3}, where D′

2 = [(0,−3ζ23 )−O] and

D′
4 = [(3, 6ζ23 )−O], since ζ3 has only two possible embeddings in Q13.
Now ending the proof is rather easy; what one needs to do is to compute the

coefficient α1(Q) described in Lemma C.2 at every point Q ∈ S and for all places
above 13. Notice that a well-behaved uniformized at a finite point (x0, y0) is just
x−x0 and a well-behaved uniformizer at∞ is x/y. This gives rise to a 12×4 matrix
AQ as in (23). We borrowed some of the Magma code related to [29] and available
at [28] to compute the matrix U such that UpaT is in Hermite normal form for some
a. It turns out that the last 8 rows of UT are zero, and it is an easy verification
that the last two rows of UAQ have rank 4 for every Q ∈ S, completing therefore
the proof. �

References

[1] Faseeh Ahmad, Robert L. Benedetto, Jennifer Cain, Gregory Carroll, and Lily Fang. The
arithmetic basilica: a quadratic PCF arboreal Galois group. J. Number Theory, 238:842–868,
2022. 3, 17

[2] Paraskevas Alvanos and Dimitrios Poulakis. Solving genus zero Diophantine equations over
number fields. J. Symbolic Comput., 46(1):54–69, 2011. 21, 35

[3] Alejandra Alvarado, Angelos Koutsianas, Beth Malmskog, Christopher Rasmussen, Christelle
Vincent, and Mckenzie West. A robust implementation for solving the S-unit equation and
several applications. In Arithmetic geometry, number theory, and computation, Simons Symp.,
pages 1–41. Springer, Cham, [2021] ©2021. 36

[4] Francesco Amoroso and Umberto Zannier. A uniform relative Dobrowolski’s lower bound over
abelian extensions. Bull. Lond. Math. Soc., 42(3):489–498, 2010. 3, 4, 17, 20, 24, 25

[5] Jacqueline Anderson, Spencer Hamblen, Bjorn Poonen, and Laura Walton. Local arboreal
representations. Int. Math. Res. Not. IMRN, (19):5974–5994, 2018. 2

[6] Jacqueline Anderson, Michelle Manes, and Bella Tobin. Cubic post-critically finite polynomials
defined over Q. In ANTS XIV—Proceedings of the Fourteenth Algorithmic Number Theory
Symposium, volume 4 of Open Book Ser., pages 23–38. Math. Sci. Publ., Berkeley, CA, 2020.
20

[7] Jesse Andrews and Clayton Petsche. Abelian extensions in dynamical Galois theory. Algebra
Number Theory, 14(7):1981–1999, 2020. 2, 4, 18, 20, 32

[8] Jennifer S. Balakrishnan and Jan Tuitman. Magma code.
https://github.com/jtuitman/Coleman. 4, 39, 41

[9] Jennifer S. Balakrishnan and Jan Tuitman. Explicit Coleman integration for curves. Math.
Comp., 89(326):2965–2984, 2020. 4, 39

[10] Wieb Bosma, John Cannon, and Catherine Playoust. The Magma algebra system. I. The user
language. J. Symbolic Comput., 24(3-4):235–265, 1997. Computational algebra and number
theory (London, 1993). 4, 19, 21, 25, 36, 37

[11] Robert Breusch. Zur Verallgemeinerung des Bertrandschen Postulates, daßzwischen x und 2 x

stets Primzahlen liegen. Math. Z., 34(1):505–526, 1932. 24
[12] Kenneth S. Brown. Cohomology of Groups. Graduate texts in mathematics. Springer, 1982. 12



42 A. FERRAGUTI AND C. PAGANO

[13] Robert F. Coleman. Torsion points on curves and p-adic abelian integrals. Ann. of Math. (2),
121(1):111–168, 1985. 39

[14] Andrea Ferraguti. The set of stable primes for polynomial sequences with large Galois group.
Proc. Amer. Math. Soc., 146(7):2773–2784, 2018. 5, 10

[15] Andrea Ferraguti. A survey on abelian dynamical Galois groups. Rend. Semin. Mat. Univ.
Politec. Torino, 80(1):41–54, 2022. 2

[16] Andrea Ferraguti, Alina Ostafe, and Umberto Zannier. Cyclotomic and abelian points in back-
ward orbits of rational functions. https://arxiv.org/abs/2203.10034, 2022. 1, 2, 3, 13

[17] Andrea Ferraguti and Carlo Pagano. Constraining images of quadratic arboreal representations.
Int. Math. Res. Not. IMRN, (22):8486–8510, 2020. 2, 20

[18] Andrea Ferraguti, Carlo Pagano, and Daniele Casazza. The inverse problem for arboreal galois
representations of index two. https://arxiv.org/abs/1907.08608, 2019. 2

[19] Rafe Jones. The density of prime divisors in the arithmetic dynamics of quadratic polynomials.
J. Lond. Math. Soc. (2), 78(2):523–544, 2008. 2, 11

[20] Rafe Jones. Galois representations from pre-image trees: an arboreal survey. In Actes de la
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[21] Serge Lang. Division points on curves. Ann. Mat. Pura Appl. (4), 70:229–234, 1965. 18
[22] Serge Lang. Fundamentals of Diophantine geometry. Springer-Verlag, New York, 1983. 21, 35
[23] Serge Lang. Algebra, volume 211 of Graduate Texts in Mathematics. Springer-Verlag, New

York, third edition, 2002. 22, 23
[24] Nicole Looper. A Bogomolov property for the canonical heigth of maps with superattracting

points. https://arxiv.org/abs/2106.13003, 2021. 5
[25] Volodymyr Nekrashevych. Self-similar groups, volume 117 of Mathematical Surveys and Mono-

graphs. American Mathematical Society, Providence, RI, 2005. 7
[26] Carlo Pagano. The size of arboreal images, i: exponential lower bounds for PCF and unicritical

polynomials. https://arxiv.org/abs/2104.11175, 2021. 3, 17
[27] Edward F. Schaefer. Erratum: “Computing a Selmer group of a Jacobian using functions on

the curve” [Math. Ann. 310 (1998), no. 3, 447–471; mr1612262]. Math. Ann., 339(1):1, 2007.
40

[28] Samir Siksek. Magma code. http://www.warwick.ac.uk/staff/S.Siksek/progs/chabnf/. 4, 41
[29] Samir Siksek. Explicit Chabauty over number fields. Algebra Number Theory, 7(4):765–793,

2013. 4, 39, 40, 41
[30] Michael Stoll. Galois groups over Q of some iterated polynomials. Arch. Math. (Basel),

59(3):239–244, 1992. 21
[31] The Sage Developers. SageMath, the Sage Mathematics Software System (Version 9.6), 2022.

https://www.sagemath.org. 36
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