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The formal procedure of obtaining Bellman equation in the prob- 

lem of heat conductivity control is<stated in ~q]. Here we show how 

the problem of synthesis of optimum control with quadratic criterion 

of optimum is solved with the help of this equation. For simplifi- 

cation of formulas we used the simplest example which can be easily 

generalized. It should be noted, that during the solution the nonli- 

near boundary-value problem for integral-differential equation is de- 

rived, which is infinite dimensional analog of well-known Rikkati eq- 

uation for finite dimensional systems. 

I. STATEMENT OF PROBL~L BELIAtAN EQUATIOR.Det us assume that the 

control process is described by the function LZ~%r) which inside the 

o f  H sati  'ies t h e r m a l  o o n d u c -  r e g i o D .  
{ 

tion equation 

, ( q )  

and on the boundary tile homogeneous conditions 

U ( o, oe) = o ,  (2) 

L¢~ (<0)  = Ze~ ( ~, {) + ocu ('< ~-- o ~,=eo~%7o, (3) 

where ~ and ~ are given functions, and control /D({) belongs 

to 4(0,l)with open or closed region of values, which we shall term by 

means of P . 

The problem under consideration lies in determining control of 

such p[~u[~',3c)] , t~at the functional 
.f 2 T 2 

should have the least possible value • Eere~s fixed moment of 

time, and ~t, is given function from L2~O,f). 

With the help of the method, stated in ~ q] , we can show, that 
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Bellman functional 

satisfies the equation 

:# 

In this case it is supposed, that function ~C~), which is uniquely 

determined by Freshe differential~P~h ) of functional S : 

o (5) 

is absolutely continuous on X • 

In particular case, when the set of P coincides with the 
/ 

~leC-~,÷~-~) , we can have 

P~*~) -~ 2~--$ a (-6,at)q..cz) d x  (6) 

from the equation (#). 

From the definition of ~ : 

2. TEE CONSTRUCTION OF OI~2iiEAL CONTROL. We shall find the solu- 

tion of problela (7)-(8) in the form 

oo (9) 

0 

Calculating ~'reshe differential of this functional we find, that 
gl 

19 0 

. f~9'C-~,x) l~ Cf, x ) d x  
D 
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and according to formula (5) we have 
# 

u(4=)-_f{~(t<s),Hc~,s ~lucCs)-?u ~ us +~(~=), ¢~o~ 
o 

Substituting (9) and (qO) in the equation (7) we have 
J 

d 

, q , , @ 

at 

$ 

+fle~ (~.~.,)+~e (~.,. q[u(uj -~(qa q u ( t i) - 

where 

t¢ (~,x) ( f 2 w , , (  ~, :~,,) , e .  ( ~, ~. :~)] v.c=~ d~ 
The ftuactional (9) will satisfy the equation 

function LI(~)-~'LOC) , if we demand that 

¢(~X) and ~C~) satisfy following equations: 
J 

,qx ( ~.o, ~ ) = tG(~,~, s)÷at/C (t, t ,  ~) = o ]  (~5) 

Rss( t , s ,o)= / q x ( t , ~ , O + x f f C X $ , O  o 

(7)for any 
/~ ~,~..~.), 

[ !  
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(15) 

Besides this it . follov~ . from (8) and (9), that 

R(T,%s) :6(~ ~), ¢<~)=o ~<7) :o O7) 

The boundary-value prob!em (f12)-(q3) is the infinite dimensional 

analog of Rik~ati equation, which appears during the solution of the 

problem about the optimum stabilization of system with finite number 

of degree of freedom. 

We find function ~ in the form 

i,k.s 
where Ai are the eigenvaluesof boundary-value problem X"+~ 2x = 0 , 

X'{O)zD , X'(f} +o(X(1)zO, which are the positive roots of equation 
-4 

At~A:d , 60i -'the normalization factors. 

Substituting the function (18) in equations (f12) and (13) we ob- 

tain the system of equations with reference to coefficients Cz~ : 

.dq~. = a~ :g : . j .  + Cy~] + . ,~,e~s 

and thanks to the conditions (17) we shall have 

C y(T) z , j  = <2,. . .  (2o) 

HereQ.are Fourier coefficients of function r~(x) . 
rCy analogy the solution of problem (q4-)-(qS)is found in the 

form of 

Then coefficients (~ f are determined from equations: 

do< + - £  7. +4<Jo,-[ [ D- +es 
9 #  - 2/~ 4p s 1 : i  ? 

O i (  T)=O, ~; = i , < . . .  
where  fie # ) and t~tare F o u r i e r  c o e f f i c i e n t s  o f  f u n c t i o n s  f(f,~¢) andq*(.J 

correspondingly. 

Taking into consideration (21), the equation (96) with the last 

condition (17) can be rewritten as 
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ga~ 
So, we obtain a total system of equations for definition of all 

undetermined values. 

From the equation (q9) and conditions (20) we can find, that 

gq({po by g#j ~d  

Ca ({) : 

That is why we can have 

(2~) 

2 

(25) 

from ( 2 2 ) ,  w ere & -- . 

M, ultip].ying both parts ofthe L-th equationby ~ ~. and summing 

them up, we find 
T 

=f /3 de" 
-6 

where 

T _ 2  e ~c p f .~ z~. ( 6 /-'(-~) = 4/5~__., f c - / - / - , , ,  w~-gj d~ ~- 

Having determined 'Y('~) and substituted it into (25), we shall 

ha~e Q~C4~ , g~-1,f~ .... After that we can easily finds(@) from 

(2g). Therefore the functions ~ (~t~f,~), ~g~,X) and ~(~) (see ~[~,~] ) 
are determined uniquely, and by the formula (6) we can obtain optimum 

control as a functional L~ . It is not necessary to use the func- 

tion ;~4) for the construction of ~ and therefore we need not 

solve the problem (23). 

Since in every concrete case the problem under study is formally 

solved completely, then on the basis of obtained formulas we can 

easily ground the procedure mentioned above, imposing corresponding 

restrictions on functions, being in its enunciation. But the substan- 

tiation of the method of dynamic programming (the obtaining of Bell- 

man equation) demands more profound analysis, similar to that which 

is proposed in [2] for finite dimensional systems. 
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In conclusion we must mention, that Bellman~ method was used in 

E3 - @ for solving analogous control problems. However the authors 

of these works could not receive optimum control and they had to li- 

mit themselves by giving the account of this method. 
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