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Absolute calibration of GafChromic film for very high flux laser driven ion beams
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K. Nakamura,1 A. Gonsalves,1 W. P. Leemans,1 and T. Schenkel1

1Lawrence Berkeley National Laboratory, University of California, Berkeley, California 94720, USA

(Dated: March 24, 2019)

We report on the calibration of GafChromic HD-v2 radiochromic film in the extremely high dose
regime up to 100 kGy together with very high dose rates up to 7×1011Gy/s. The absolute calibration
was done with nanosecond ion bunches at the Neutralized Drift Compression Experiment II (NDCX-
II) particle accelerator at Lawrence Berkeley National Laboratory (LBNL) and covers a broad dose
dynamic range over three orders of magnitude. We then applied the resulting calibration curve to
calibrate a laser driven ion experiment performed on the BELLA petawatt laser facility at LBNL.
Here, we reconstructed the spatial and energy resolved distribution of the laser-accelerated proton
beams. The resulting proton distribution is in fair agreement with the spectrum that was measured
with a Thomson spectrometer in combination with a microchannel plate (MCP) detector.

Following pioneering works [1–4], laser driven ion ac-
celeration has evolved rapidly in recent years [5–8] and
production of high energetic proton beams with energies
up to nearly 100 MeV proton beams have been demon-
strated [9, 10]. Tremendous progress has been achieved
in the optimization of those ion beams towards high ion
energy, small beam divergence and high ion yield and this
can now enable a range of potential applications [5, 11–
18]. These advances highlight the need for accurate di-
agnostics and also pose new diagnostics challenges, for
example, under conditions of extremely high ion doses
and dose rates.

GafChromic radiochromic film (RCF) has been used as
a standard diagnostic ever since the first reports on MeV
scale laser driven proton beams [1, 3, 4]. Calibrations
for proton energy deposition have been reported for var-
ious RCF types [19–22]. However, for pulsed ion beams
driven by relativistic laser pulses, the single shot dose
can reach extreme high doses exceeding kGy and dose
rates in excess of 1011Gy/s. Absolute calibrations of the
widely used versions of GafChromic RCF are currently
lacking for the very high doses and dose rates present in
laser-plasma driven ion acceleration experiments.

In this letter, we report on the calibration of the latest
generation of RCF (i.e., HD-v2) over a large dose range
from 100 to ∼100 kGy. In particular, this calibration
is done with nanosecond pulsed ion bunches which de-
liver relevant radiation doses with very high dose rates
up to 7×1011Gy/s. This is in contrast to earlier ex-
periments that applied more widely available continuous
wave (CW) ion beams or low intensity ion pulses from
conventional ion accelerators with irradiation times of
milliseconds to seconds. The response functions of HD-
v2 RCF were measured for RGB and grayscale channels.
Saturation in the red channel was observed for doses be-
yond 10 kGy, while the response on the grayscale had
reasonable sensitivity across the whole measured dose
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range. We thus obtained our calibration using the re-
sponse function of the grayscale using lease-squares fits.
Furthermore, the calibration curve is applied to recon-
struct the spatial and energy resolved distribution of a
laser driven proton beam. We used Titanium foils of few
µm thickness as laser targets and RCF in a stack config-
uration as the detector. The results were validated by a
simultaneous measurement of the proton spectrum mea-
sured with a typical Thomson spectrometer for species
and energy analysis in combination with a microchannel
plate (MCP) detector.

FIG. 1: (color online). Example of a proton pulse (1 MeV)
from NDCX-II with current profile (blue) and integrated
charge (red) from a fast Faraday cup. The peak at 620 ns
is from H+

2 ions. The proton pulse lengths was 10.12±1.29 ns
(FWHM).

The calibration of HD-v2 films was performed at the
Neutralized Drift Compression Experiment II (NDCX-
II) particle accelerator at Lawrence Berkeley National
Laboratory (LBNL) [23–25]. NDCX-II can deliver short
helium and now also proton pulses with a pulse duration
of 2 to 10 ns (full-width at half-maximum, FWHM), as
shown in Fig. 1.
The energy of ion pulses from NDCX-II was measured

to be 1.06±0.015 MeV [26]. As shown in Fig. 2, a
scintillator was located at the focal plane of the proton
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FIG. 2: (color online). (a) Schematic of the experimental
setup at NDCX-II. A scintillator was placed at the focal plane
of the proton beam and a gated intensified CCD camera was
used to capture the light emitted from the scintillator when
struck by the proton bunch. RCF HD-v2 films were then
located in the same location, and were irradiated by either
an apertured proton beam (2 mm diameter) or the full beam
(2.7 mm diameter). Examples of the dose distributions are
shown in (b) and (c) for the full beam measured in situ with
the scintillator (b) and by RCF ex situ (c).

beam, in where the full beam profile and flux were moni-
tored by an 8-bit gated intensified CCD camera that was
cross-calibrated to a removable fast Faraday cup. Subse-
quently, the HD-v2 films were placed in the same location
and were irradiated under normal incidence. The flux
was tuned in single proton bunches from 5.3×1010/cm2

to 2.4×1011/cm2 by adjusting the final solenoid magnets
to control the convergence of the beam on the target.
Single or multiple exposures were applied to HD-v2 films,
yielding peak doses ranged from 650 Gy to ∼80 kGy. The
dose is calculated by converting the total deposited en-
ergy of the incident proton beam within a given area in
the sensitive layer of HD-v2 film, and including a small
contribution from H+

2 ions at 620 ns, that is also visible
in Fig. 1. The deposited energy of protons and H+

2 ions
was calculated with SRIM [27] and the actual flux is ex-
tracted with beam profile information from scintillator
images.
After the irradiation, the HD-v2 films were stored at

room temperature within a light-tight envelope for at
least 48 hours to stabilize the readout [28]. The films
were then scanned with an EPSON V600 scanner, with
a resolution of 1000 dpi in transmission mode for both
48-bit RGB color and 16-bit grayscale. The scanner was
calibrated with a transparent step wedge [29], to convert
the raw data to optical density (OD). In a standard con-
figuration, the RCF calibration is done with an apertured
proton beam of 2 mm diameter. We define this as low-
dynamic-range (LDR) mode, in which the mean values
over a half mm diameter around the local maximum were
extracted as the peak value for both RCF and scintillator

results.

Fig. 3 (a) shows the resulting dose response curves
in RGB color and in grayscale for doses from 0.65 to 80
kGy. The response curve in the red channel had the high-
est sensitivity for doses up to 10 kGy, above which the
response saturated (see Fig. 3 (b)). No saturation effect
was observed in the green and blue channels but the blue
channel was the least sensitive to the delivered dose. In-
terestingly, the sensitivity in the grayscale is similar to
that in the green channel with very little difference. We
then chose to use the grayscale for our calibration of films
from laser-plasma accelerated proton pulses in a compro-
mise between the sensitivity and saturation effects.

FIG. 3: (color online). (a) Dose response curves of separate
RGB channels and the grayscale for GafChromic RCF HD-v2
with LDR mode. The vertical error bars indicate the stan-
dard deviation for each dose. (b) Magnified view of the black
dotted zone of very high doses in (a).

In fact, the inhomogeneous distribution of the full pro-
ton beam with 2.7 mm FWHM diameter allows us to
obtain a high-dynamic-range (HDR) dose response in a
single shot, and thus we refer to the full beam irradia-
tion as HDR mode. As shown in Fig. 2 (c), the dose
response (OD) measured by the HD-v2 films presents
similar asymmetry beam profile that measured by the
scintillator. The measured OD can be spatially regis-
tered to a precise location in the scintillator images, i.e.,
to the delivered dose. Fig. 4 summarizes the results of
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two HDR irradiations with peak doses of 550 and 6750
Gy, respectively (red circles). The LDR results (black cir-
cles) from Fig. 4 line up with the HDR data, confirming
the consistence of the approach of using both irradiation
modes. The full dynamic range of recorded doses extends
to three orders of magnitudes. Dose versus OD over this
full dynamic range is then fitted to a polynomial func-
tion a· OD+ b· ODc, similar to the approach in [30]. As
shown in Fig. 4 by the black curve, which was fitted
solely with our results (black and red circles), the best
fit to our measurement is given by

Dose(OD) = 374.6 ·OD+ 2557 ·OD3.085, (1)

When comparing our result to other calibration results in
the lower dose range done with 10 MeV photons source
[22] or pulsed proton beams [31], fair agreement is found,
which further validates our calibration (see Fig. 4).

FIG. 4: (color online). Double logarithmic dose response
curve in the grayscale for full dynamic range of 3 orders of
magnitudes at NDCX-II, including both LDR (black circles)
and HDR (red circles) results. The black curve shows the
best fitted results with a polynomial function, which is well
aligned with the previous calibration results (blue triangles
and green squares) [22, 31] for doses below 1 kGy.

Note that, the current dynamic range from HDR mode
is limited by the low bit-rate gated camera used for scin-
tillator images, and could be further improved by replac-
ing it with a higher bit-rate camera.
Though in our LDR and HDR modes, the applied dose

rate varies from 8×109Gy/s to 7×1011Gy/s, our results
indicate that the dose rate effects only have a minor im-
pact for the dose rate range applied in our experiment
with the HD-V2 films. This is evidenced by the con-
sistency of the LDR and HDR results in Fig. 4. Dose
rate effects have been observed earlier in pulsed irradia-
tion experiments with plastic scintillators [32, 33]. The
unique beam characteristic (nanosecond pulse duration)
of NDCX-II and of ion pulses from laser-plasma accel-
eration enable experimental studies of dose rate effect
with various target materials in the very high dose rate
regime of ∼ 1012Gy/s, and beyond with improved beam
focusing.

FIG. 5: (color online). (a) Schematic of the experimental
setup for laser driven ion acceleration at BELLA centre. The
BELLA PW laser pulse irradiates the target (a few µm thick
Ti foils) at an oblique incidence angle of 45◦. Protons are
characterized with a Thomson parabola and RCF stacks. (b)
RCF response functions for the stacks used in the experi-
ments, which consists of 6 layers of HD-v2 followed by 2 layers
of MD-v3. Here, the MD-v3 is calibrated by [34].

The new calibration is then applied to laser driven ion
experiments performed at LBNL with the BELLA PW
laser [35]. The laser system delivers 35 J with a wave-
length centered at 815 nm. The 35 fs laser pulse was
focused using a 13.5 m focal length off-axis parabolic mir-
ror to a measured focal spot size of ω0 ≈ 52 µm, where
ω0 is the beam radius at which the intensity drops to
1/e2 of the peak value. This yields to a peak intensity of
1.2 × 1019 W/cm2. The experimental setup is sketched
in Fig. 5 (a). We irradiated titanium foils of few µm
thickness at an angle of incidence of 450. A stack of
RCF films was placed 10 cm downstream and parallel to
the target foil to intercept and detect proton pulses. A
layer of 15 µm Al foil was added in front of the RCFs
to block the laser light as well as the heavy ions. Only
protons with energy beyond 1 MeV can pass through the
aluminum foil are recorded by the RCF stack. A small
hole was bored through the RCF stack and allows ions to
be detected further downstream by a Thomson Parabola
(TP) spectrometer in combination with a microchannel
plate (MCP) detector along the target normal direction.
Note that, the optical system along with MCP used here
is calibrated with an alpha source.
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FIG. 6: (color online). (a) Three-dimensional proton spectrum for a 5 µm thick Titanium foil irradiated by the BELLA
PW laser. Each slice presents a RCF layer measurement that was normalized to the local dose maximum. Above each slice
the proton Bragg peak energy is given, and individual doses are indicated in the color bar. The corresponding proton beam
divergence (blue squares) and reconstructed space-integrated proton spectra (red circles) are shown in (b). The comparison
between the measurements from RCF stack (squares) and the TP spectrometer along with MCP (black curve) is shown in
(c). The blue squares represent the derived energy distribution for the most energetic protons based on the reconstructed
space-integrated proton spectra and the proton beam divergence, and magenta squares with correction for the detector position
in the TP spectrometer.

The RCF films in stack configuration allows measure-
ments of the proton beam profile at different energies.
Fig. 5 (b) shows the response curves for a typical stack
used in our experiments, where the deposited energy of
protons inside the active layer of the RCFs was calcu-
lated using SRIM [27]. The response peak of each curves
corresponds to an energy with most sensitivity (Bragg
peak), which we refer as the proton Bragg peak energy
for the corresponding RCF slice. The transverse cross
section of the proton beam profile is then recorded at a
given proton Bragg peak energy and can be used to de-
termine the energy resolved beam divergence. Moreover,
the proton spectrum can be reconstructed based on the
calculated RCF response function. Assuming a certain
function for proton spectrum, one could iteratively de-
termine the parameters of such a function by comparing
the calculated total energy loss for each RCF slices in
the stack to the actual measurements. More informa-
tion about the reconstruction algorithm can be found in
[19–21]. Thus, the three-dimensional (3D) proton spec-
trum (including the spatial and energy resolved proton
distributions) were determined with the RCF stack.

Fig. 6 shows an example of a reconstructed 3D pro-

ton spectrum. The proton beam profile recorded in each
RCF slice is visualized in Fig. 6 (a) up to the 7th layers
of the RCF stack, as no proton signal was observed at
the 8th layer. We define the divergence by the half value
of the FWHM of a Gaussian profile fitted to those mea-
sured beam profiles (Fig. 6 (b)). The space-integrated
proton spectra dN/dE (see Fig. 6 (b)) is reconstructed
with an assumed Boltzmann distribution for the protons
dN

dE
= N0

E
exp(− E

kBTe

). The total number of protons was

N0 = 1.17 × 1012 and the hot electron temperature was
kBTe = 1.84 MeV, as determined with a least-square fit-
ting routine.

Finally, we compare our results to the measurement
with the well-established TP spectrometer technique.
The energy distribution dN

dEdΩ
that is typically given by

a TP spectrometer can be derived based on the diver-
gence angles and the reconstructed space-integrated pro-
ton spectra dN/dE from RCF data. Fig. 6 (c) shows
an energy distribution for the protons, derived from the
same data in Fig. 6 (a). In order to compare our re-
constructed proton distribution with the measurement
from TP spectrometer, the exact location and the ac-
ceptance angle have to be taken into account. As seen

Jianhui
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in Fig. 6 (a), even though the TP spectrometer was
initially aligned along the target normal, a clear deflec-
tion of the intensity maximum of the protons pulses on
the RCF stack of a few degrees from the target normal
is observed for the most energetic protons (indicated by
the hole position in the measurement). After including
a small correction to account for this deflection and its
effect on proton intensities at the downstream location
of the detector in the TP spectrometer using a simple
linear interpolation procedure, we find an updated pro-
ton energy distribution (Fig. 6 (c)) which we compare
to the TP spectrometer data (black curve). Very close
agreement between the RCF and TP spectrometer data
is found when this correction is included.
In conclusion, we present a new absolute calibra-

tion measurement for the HD-v2 radiochromic film in
an extremely high dose and dose rate approaching 100
kGy and 7×1011Gy/s, respectively. The calibration was
performed using the NDCX-II particle accelerator as a
source of nanosecond proton pulses and covers a broad
dose dynamic range over three orders of magnitude. Dur-
ing the calibration experiment, a novel HDR mode is em-
ployed, which increased the dynamic range of the mea-
sured dose range on a single shot basis. The sensitivity
and saturation effects over the full dose range were mea-
sured in RGB and grayscale. The grayscale was the most
suitable for large dose ranges and was used for the cal-
ibration. The calibration is further applied to laser ac-
celerated ion beams and used for the 3D reconstruction

of the proton spectrum. This procedure was then com-
pared to the well-established TP spectrometer technique
and good agreement between these two was found. This
work is of particularly interest and beneficial for many
applications, including the fundamental study of warm
dense matter using high flux laser accelerated ion beams
[36, 37], fast ignition [11], and generation of intense neu-
tron pulses from laser-plasma accelerated ions [38]. Fur-
thermore, material damage and processing studies with
various target materials can benefit from the delivered ex-
treme high dose rates from NDCX-II and from BELLA,
a development that is being pursued at Berkeley Lab.
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