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#### Abstract

We prove a local existence and uniqueness theorem for abstract parabolic problems of the type $\dot{x}=A x+f(t, x)$ when the nonlinearity $f$ satisfies certain critical conditions. We apply this abstract result to the Navier-Stokes and heat equations.


## 1. Introduction

In this paper we consider problems of the type

$$
\begin{gather*}
\dot{x}=A x+f(t, x), \quad t>t_{0}, \\
x\left(t_{0}\right)=x_{0} \tag{1}
\end{gather*}
$$

where the linear operator $A: D(A) \subset X^{0} \rightarrow X^{0}$ satisfies that $-A$ is a sectorial operator in the Banach space $X^{0}$. We will denote by $X^{\alpha}, \alpha \geq 0$, the fractional power spaces associated to the operator $A$ (see [HE, AM1, AM2, AM3]) and by $e^{A t}$ the analytic semigroup generated by $A$. Without loss of generality we can assume that $e^{A t}$ is uniformly bounded, that is,

$$
\begin{align*}
& \left\|e^{A t} x\right\|_{X^{\alpha}} \leq M\|x\|_{X^{\alpha}}, \quad \alpha \geq 0 \\
& \left\|e^{A t} x\right\|_{X^{\alpha}} \leq M t^{-\alpha}\|x\|_{X^{0}}, \quad \alpha \geq 0 . \tag{2}
\end{align*}
$$

In order to initiate the discussion let us assume for a moment that the map $f$ is time independent and $t_{0}=0$. Therefore the problem above reads

$$
\begin{gather*}
\dot{x}=A x+f(x), \quad t>0, \\
x(0)=x_{0} . \tag{3}
\end{gather*}
$$

It is well known now that if the map $f: X^{1} \rightarrow X^{\alpha}$, for some $\alpha>0$, and is Lipschitz on bounded sets of $X^{1}$, that is, $\|f(x)-f(y)\|_{X^{\alpha}} \leq C(R)\|x-y\|_{X^{1}}$, for $\|x\|_{X^{1}},\|y\|_{X^{1}} \leq R$, then the problem (3) is locally well posed in $X^{1}$. For each $x_{0} \in X^{1}$ one seeks fixed points of the map $T$ in the space $K(\tau, \mu)=\{x(t) \in$

[^0]$\left.C\left([0, \tau], X^{1}\right) ; x(0)=x_{0},\|x(t)\|_{L^{\infty}\left(0, \tau, X^{1}\right)} \leq\left\|x_{0}\right\|_{X^{1}}+\mu\right\}$, where $T$ is given by
\[

$$
\begin{equation*}
(T x)(t)=e^{A t} x_{0}+\int_{0}^{t} e^{A(t-s)} f(x(s)) d s \tag{4}
\end{equation*}
$$

\]

The simple computations,

$$
\begin{aligned}
& \|(T x)(t)-(T y)(t)\|_{X^{1}} \leq M \int_{0}^{t}(t-s)^{-1+\alpha}\|f(x(s))-f(y(s))\|_{X^{\alpha}} d s \\
& \quad \leq C M \int_{0}^{t}(t-s)^{-1+\alpha}\|x(s)-y(s)\|_{X^{1}} d s \\
& \leq\left(C M \int_{0}^{t}(t-s)^{-1+\alpha} d s\right) \sup _{0 \leq s \leq t}\left\{\|x(s)-y(s)\|_{X^{1}}\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
& \|(T x)(t)\|_{X^{1}} \leq\left\|e^{A t} x_{0}\right\|_{X^{1}}+M \int_{0}^{t}(t-s)^{-1+\alpha}\|f(x(s))\|_{X^{\alpha}} d s \\
& \leq \\
& \quad\left\|e^{A t} x_{0}\right\|_{X^{1}}+C M \int_{0}^{t}(t-s)^{-1+\alpha} d s \\
& \quad+\left(C M \int_{0}^{t}(t-s)^{-1+\alpha} d s\right) \sup _{0 \leq s \leq t}\left\{\|x(s)\|_{X^{1}}\right\}
\end{aligned}
$$

together with the fact that $\left\|e^{A t} x_{0}\right\|_{X^{1}} \rightarrow\left\|x_{0}\right\|_{X^{1}}$ and $\int_{0}^{t}(t-s)^{-1+\alpha} d s=$ $t^{\alpha} \int_{0}^{1}(1-s)^{-1+\alpha} d s \rightarrow 0$ as $t \rightarrow 0^{+}$, suggest that for $\mu>0$ fixed we can choose $\tau>0$ small enough so that $T: K(\tau, \mu) \rightarrow K(\tau, \mu)$ and $T$ is a strict contraction in $K(\tau, \mu)$. Once this is accomplished, the Banach fixed point theorem takes care of the existence and uniqueness of solutions of the integral equation. With some extra effort one can show that the solution found is a solution of (3).

In the analysis above, the convergence of the improper integral $\int_{0}^{1}(1-s)^{-1+\alpha} d s$, which is equivalent to the fact that $\alpha>0$, is essential, and the whole argument breaks down when $\alpha=0$. In other words, since $A: X^{1} \rightarrow X^{0}$, the fact that $f: X^{1} \rightarrow X^{\alpha}$ with $\alpha>0$ means that the solutions of problem (3) can be obtained as perturbations of the solutions of the linear problem $\dot{x}=A x$.

In this paper we address the question of local solvability of problem (1), (3) when $\alpha=0$.

It is clear that if the only requirement on $f$ is that $f: X^{1} \rightarrow X^{0}$ be locally Lipschitz, it will be impossible to show that problem (3) is well posed. For example, taking $f(x)=-2 A x$, which satisfies $f: X^{1} \rightarrow X^{0}$ and is globally Lipschitz, we will have $\dot{x}=A x+f(x)=-A x$, which is not locally well posed, in general (if $A=\Delta$ then $\dot{x}=-A x$ is the backwards heat equation). Hence, some extra conditions should be imposed on $f$ to guarantee the existence of solutions of the above problem.

In order to illustrate the main ideas and techniques of this paper, let us consider the particular example given by the equation

$$
\begin{align*}
& u_{t}=\Delta u+u|u|^{\rho-1} \quad \text { in } \Omega \\
& u=0 \quad \text { on } \partial \Omega  \tag{5}\\
& u(0)=u_{0}
\end{align*}
$$

where $\Omega$ is a bounded and smooth domain in $\mathbb{R}^{3}$ and $\rho>1$.

It is well known that the operator $\Delta$ can be regarded as an unbounded operator in $X^{0}=H^{-1}(\Omega)$ with domain $X^{1}=H_{0}^{1}(\Omega)$. Moreover, the fractional power spaces are given by $X^{\alpha}$ which satisfy the following embedding properties:

$$
\begin{align*}
& X^{\alpha} \hookrightarrow H^{2 \alpha-1}(\Omega), \quad \alpha>1 / 2 \\
& X^{\frac{1}{2}}=L^{2}(\Omega)  \tag{6}\\
& X^{\alpha} \hookleftarrow H^{2 \alpha-1}(\Omega), \quad \alpha<1 / 2
\end{align*}
$$

(see [HE, AM2]).
If $f(u)=u|u|^{\rho-1}$, then with some Sobolev embeddings and with (6), we can show that for $1<\rho \leq 3$ we have $f: X^{1} \equiv H_{0}^{1}(\Omega) \rightarrow X^{\frac{1}{2}} \equiv L^{2}$; for $4<\rho \leq 5$ we have $f: X^{1} \equiv H_{0}^{1}(\Omega) \rightarrow H^{\frac{3-\rho}{2}} \hookrightarrow X^{\frac{5-\rho}{4}}$. Hence, for $1<\rho<5, f: X^{1} \rightarrow X^{\alpha}$ for some $\alpha>0$. For $\rho=5, f: X^{1} \rightarrow X^{0}$ and we are in the critical case $\alpha=0$. But observe that for $\rho=5$, again with some Sobolev embeddings and (6), we get that if $\epsilon>0$ is small then $f: X^{1+\epsilon} \rightarrow X^{5 \epsilon}$, while the linear operator $A: X^{1+\epsilon} \rightarrow X^{\epsilon}$. This means that, although $A$ and $f$ can be regarded as of the same order in $X^{1}$, if we consider an slightly better space, $X^{1+\epsilon}$, then the map $f$ regularizes more than $A\left(X^{5 \epsilon}\right.$ is a better space than $\left.X^{\epsilon}\right)$. Moreover, it can be seen that $f$ satisfies

$$
\begin{gathered}
\|f(u)-f(v)\|_{X^{5 \epsilon}} \leq c\|u-v\|_{X^{1+\epsilon}}\left(\|u\|_{X^{1+\epsilon}}^{4}+\|v\|_{X^{1+\epsilon}}^{4}+1\right) \quad \forall u, v \in X^{1+\epsilon} \\
\|f(u)\|_{X^{5 \epsilon}} \leq c\|u\|_{X^{1+\epsilon}}^{5}
\end{gathered}
$$

In particular, this means that we can solve problem (5) with initial data in $X^{1+\epsilon}$.
Moreover, if we consider now a sequence of initial data $u_{n} \in X^{1+\epsilon}$ with $u_{n} \rightarrow$ $u_{0} \in X^{1}$ in $X^{1}$, with the computation

$$
\begin{aligned}
& t^{\epsilon}\left\|u_{n}(t)\right\|_{X^{1+\epsilon}} \leq t^{\epsilon}\left\|e^{A t} u_{n}\right\|_{X^{1+\epsilon}}+t^{\epsilon} \int_{0}^{t}(t-s)^{-1+4 \epsilon}\left\|u_{n}(s)^{5}\right\|_{X^{5 \epsilon}} d s \\
& \quad \leq t^{\epsilon}\left\|e^{A t} u_{n}\right\|_{X^{1+\epsilon}}+t^{\epsilon} \int_{0}^{t}(t-s)^{-1+4 \epsilon} s^{-5 \epsilon} d s \sup _{0<s<t}\left\{s^{\epsilon}\left\|u_{n}(s)\right\|_{X^{1+\epsilon}}\right\}^{5}
\end{aligned}
$$

and the fact that $t^{\epsilon}\left\|e^{A t} u_{n}\right\|_{X^{1+\epsilon}} \xrightarrow{t \rightarrow 0^{+}} 0$ uniformly on compacts of $X^{1}$ (see Lemma 2, below), it is not difficult to see that if $\mu>0$ is small enough, we can get a uniform time $\tau_{1}>0$, independent of $n$, such that $t^{\epsilon}\left\|u_{n}(t)\right\|_{X^{1+\epsilon}} \leq \mu$ for all $t \in\left(0, \tau_{1}\right]$ and all $n$.

But also, for $0<t \leq \tau_{1}$, we have

$$
\begin{aligned}
& t^{\epsilon}\left\|u_{n}(t)-u_{m}(t)\right\|_{X^{1+\epsilon}} \leq t^{\epsilon}\left\|e^{A t}\left(u_{n}-u_{m}\right)\right\|_{X^{1+\epsilon}} \\
&+t^{\epsilon} \int_{0}^{t}(t-s)^{-1+4 \epsilon}\left\|u_{n}(s)-u_{m}(s)\right\|_{X^{1+\epsilon}}\left(1+\left\|u_{n}(s)\right\|_{X^{1+\epsilon}}^{4}+\left\|u_{m}(s)\right\|_{X^{1+\epsilon}}^{4}\right) d s \\
& \leq\left\|u_{n}-v_{n}\right\|_{X^{1}}+\left(t^{\epsilon} \int_{0}^{t}(t-s)^{-1+4 \epsilon} s^{-\epsilon} d s\right) \sup _{0<s \leq t}\left\{s^{\epsilon}\left\|u_{n}(s)-u_{m}(s)\right\|_{X^{1+\epsilon}}\right\} \\
&+\left(2 \mu^{4} t^{\epsilon} \int_{0}^{t}(t-s)^{-1+4 \epsilon} s^{-5 \epsilon} d s\right) \sup _{0<s \leq t}\left\{s^{\epsilon}\left\|u_{n}(s)-u_{m}(s)\right\|_{X^{1+\epsilon}}\right\}
\end{aligned}
$$

which implies that for some $0<t \leq \tau_{0} \leq \tau_{1}$ we get

$$
t^{\epsilon}\left\|u_{n}(t)-u_{m}(t)\right\|_{X^{1+\epsilon}} \leq C\left\|u_{n}-u_{m}\right\|_{X^{1}}
$$

A similar argument will show that

$$
\begin{aligned}
\left\|u_{n}(t)-u_{m}(t)\right\|_{X^{1}} & \leq C_{1} \sup _{0<s \leq t}\left\{s^{\epsilon}\left\|u_{n}(s)-u_{m}(s)\right\|_{X^{1+\epsilon}}\right\}+C_{2}\left\|u_{n}-u_{m}\right\|_{X^{1}} \\
& \leq C\left\|u_{n}-u_{m}\right\|_{X^{1}} .
\end{aligned}
$$

This will allow us to go to the limit as $n \rightarrow \infty$ and obtain solutions in the space $C\left(\left[0 \tau_{0}\right], X^{1}\right) \cap C\left(\left(0, \tau_{0}\right], X^{1+\epsilon}\right)$ with initial conditions in $X^{1}$.

From the discussion above, it seems reasonable to give the following definitions:
Definition 1. We say that $x:\left[t_{0}, \tau\right] \rightarrow X^{1}$ is an $\epsilon$-regular mild solution ( $\epsilon$-solution for short) to (1) if $x \in C\left(\left[t_{0}, \tau\right], X^{1}\right) \cap C\left(\left(t_{0}, \tau\right], X^{1+\epsilon}\right)$, and $x(t)$ satisfies

$$
\begin{equation*}
x(t)=e^{A\left(t-t_{0}\right)} x_{0}+\int_{t_{0}}^{t} e^{A(t-s)} f(s, x(s)) d s \tag{7}
\end{equation*}
$$

Definition 2. For $\epsilon \geq 0$, we will say that a map $g$ is an $\epsilon$-regular map relative to the pair $\left(X^{1}, X^{0}\right)$ if there exist $\rho>1, \gamma(\epsilon)$ with $\rho \epsilon \leq \gamma(\epsilon)<1$, and a constant $c$, such that $g: X^{1+\epsilon} \rightarrow X^{\gamma(\epsilon)}$ and

$$
\begin{equation*}
\|g(x)-g(y)\|_{X^{\gamma(\epsilon)}} \leq c\|x-y\|_{X^{1+\epsilon}}\left(\|x\|_{X^{1+\epsilon}}^{\rho-1}+\|y\|_{X^{1+\epsilon}}^{\rho-1}+1\right) \quad \forall x, y \in X^{1+\epsilon} . \tag{8}
\end{equation*}
$$

The main results of this paper are contained in Section 2. They basically say that if $f(t, \cdot)$ is an $\epsilon$-regular map for some $\epsilon>0$, then we will have existence and uniqueness of $\epsilon$-regular mild solutions for problem (1) (see Theorem 1 or Corollary 1 for the autonomous case). This means that, in dealing with the problem of existence and uniqueness for a particular equation with critical nonlinearities, we need to do two things:
(i). Understand the scale of fractional power spaces associated to the linear operator $A$, especially the embeddings into known spaces like $L^{p}$ spaces.
(ii). Study the $\epsilon$-regularity properties of the nonlinearity $f$ in this scale of spaces. This is usually done using the Hölder inequality and Sobolev type embeddings.

Once (i) and (ii) are done, we can apply Theorem 1 and obtain existence and uniqueness results.

Moreover, it seems clear that the criticality of a particular nonlinearity $f$ is related to the $\epsilon$-regularity properties of $f$, and therefore we could classify the nonlinearities according to their $\epsilon$-regularity properties. This is done at the end of Section 2.

It is reasonable to think that the agenda explained above ((i),(ii) and Theorem 1) can be applied to many concrete problems-in particular, to the Navier-Stokes equations, the heat equation, systems of parabolic equations, strongly damped hyperbolic equations, etc. As examples we chose to study the Navier-Stokes equation in the Hilbert setting, and the heat equation in the $L^{q}$ and $W^{1, q}$ setting. This is done in Section 3. We recover several known results on existence and uniqueness of solutions for these equations, including those from the paper by Kato and Fujita [KF] for the Navier-Stokes equation and from the papers by Weissler [W1, W2] and Brezis and Cazenáve [BC]. All these very good papers were very inspiring for us, especially the last one.

The last section includes several comments about the uniqueness result obtained in Theorem 1 and its relation with other uniqueness and non-uniqueness results found in the literature ( $[\mathrm{BC}],[\mathrm{NS}],[\mathrm{LR}])$. Also, several open questions on the
uniqueness problem are posed which we believe are very important for a full understanding of the subject.

Remark 1. After the paper was submitted for publication, it was pointed out to us by H. Amann that other scales of Banach spaces, different from the scale of fractional power spaces, could be used to deal with such problems. In connection with this, it is important to mention that for the abstract results presented in Section 2 the only requirements on the operator $A$ and the scale of spaces $\left\{X^{\alpha}\right\}_{0 \leq \alpha \leq 2}$ are that $-A$ is a sectorial operator and that (9) is satisfied. The proofs go through unchanged.

For the applications, and in order to solve critical problems, the scale must satisfy sharp embedding relations of the type (25). In the case of Dirichlet boundary conditions and $C^{2}$ domains these embedding relations are well known for the scale of fractional power spaces, thanks to [Tri, PS]. For other boundary conditions and more general operators the scale of fractional power spaces is not so well understood, so it may be better to use a different scale of Banach spaces for which these sharp embeddings are known. Some possibilities can be found in [AM2, AM3].

## Acknowledgments

We are indebted to Xu Yan Chen and T. Cazenave for several discussions related to this work. Also, we would like to thank S. M. Oliva, A. L. Pereira and L. A. Oliveira for all their comments and discussions about the results of this paper. Part of this work was done while the first author was visiting the ICMSC-USP at São Carlos, Brazil, and he would like to thank the members of the institute for their hospitality. Finally we are thankful to H. Amann for several comments on the scale of Banach spaces which lead to a considerable improvement of the results.

## 2. Abstract Results

With respect to the linear operator $A: D(A) \subset X^{0} \rightarrow X^{0}$ we will assume that $-A$ is a sectorial operator in the Banach space $X^{0}$. We will denote by $X^{\alpha}, \alpha \geq 0$, the fractional power spaces associated to the operator $A$ and by $e^{A t}$ the analytic semigroup generated by $A$. Without loss of generality we can assume that $e^{A t}$ is uniformly bounded. Let $M$ be such that

$$
\begin{equation*}
t^{1+\alpha-\beta}\left\|e^{A t} x\right\|_{X^{1+\alpha}} \leq M\|x\|_{X^{\beta}}, \quad 0 \leq \beta \leq 1+\alpha \leq 2 \tag{9}
\end{equation*}
$$

(see [HE]).
With respect to the nonlinearities, let us consider the following class: with $\epsilon, \rho$, $\gamma(\epsilon)$ and $c$ positive constants, and $\nu(t)$ with $0 \leq \nu(t) \leq \delta, \lim _{t \rightarrow 0^{+}} \nu(t)=0$, define $\mathcal{F}:=\mathcal{F}(\epsilon, \rho, \gamma(\epsilon), c, \nu(\cdot))$ as the family of functions $f$ such that, for $t>0, f(t, \cdot)$ is an $\epsilon$-regular map relative to the pair $\left(X^{1}, X^{0}\right)$, satisfying

$$
\begin{equation*}
\|f(t, x)-f(t, y)\|_{X^{\gamma(\epsilon)}} \leq c\|x-y\|_{X^{1+\epsilon}}\left(\|x\|_{X^{1+\epsilon}}^{\rho-1}+\|y\|_{X^{1+\epsilon}}^{\rho-1}+\nu(t) t^{-\gamma(\epsilon)+\epsilon}\right), \tag{10}
\end{equation*}
$$

$$
\begin{equation*}
\|f(t, x)\|_{X^{\gamma(\epsilon)}} \leq c\left(\|x\|_{X^{1+\epsilon}}^{\rho}+\nu(t) t^{-\gamma(\epsilon)}\right) \tag{11}
\end{equation*}
$$

for all $x, y \in X^{1+\epsilon}$.
Without loss of generality we can assume that the function $\nu(t)$ is non-decreasing.
In most cases in the argument below we will fix the parameters $\epsilon, \rho, \gamma(\epsilon)$ and $c$, and we will denote the class $\mathcal{F}$ defined above by $\mathcal{F}(\nu(\cdot))$.

With these definitions we can now state the main result of this paper.
Theorem 1. Let $f \in \mathcal{F}(\epsilon, \rho, \gamma(\epsilon), c, \nu(\cdot))$. If $y_{0} \in X^{1}$, there exist $r>0$ and $\tau_{0}>0$ with the property that for any $x_{0} \in B_{X^{1}}\left(y_{0}, r\right)$ there exists a continuous function $x\left(\cdot, x_{0}\right):\left[0, \tau_{0}\right] \rightarrow X^{1}$, with $x(0)=x_{0}$, which is the unique $\epsilon$-regular mild solution starting at $x_{0}$ of the problem

$$
\begin{gather*}
\dot{x}=A x+f(t, x), \quad t>0, \\
x(0)=x_{0} . \tag{12}
\end{gather*}
$$

This solution satisfies

$$
\begin{gathered}
x \in C\left(\left(0, \tau_{0}\right], X^{1+\theta}\right), \quad 0 \leq \theta<\gamma(\epsilon), \\
t^{\theta}\left\|x\left(t, x_{0}\right)\right\|_{X^{1+\theta}} \xrightarrow{t \rightarrow 0^{+}} 0, \quad 0<\theta<\gamma(\epsilon) .
\end{gathered}
$$

Moreover, if $x_{0}, z_{0} \in B_{X^{1}}\left(y_{0}, r\right)$, then
$t^{\theta}\left\|x\left(t, x_{0}\right)-x\left(t, z_{0}\right)\right\|_{X^{1+\theta}} \leq C\left\|x_{0}-z_{0}\right\|_{X^{1}}, \quad \forall t \in\left[0, \tau_{0}\right], 0 \leq \theta \leq \theta_{0}<\gamma(\epsilon)$.
Also, if $\gamma(\epsilon)>\rho \epsilon$, then $r$ can be chosen arbitrarily large. That is, the time of existence is uniform on bounded sets of $X^{1}$.

If $t \rightarrow f(t, x)$, as a map from $(0, \infty)$ to $X^{\gamma(\epsilon)}$, is locally Hölder continuous, uniformly on bounded sets of $x \in X^{1+\gamma(\epsilon)}$, then

$$
x \in C^{1}\left(\left(0, \tau_{0}\right], X^{\gamma(\epsilon)}\right) \cap C\left(\left(0, \tau_{0}\right], X^{1+\gamma(\epsilon)}\right)
$$

and $x\left(\cdot, x_{0}\right)$ is an strict solution of (12).
The constants above depend on the following: $\tau_{0}=\tau_{0}\left(y_{0}, A, \nu(\cdot), \epsilon, \rho, \gamma(\epsilon), c, M\right)$, $r=r\left(y_{0}, \epsilon, \rho, \gamma(\epsilon), c, M\right), C=C\left(\theta_{0}, \epsilon, \rho, \gamma(\epsilon), M\right)$.

In many applications the map $f$ is independent of time. For the shake of completeness and clarity we include in the following corollary the statement of Theorem 1 adapted to time-independent maps:

Corollary 1. Assume that $f$ is independent of time and that it is an $\epsilon$-regular map, for some $\epsilon>0$, relative to the pair $\left(X^{1}, X^{0}\right)$. Then, if $y_{0} \in X^{1}$, there exist $r=r\left(y_{0}\right)>0$ and $\tau_{0}=\tau_{0}\left(y_{0}\right)>0$ such that for $x_{0} \in X^{1}$ with $\left\|x_{0}-y_{0}\right\|_{X^{1}}<r$ there exists a continuous function $x:\left[0, \tau_{0}\right] \rightarrow X^{1}$, with $x(0)=x_{0}$, which is the unique $\epsilon$-regular mild solution to (3) starting at $x_{0}$. This solution satisfies

$$
\begin{gathered}
x \in C\left(\left(0, \tau_{0}\right], X^{1+\theta}\right), \quad 0 \leq \theta<\gamma(\epsilon), \\
t^{\theta}\left\|x\left(t, x_{0}\right)\right\|_{X^{1+\theta}} \xrightarrow{t \rightarrow 0^{+}} 0, \quad 0<\theta<\gamma(\epsilon) .
\end{gathered}
$$

Moreover, if $x_{0}, z_{0} \in B_{X^{1}}\left(y_{0}, r\right)$, then
$t^{\theta}\left\|x\left(t, x_{0}\right)-x\left(t, z_{0}\right)\right\|_{X^{1+\theta}} \leq C\left(\theta_{0}\right)\left\|x_{0}-z_{0}\right\|_{X^{1}}, \quad \forall t \in\left[0, \tau_{0}\right], 0 \leq \theta \leq \theta_{0}<\gamma(\epsilon)$.
Also, if $\gamma(\epsilon)>\rho \epsilon$, then $r$ can be chosen arbitrarily large. That is, the time of existence can be chosen uniformly on bounded sets of $X^{1}$.

Furthermore, $x \in C^{1}\left(\left(0, \tau_{0}\right], X^{\gamma(\epsilon)}\right) \cap C\left(\left(0, \tau_{0}\right], X^{1+\gamma(\epsilon)}\right)$, that is, $x\left(\cdot, x_{0}\right)$ is an strict solution of (3).

The constants above depend on the following: $\tau_{0}=\tau_{0}\left(y_{0}, A, \epsilon, \rho, \gamma(\epsilon), c, M\right), r=$ $r\left(y_{0}, \epsilon, \rho, \gamma(\epsilon), c, M\right), C=C\left(\theta_{0}, \epsilon, \rho, \gamma(\epsilon), M\right)$.

The proof of this corollary is straightforward once we have proved Theorem 1.

Remark 2. Notice that we do not assume that $f$ is a well defined map on $X^{1}$. The only requirement on $f$ is that it is an $\epsilon$-regular map relative to $\left(X^{1}, X^{0}\right)$, for some $\epsilon>0$. In particular we can obtain an existence and uniqueness theorem in $X^{1}$ without the nonlinearity being defined on $X^{1}$.

Before we prove Theorem 1 we will need some lemmas.
Lemma 1. The operators $t^{\alpha} e^{-A t}: X^{1} \rightarrow X^{1+\alpha}$, $t>0$, are bounded linear operators satisfying $\left\|t^{\alpha} e^{-A t}\right\|_{L\left(X^{1}, X^{1+\alpha}\right)} \leq M$, with $M$ independent of $t$. Moreover, given a compact subset $J$ of $X^{1}$, we have

$$
\lim _{t \rightarrow 0^{+}} \sup _{x \in J}\left\|t^{\alpha} e^{-A t} x\right\|_{X^{1+\alpha}}=0
$$

Proof. The fact that $\left\|t^{\alpha} e^{-A t}\right\|_{L\left(X^{1}, X^{1+\alpha}\right)} \leq M$ comes from statement (9).
For the remaining part we just have to realize that the operators $t^{\alpha} e^{-A t}: X^{1} \rightarrow$ $X^{1+\alpha}$ are bounded, uniformly in $t$, that $\left\|t^{\alpha} e^{-A t} x\right\|_{X^{1+\alpha}} \xrightarrow{t \rightarrow 0^{+}} 0$, for $x \in X^{1+\alpha}$, and that $X^{1+\alpha}$ is a dense subset of $X^{1}$.

Let us recall the definition of the beta function $\mathbf{B}(\cdot, \cdot):(0, \infty) \times(0, \infty) \rightarrow(0, \infty)$, which is

$$
\mathbf{B}(a, b)=\int_{0}^{1}(1-x)^{a-1} x^{b-1} d x
$$

Define

$$
\mathbf{B}_{\epsilon}^{\theta}=\max _{0 \leq \xi \leq \theta}\{\mathbf{B}(\gamma(\epsilon)-\xi, 1-\gamma(\epsilon)), \mathbf{B}(\gamma(\epsilon)-\xi, 1-\rho \epsilon)\} .
$$

Lemma 2. Let $f \in \mathcal{F}(\nu(\cdot))$. If $x \in C\left((0, \tau], X^{1+\epsilon}\right)$, then, for all $0 \leq \theta<\gamma(\epsilon)$,

$$
t^{\theta}\left\|\int_{0}^{t} e^{A(t-s)} f(s, x(s)) d s\right\|_{X^{1+\theta}} \leq c M \boldsymbol{B}_{\epsilon}^{\theta}\left(\nu(t)+t^{\gamma(\epsilon)-\rho \epsilon}[\lambda(t)]^{\rho}\right), \quad 0<t \leq \tau
$$

where $\lambda(t):=\sup _{s \in(0, t]}\left\{s^{\epsilon}\|x(s)\|_{X^{1+\epsilon}}\right\}$.
Proof. It is not difficult to see that

$$
\begin{aligned}
t^{\theta} \| & \int_{0}^{t} e^{A(t-s)} f(s, x(s)) d s\left\|_{X^{1+\theta}} \leq M t^{\theta} \int_{0}^{t}(t-s)^{-1+\gamma(\epsilon)-\theta}\right\| f(s, x(s)) \|_{X^{\gamma(\epsilon)}} d s \\
\leq & c M t^{\theta} \int_{0}^{t}(t-s)^{-1+\gamma(\epsilon)-\theta}\left(\nu(s) s^{-\gamma(\epsilon)}+\|x(s)\|_{X^{1+\epsilon}}^{\rho}\right) d s \\
\leq & c M t^{\theta} \nu(t) \int_{0}^{t}(t-s)^{-1+\gamma(\epsilon)-\theta} s^{-\gamma(\epsilon)} d s \\
& +c M t^{\theta} \int_{0}^{t}(t-s)^{-1+\gamma(\epsilon)-\theta} s^{-\rho \epsilon}\left[s^{\epsilon}\|x(s)\|_{X^{1+\epsilon}}\right]^{\rho} d s \\
\leq & c M \nu(t) \int_{0}^{1}(1-s)^{-1+\gamma(\epsilon)-\theta} s^{-\gamma(\epsilon)} d s \\
& +c M t^{\gamma(\epsilon)-\rho \epsilon}[\lambda(t)]^{\rho} \int_{0}^{1}(1-s)^{-1+\gamma(\epsilon)-\theta} s^{-\rho \epsilon} d s \\
= & c M \mathbf{B}_{\epsilon}^{\theta}\left[\nu(t)+t^{\gamma(\epsilon)-\rho \epsilon}[\lambda(t)]^{\rho}\right],
\end{aligned}
$$

from which the lemma follows.

Lemma 3. Let $f \in \mathcal{F}(\nu(\cdot))$ and $x, y \in C\left((0, \tau], X^{1+\epsilon}\right)$ be such that $t^{\epsilon}\|x(t)\|_{X^{1+\epsilon}} \leq$ $\mu$ and $t^{\epsilon}\|y(t)\|_{X^{1+\epsilon}} \leq \mu$, for some $\mu>0$. Then, for all $0 \leq \theta<\gamma(\epsilon)$, we have

$$
t^{\theta}\left\|\int_{0}^{t} e^{A(t-s)}[f(s, x(s))-f(s, y(s))] d s\right\|_{X^{1+\theta}} \leq \Gamma_{\theta}(t) \sup _{s \in[0, \tau]} s^{\epsilon}\|x(s)-y(s)\|_{X^{1+\epsilon}}
$$

where

$$
\Gamma_{\theta}(t)=c M \boldsymbol{B}_{\epsilon}^{\theta}\left[\nu(t)+t^{\gamma(\epsilon)-\rho \epsilon} 2 \mu^{\rho-1}\right]
$$

Proof. Using the $\epsilon$-regularity property of $f$, we have

$$
\begin{aligned}
& t^{\theta}\left\|\int_{0}^{t} e^{A(t-s)}[f(s, x(s))-f(s, y(s))] d s\right\|_{X^{1+\theta}} \\
& \quad \begin{array}{l}
\leq t^{\theta} \int_{0}^{t} c M(t-s)^{-1+\gamma(\epsilon)-\theta}\|x(s)-y(s)\|_{X^{1+\epsilon}}\left(\nu(t) s^{-\gamma(\epsilon)+\epsilon}\right. \\
\\
\left.\quad+\|x(s)\|_{X^{1+\epsilon}}^{\rho-1}+\|y(s)\|_{X^{1+\epsilon}}^{\rho-1}\right) d s
\end{array} \\
& \quad \begin{array}{l}
\leq c M t^{\theta} \nu(t) \int_{0}^{t}(t-s)^{-1+\gamma(\epsilon)-\theta} s^{-\gamma(\epsilon)} s^{\epsilon}\|x(s)-y(s)\|_{X^{1+\epsilon}} d s \\
\\
\quad+c M t^{\theta} \int_{0}^{t}(t-s)^{-1+\gamma(\epsilon)-\theta} s^{-\rho \epsilon}\left[\left(s^{\epsilon}\|x(s)\|_{X^{1+\epsilon}}\right)^{\rho-1}+\left(s^{\epsilon}\|y(s)\|_{X^{1+\epsilon}}\right)^{\rho-1}\right] \\
\quad \quad \times s^{\epsilon}\|x(s)-y(s)\|_{X^{1+\epsilon}} d s
\end{array} \\
& =\Gamma_{\theta}(t) \sup _{t \in[0, \tau]}\left\{s^{\epsilon}\|x(s)-y(s)\|_{X^{1+\epsilon}}\right\} .
\end{aligned}
$$

Proof of Theorem 1. We will divide the proof in two parts, existence and uniqueness.

Existence. Define $\mu$ by

$$
c M \mathbf{B}_{\epsilon}^{\epsilon} \mu^{\rho-1}=\frac{1}{8}
$$

and choose $r=r(\mu, M)>0$ such that

$$
\begin{equation*}
r=\frac{\mu}{4 M}=\frac{1}{4 M\left(8 c M B_{\epsilon}^{\epsilon}\right)^{\frac{1}{\rho-1}}} \tag{13}
\end{equation*}
$$

Also, for $y_{0}$ fixed, choose $\tau_{0}=\tau_{0}\left(y_{0}, A, \mu, \nu(\cdot), \epsilon, \rho, \gamma(\epsilon), c, M\right) \in(0,1]$ such that $\nu(t)<\delta$ for $t \in\left(0, \tau_{0}\right]$ and

$$
\begin{gather*}
\left\|t^{\epsilon} e^{-A t} y_{0}\right\|_{X^{1+\epsilon}} \leq \frac{\mu}{2}, \quad 0 \leq t \leq \tau_{0} \\
c M \delta \mathbf{B}_{\epsilon}^{\epsilon}=\min \left\{\frac{\mu}{8}, \frac{1}{4}\right\} \tag{14}
\end{gather*}
$$

Notice that these choices imply that $\Gamma_{\epsilon}(t) \leq \frac{1}{2}$ for $t \in(0,1)$.
Since we will be looking for solutions which regularize immediately, we search for solutions in

$$
K\left(\tau_{0}\right)=\left\{x \in C\left(\left(0, \tau_{0}\right], X^{1+\epsilon}\right): \sup _{t \in\left(0, \tau_{0}\right]} t^{\epsilon}\|x(t)\|_{X^{1+\epsilon}} \leq \mu\right\}
$$

with the norm

$$
\|x\|_{K\left(\tau_{0}\right)}=\sup _{t \in\left(0, \tau_{0}\right]} t^{\epsilon}\|x(t)\|_{X^{1+\epsilon}}
$$

Assume that $x_{0} \in X^{1}$ with $\left\|x_{0}-y_{0}\right\|_{X^{1}}<r$ and on $K\left(\tau_{0}\right)$ define the map

$$
(T x)(t)=e^{A t} x_{0}+\int_{0}^{t} e^{A(t-s)} f(s, x(s)) d s
$$

We will show that, for all $x_{0} \in B_{X^{1}}\left(y_{0}, r\right), T$ takes $K\left(\tau_{0}\right)$ into itself, and that $T$ is a strict contraction in $K\left(\tau_{0}\right)$.

Let us first prove that $T$ is a well-defined map and that $T\left(K\left(\tau_{0}\right)\right) \subset K\left(\tau_{0}\right)$. We start by showing that

$$
\begin{equation*}
\text { if } x \in K\left(\tau_{0}\right) \text {, then } T x \in C\left(\left(0, \tau_{0}\right], X^{1+\theta}\right), \quad \forall \theta \in[0, \gamma(\epsilon)) \tag{15}
\end{equation*}
$$

Fix $t_{2} \in\left(0, \tau_{0}\right]$ and let $\tau_{0} \geq t_{1}>t_{2}$; then, for $0 \leq \theta<\gamma(\epsilon)$, we have

$$
\begin{aligned}
&\left\|(T x)\left(t_{1}\right)-(T x)\left(t_{2}\right)\right\|_{X^{1+\theta}} \\
& \leq\left\|\left(e^{-A t_{1}}-e^{-A t_{2}}\right) x_{0}\right\|_{X^{1+\theta}}+\left\|\int_{t_{2}}^{t_{1}} e^{A\left(t_{1}-s\right)} f(s, x(s)) d s\right\|_{X^{1+\theta}} \\
&+\left\|\left[I-e^{-A\left(t_{1}-t_{2}\right)}\right] \int_{0}^{t_{2}} e^{A\left(t_{2}-s\right)} f(s, x(s)) d s\right\|_{X^{1+\theta}}
\end{aligned}
$$

In the above, the first and third term trivially go to zero as $t_{1} \rightarrow t_{2}$. Let us consider the second term. For it we have

$$
\begin{aligned}
& \left\|\int_{t_{2}}^{t_{1}} e^{A\left(t_{1}-s\right)} f(s, x(s)) d s\right\|_{X^{1+\theta}} \\
& \leq \\
& \leq c \int_{t_{2}}^{t_{1}} M\left(t_{1}-s\right)^{-1+\gamma(\epsilon)-\theta}\left(\delta s^{-\gamma(\epsilon)}+\|x(s)\|_{X^{1+\epsilon}}^{\rho}\right) d s \\
& \leq \\
& \leq M \delta \int_{t_{2}}^{t_{1}}\left(t_{1}-s\right)^{-1+\gamma(\epsilon)-\theta} s^{-\gamma(\epsilon)} d s \\
& \quad+c M \int_{t_{2}}^{t_{1}}\left(t_{1}-s\right)^{-1+\gamma(\epsilon)-\theta} s^{-\rho \epsilon}\left(s^{\epsilon}\|x(s)\|_{X^{1+\epsilon}}\right)^{\rho} d s \\
& \leq \\
& \quad c M \delta t_{1}^{-\theta} \int_{t_{2} / t_{1}}^{1}(1-s)^{-1+\gamma(\epsilon)-\theta} s^{-\gamma(\epsilon)} d s \\
& \quad+c M \mu^{\rho} t_{1}^{\gamma(\epsilon)-\theta-\rho \epsilon} \int_{t_{2} / t_{1}}^{1}(1-s)^{-1+\gamma(\epsilon)-\theta} s^{-\rho \epsilon} d s
\end{aligned}
$$

which goes to zero as $t_{1} \rightarrow t_{2}^{+}$. The case $t_{1}<t_{2}$ is similar.
Let us now show that $t^{\epsilon}\|x(t)\|_{X^{1+\epsilon}} \leq \mu$, for all $t \in\left(0, \tau_{0}\right]$. In fact,

$$
\begin{aligned}
& t^{\epsilon}\|(T x)(t)\|_{X^{1+\epsilon}} \\
& \leq\left\|t^{\epsilon} e^{-A t} x_{0}\right\|_{X^{1+\epsilon}}+c M t^{\epsilon} \int_{0}^{t}(t-s)^{-1+\gamma(\epsilon)-\epsilon}\left(\delta s^{-\gamma(\epsilon)}+\|x\|_{X^{1+\epsilon}}^{\rho}\right) d s \\
& \leq\left\|t^{\epsilon} e^{-A t} x_{0}\right\|_{X^{1+\epsilon}}+c M t^{\epsilon} \delta \int_{0}^{t}(t-s)^{-1+\gamma(\epsilon)-\epsilon} s^{-\gamma(\epsilon)} d s \\
&+c M t^{\epsilon} \int_{0}^{t}(t-s)^{-1+\gamma(\epsilon)-\epsilon} s^{-\rho \epsilon}\left(s^{\epsilon}\|x\|_{X^{1+\epsilon}}\right)^{\rho} d s \\
& \leq\left\|t^{\epsilon} e^{-A t} x_{0}\right\|_{X^{1+\epsilon}}+c M \delta \mathbf{B}_{\epsilon}^{\epsilon}+c M \mathbf{B}_{\epsilon}^{\epsilon} \mu^{\rho} \\
& \leq M r+\left\|t^{\epsilon} e^{-A t} y_{0}\right\|_{X^{1+\epsilon}}+c M \mathbf{B}_{\epsilon}^{\epsilon} \delta+c M \mathbf{B}_{\epsilon}^{\epsilon} \mu^{\rho} \leq \mu
\end{aligned}
$$

This shows that $T$ takes $K\left(\tau_{0}\right)$ into itself.

The next step is to prove that the map $T$ is a contraction from $K\left(\tau_{0}\right)$ into itself. It follows from Lemma 3, by taking $\theta=\epsilon$, that $T$ is a strict contraction in $K\left(\tau_{0}\right)$ and that

$$
\|T(x)-T(y)\|_{K\left(\tau_{0}\right)} \leq \frac{1}{2}\|x-y\|_{K\left(\tau_{0}\right)}
$$

By the Banach contraction principle we have that $T$ has a unique fixed point in $K\left(\tau_{0}\right)$. We will denote this fixed point by $X\left(t, x_{0}\right)$; it is defined for $\left\|x_{0}-y_{0}\right\|_{X^{1}}<r$, $0 \leq t \leq \tau_{0}$. Note that, from (15), $X\left(\cdot, x_{0}\right) \in C\left(\left(0, \tau_{0}\right], X^{1+\theta}\right)$ for all $0 \leq \theta<\gamma(\epsilon)$.

Let us prove that $t^{\theta}\left\|X\left(t, x_{0}\right)\right\|_{X^{1+\theta}} \rightarrow 0$ as $t \rightarrow 0$ for all $0<\theta<\gamma(\epsilon)$.
From Lemma 2,

$$
\begin{aligned}
& t^{\theta}\left\|X\left(t, x_{0}\right)\right\|_{X^{1+\theta}} \leq t^{\theta}\left\|e^{A t} x_{0}\right\|_{X^{1+\theta}}+t^{\theta} \int_{0}^{t}\left\|e^{A(t-s)} f\left(s, X\left(s, x_{0}\right)\right)\right\|_{X^{1+\theta}} d s \\
& \leq t^{\theta}\left\|e^{A t} x_{0}\right\|_{X^{1+\theta}}+c M \mathbf{B}_{\epsilon}^{\theta} \nu(t)+c M \mathbf{B}_{\epsilon}^{\theta} \mu^{\rho-1} \sup _{0<s \leq t}\left\{t^{\epsilon}\left\|X\left(t, x_{0}\right)\right\|_{X^{1+\epsilon}}\right\} .
\end{aligned}
$$

Therefore if $\theta=\epsilon$ we have

$$
t^{\epsilon}\left\|X\left(t, x_{0}\right)\right\|_{X^{1+\epsilon}} \leq t^{\epsilon}\left\|e^{A t} x_{0}\right\|_{X^{1+\epsilon}}+c M \mathbf{B}_{\epsilon}^{\epsilon} \nu(t)+\frac{1}{8} \sup _{0<s \leq t}\left\{t^{\epsilon}\left\|X\left(t, x_{0}\right)\right\|_{X^{1+\epsilon}}\right\}
$$

from which we obtain

$$
\sup _{0<s \leq t}\left\{s^{\epsilon}\left\|X\left(s, x_{0}\right)\right\|_{X^{1+\epsilon}}\right\} \leq \frac{8}{7}\left(t^{\epsilon}\left\|e^{A t} x_{0}\right\|_{X^{1+\epsilon}}+c M \mathbf{B}_{\epsilon}^{\epsilon} \nu(t)\right) \rightarrow 0 \quad \text { as } t \rightarrow 0
$$

If $0<\theta<\gamma(\epsilon)$, from the above expressions we also obtain $t^{\theta}\left\|X\left(t, x_{0}\right)\right\|_{X^{1+\theta}} \rightarrow 0$ as $t \rightarrow 0$.

Let us prove now that

$$
\lim _{t \rightarrow 0^{+}}\left\|X\left(t, x_{0}\right)-x_{0}\right\|_{X^{1}}=0
$$

In fact, from Lemma 2

$$
\begin{aligned}
& \left\|X\left(t, x_{0}\right)-x_{0}\right\|_{X^{1}} \leq\left\|e^{A t} x_{0}-x_{0}\right\|_{X^{1}}+\int_{0}^{t}\left\|e^{A(t-s)} f\left(s, X\left(s, x_{0}\right)\right)\right\|_{X^{1}} d s \\
& \quad \leq\left\|e^{A t} x_{0}-x_{0}\right\|_{X^{1}}+c M \mathbf{B}_{\epsilon}\left(\nu(t)+\left[\sup _{0<s \leq t}\left\{t^{\epsilon}\left\|X\left(t, x_{0}\right)\right\|_{X^{1+\epsilon}}\right\}\right]^{\rho}\right) \xrightarrow{t \rightarrow 0^{+}} 0 .
\end{aligned}
$$

From all this we see that $X\left(t, x_{0}\right)$ is an $\epsilon$-regular solution starting at $x_{0}$ and it is the unique $\epsilon$-regular solution starting at $x_{0}$, in the set $K\left(\tau_{0}\right)$. We will hereafter call it the $K$-solution starting at $x_{0}$.

Moreover, if $x_{0}, z_{0} \in B_{X^{1}}\left(y_{0}, r\right)$, taking into account the estimates of Lemma 3 and our choice of $\tau_{0}$, we have

$$
\begin{align*}
t^{\theta} \| X( & \left.t, x_{0}\right)-X\left(t, z_{0}\right) \|_{X^{1+\theta}} \\
\leq & t^{\theta}\left\|e^{A t}\left(x_{0}-z_{0}\right)\right\|_{X^{1+\theta}} \\
& +t^{\theta} \int_{0}^{t}\left\|e^{A(t-s)}\left[f\left(s, X\left(s, x_{0}\right)\right)-f\left(s, X\left(s, z_{0}\right)\right)\right]\right\|_{X^{1+\theta}} d s  \tag{16}\\
\leq & M\left\|x_{0}-z_{0}\right\|_{X^{1}}+\Gamma_{\theta}(t) \sup _{s \in\left[0, \bar{\tau}_{0}\right]} s^{\epsilon}\left\|X\left(s, x_{0}\right)-X\left(s, z_{0}\right)\right\|_{X^{1+\epsilon}} .
\end{align*}
$$

For $\theta=\epsilon$ we get

$$
\begin{aligned}
& t^{\epsilon}\left\|X\left(t, x_{0}\right)-X\left(t, z_{0}\right)\right\|_{X^{1+\epsilon}} \\
& \quad \leq M\left\|x_{0}-z_{0}\right\|_{X^{1}}+\frac{1}{2} \sup _{s \in\left[0, \bar{\tau}_{0}\right]} s^{\epsilon}\left\|X\left(s, x_{0}\right)-X\left(s, z_{0}\right)\right\|_{X^{1+\epsilon}}
\end{aligned}
$$

which implies

$$
t^{\epsilon}\left\|X\left(t, x_{0}\right)-X\left(t, z_{0}\right)\right\|_{X^{1+\epsilon}} \leq 2 M\left\|x_{0}-z_{0}\right\|_{X^{1}}
$$

For $0 \leq \theta \leq \theta_{0}<\gamma(\epsilon)$ we have from (16) that

$$
\begin{aligned}
t^{\theta}\left\|X\left(t, x_{0}\right)-X\left(t, z_{0}\right)\right\|_{X^{1+\theta}} & \leq M\left\|x_{0}-z_{0}\right\|_{X^{1}}+\Gamma_{\theta}(t) 2 M\left\|x_{0}-z_{0}\right\|_{X^{1}} \\
& \leq C\left(\theta_{0}\right)\left\|x_{0}-z_{0}\right\|_{X^{1}}
\end{aligned}
$$

where $C\left(\theta_{0}\right)=M\left(1+2 \sup \left\{\Gamma_{\theta}(t) ; t \in\left[0, \tau_{0}\right], 0 \leq \theta \leq \theta_{0}\right\}\right)$.
This concludes the existence part of the theorem.
Uniqueness. Notice that from the existence part we have that for any $x_{0} \in B_{X^{1}}\left(y_{0}, r\right)$ and for any $f \in \mathcal{F}(\nu(\cdot))$ there exists a unique $K$-solution, defined in $\left[0, \tau_{0}\right]$, of the problem

$$
\begin{gather*}
\dot{x}=A x+f(t, x), \\
x(0)=x_{0} . \tag{17}
\end{gather*}
$$

To stress the dependence of the $K$-solution on $f$ we will denote it by $X_{f}\left(t, x_{0}\right)$.
Consider the following:
Lemma 4. If $\phi(t)$ is an $\epsilon$-regular solution in $\left[0, t_{0}\right]$ of (17) and $t^{\epsilon}\|\phi(t)\|_{X^{1+\epsilon}} \rightarrow 0$ as $t \rightarrow 0$, then $\phi(t)=X_{f}\left(t, x_{0}\right)$ for all $0 \leq t \leq \min \left\{\tau_{0}, t_{0}\right\}$
Proof. It is clear that $\phi \in K(\bar{\tau})$ for some small $\bar{\tau} \leq \tau_{0}$. Since we also have $X_{f}\left(\cdot, x_{0}\right) \in K(\bar{\tau})$ and both $\phi$ and $X_{f}\left(\cdot, x_{0}\right)$ are solutions of the integral equation, we get $X_{f}\left(t, x_{0}\right)=\phi(t)$ for all $0 \leq t \leq \bar{\tau}$. With a standard continuation argument it is easy to see that we must have $X_{f}\left(t, x_{0}\right)=\phi(t)$ for all $0 \leq t \leq \min \left\{t_{0}, \tau_{0}\right\}$. This proves the lemma.

Lemma 5. If $f \in \mathcal{F}(\nu(\cdot))$, then $f_{a} \in \mathcal{F}\left(\nu_{a}(\cdot)\right)$ for all $a \geq 0$, where $f_{a}(t, x) \equiv$ $f(t+a, x)$, and $\nu_{a}(t)=\nu(t+a)(t / t+a)^{\gamma(\epsilon)} \leq \nu(t+a)$. Moreover, there exists an $a_{0}>0$ so small that for all $a \in\left[0, a_{0}\right]$ the time of existence $\tau_{0}(a)$ given by (14) can be chosen independent of $a$.

Proof. The first part of the lemma is trivial.
For the second one we just need to observe that if $\nu(t)<\delta$ for $t \in\left[0, \tau_{0}\right]$, then, for small $a$, we will also have $\nu(t+a)<\delta$ for $t \in\left[0, \tau_{0}\right]$.

Following similar ideas as in [BC], we can now prove the uniqueness of $\epsilon$-regular solutions.

Let $\phi(t), 0 \leq t \leq t_{0}$, be an $\epsilon$-regular solution starting in $x_{0} \in B_{X^{1}}\left(y_{0}, r\right)$. Since $\phi \in C\left(\left[0, t_{0}\right], X^{1}\right)$, there exists $a_{0} \in\left(0, t_{0}\right]$ such that $\phi(a) \in B_{X^{1}}\left(y_{0}, r\right)$, for all $0<a \leq a_{0}$. Notice that $\phi_{a}(\cdot) \equiv \phi(a+\cdot) \in C\left(\left[0, t_{0}-a\right], X^{1+\epsilon}\right)$, and therefore $t^{\epsilon}\left\|\phi_{a}(t)\right\|_{X^{1+\epsilon}} \rightarrow 0$ as $t \rightarrow 0$. Moreover, $\phi_{a}$ is an $\epsilon$-regular mild solution of

$$
\begin{gather*}
\dot{x}=A x+f_{a}(t, x), \\
x(0)=\phi(a) . \tag{18}
\end{gather*}
$$

From Lemma 5 and the results of the existence part we have that there exists a unique $K$-solution of problem (18), $X_{f_{a}}(t, \phi(a))$, defined in $\left[0, \tau_{0}\right]$. Moreover, from Lemma 4, we get $X_{f_{a}}(t, \phi(a))=\phi_{a}(t)$ for all $0 \leq t \leq \min \left\{\tau_{0}, t_{0}-a\right\}$, for all $0<a \leq a_{0}$. In particular this implies that without loss of generality we can assume that $t_{0} \geq \tau_{0}$, since if this is not the case we can define $\tilde{\phi}(t)=\phi(t)$ for $0 \leq t \leq t_{0}$ and $\tilde{\phi}(t)=X_{f_{a_{0}}}\left(t-a_{0}, \phi\left(a_{0}\right)\right)$ for $t_{0} \leq t \leq \tau_{0}$, and from the results above $\tilde{\phi}$ is also an $\epsilon$-regular solution starting at $x_{0}$.

In view of the definition of a $K$-solution, the only thing we need to show is that $t^{\epsilon}\|\phi(t)\|_{X^{1+\epsilon}} \leq \mu$ for all $0<t \leq \tau_{0}$. But, for $0<a<a_{0}$,

$$
\begin{aligned}
t^{\epsilon}\|\phi(t)\|_{X^{1+\epsilon}} & \leq t^{\epsilon}\|\phi(t)-\phi(t+a)\|_{X^{1+\epsilon}}+t^{\epsilon}\left\|X_{f_{a}}(t, \phi(a))\right\|_{X^{1+\epsilon}} \\
& \leq t^{\epsilon}\|\phi(t)-\phi(t+a)\|_{X^{1+\epsilon}}+\mu
\end{aligned}
$$

For $0<t \leq \tau_{0}$ fixed, letting $a \rightarrow 0$ we have that $t^{\epsilon}\|\phi(t)-\phi(t+a)\|_{X^{1+\epsilon}} \rightarrow 0$, which implies that $t^{\epsilon}\|\phi(t)\|_{X^{1+\epsilon}} \leq \mu$ for all $t \in\left(0, \tau_{0}\right]$. This concludes the uniqueness part of the theorem.

For the case where $\gamma(\epsilon)>\rho \epsilon$, we proceed as follows. Let us define $y(t)=x(a t)$, for some $a<1$. The equation for $y$ is $\dot{y}=\tilde{A} y+\tilde{f}(t, y)$, where $\tilde{f}(t, x)=a f(a t, x)$, $\tilde{A}=a A$. Moreover, notice that $x(t)$ is a solution of the original equation in $\left(0, \tau_{0}\right]$ if and only if $y(t), t \in\left[0, a \tau_{0}\right]$, is a solution of the new equation. For this new equation, applying the existence part of the theorem, we can find a positive number $\tilde{r}$ such that the conclusions of the theorem are valid. Notice that from (13) we have

$$
\tilde{r}=\frac{1}{4 \tilde{M}\left(8 \tilde{c} \tilde{M} B_{\epsilon}^{\epsilon}\right)^{\frac{1}{\rho-1}}}
$$

where $\tilde{r}, \tilde{c}$ and $\tilde{M}$ are constants related to the new equations. Let us relate $\tilde{r}, \tilde{c}, \tilde{M}$ with $r, c$ and $M$. Denote by $\tilde{X}^{\alpha}$ the fractional power spaces associated to the operator $\tilde{A}$. Note that $\|\cdot\|_{\tilde{X}^{\alpha}}=a^{\alpha}\|\cdot\|_{X^{\alpha}}$ and

$$
t^{\alpha-\beta}\left\|e^{a A t} x\right\|_{\tilde{X}^{\alpha}}=a^{\beta}(a t)^{\alpha-\beta}\left\|e^{A a t} x\right\|_{X^{\alpha}} \leq M a^{\beta}\|x\|_{X^{\beta}}=M\|x\|_{\tilde{X}^{\beta}}
$$

which implies that $\tilde{M}=M$. To see that $\tilde{c}=a^{\gamma(\epsilon)-\rho \epsilon+1-\rho} c$, observe that

$$
\begin{aligned}
\|\tilde{f}(t, y)\|_{\tilde{X}^{\gamma(\epsilon)}} & =a^{\gamma(\epsilon)+1}\|f(a t, y)\|_{X^{\gamma(\epsilon)}} \\
& \leq a^{\gamma(\epsilon)+1-\rho(1+\epsilon)} c\left(\nu(a t) a^{\rho(1+\epsilon)}(a t)^{-\gamma(\epsilon)}+\|y\|_{\tilde{X}^{1+\epsilon}}^{\rho}\right) \\
& \leq a^{\gamma(\epsilon)+1-\rho(1+\epsilon)} c\left(\tilde{\nu}(t) t^{-\gamma(\epsilon)}+\|y\|_{\tilde{X}^{1+\epsilon}}^{\rho}\right),
\end{aligned}
$$

where $\tilde{\nu}(t)=\nu(a t) a^{\rho(1+\epsilon)-\gamma(\epsilon)}$. The computations with the Lipschitz properties of $f$ are similar. From this we have

$$
\tilde{r}=\frac{1}{4 \tilde{M}\left(8 \tilde{c} \tilde{M} B_{\epsilon}^{\epsilon}\right)^{\frac{1}{\rho-1}}}=r a^{(\rho \epsilon-\gamma(\epsilon)) /(\rho-1)+1}
$$

This implies that if $\left\|y_{0}-x_{0}\right\|_{\tilde{X}^{1}}<\tilde{r}$ there exists a $\tilde{\tau}_{0}$ such that the solution of $\dot{\tilde{x}}=\tilde{A} \tilde{x}+\tilde{f}(t, \tilde{x})$ starting in $x_{0}$ is defined in $\left[0, \tilde{\tau}_{0}\right]$. Therefore, if

$$
\left\|y_{0}-x_{0}\right\|_{X^{1}}<r a^{(\rho \epsilon-\gamma(\epsilon)) /(\rho-1)}
$$

then $\dot{x}=A x+f(t, x)$ has the solution $x\left(t, x_{0}\right)=\tilde{x}\left(\frac{t}{a}, x_{0}\right)$ defined in $\left[0, a \tilde{\tau}_{0}\right]$. Since $a$ can be chosen arbitrarily small and $\gamma(\epsilon)>\rho \epsilon$, we see that solutions have a common interval of existence on bounded subsets of $X^{1}$.

Finally, if $t \rightarrow f(t, x)$ is locally Hölder continuous for $t>0$, uniformly on bounded sets of $X^{1+\epsilon}$, by standard regularity arguments (see for example [HE]) we obtain the regularity stated in the theorem.

This concludes the proof of the theorem.
From Theorem 1 we have the following
Corollary 2. If $f$ is as in Theorem 1 and if $K$ is a precompact set in $X^{1}$, then there exists a $\tau_{0}=\tau(K)$ such that the $\epsilon$-regular solution starting at $x_{0}$ exists for time $\tau_{0}$ for any $x_{0} \in K$

Proof. By Theorem 1, for any $y_{0} \in \bar{K} \equiv C l(K)$ there exist a $r\left(y_{0}\right)$ and a $\tau\left(y_{0}\right)$ such that for any $x_{0} \in X^{1}$ with $\left\|x_{0}-y_{0}\right\|_{X^{1}}<r\left(y_{0}\right)$ the unique $\epsilon$-regular solution exists in $\left[0, \tau\left(y_{0}\right)\right]$. By the compactness of $\bar{K}$ we can choose $y_{1}, \cdots, y_{n} \in \bar{K}$ such that $K \subset \bigcup B_{X^{1}}\left(y_{i}, r\left(y_{i}\right)\right)$. Choosing $\tau_{0}=\min \left\{\tau\left(y_{i}\right): 1 \leq i \leq n\right\}$, we prove the corollary.

We now prove a result on the maximal time of existence of $\epsilon$-regular solutions.
Proposition 1. If $f$ is as in Theorem 1 and $x\left(t, x_{0}\right)$ is an $\epsilon$-regular solution starting at $x_{0}$ with a maximal time of existence $\tau_{m}<\infty$, then $\lim _{t \rightarrow \tau_{m}^{-}}\left\|x\left(t, x_{0}\right)\right\|_{X^{1+\delta}}=$ $\infty$, for any $0<\delta<\epsilon$. If, moreover, $\gamma(\epsilon)>\rho \epsilon$, then also $\lim _{t \rightarrow \tau_{m}^{-}}\left\|x\left(t, x_{0}\right)\right\|_{X^{1}}=\infty$.
Proof. It is easy to check that if $f$ is $\epsilon$-regular relative to $\left(X^{1}, X^{0}\right)$ with $\gamma(\epsilon) \geq \rho \epsilon$, then for any $0<\delta<\epsilon, f$ is $\epsilon^{*}$-regular relative to $\left(X^{1+\delta}, X^{\delta}\right)$, for $\epsilon^{*}=\epsilon-\delta$, with $\gamma\left(\epsilon^{*}\right)>\rho \epsilon^{*}$. Also, if $\gamma(\epsilon)>\rho \epsilon$, then we can take $\delta=0$. Assume the solution remains bounded in $X^{1+\delta}$ along a sequence that converges to $\tau_{m}$. Then, using Theorem 1 for the pair $\left(X^{1+\delta}, X^{\delta}\right)$ and the uniform existence time on bounded sets, we get that the solution can be extended beyond $\tau_{m}$, which is a contradiction. This proves the proposition.

In the autonomous case, $f$ is often an $\epsilon$-regular map for a range of values of the parameter $\epsilon$. In this direction we have the following:

Corollary 3. If $f$ is an $\epsilon$-regular map for all $\epsilon \in\left(\epsilon_{0}, \epsilon_{1}\right]$ and if we denote by $x_{\epsilon}\left(t, x_{0}\right)$ the unique $\epsilon$-regular solution starting at $x_{0}$, for $\epsilon \in\left(\epsilon_{0}, \epsilon_{1}\right]$, then $x_{\epsilon}=x_{\epsilon_{1}}$ and $x \in C\left((0, \tau], X^{1+\gamma\left(\epsilon_{1}\right)}\right)$.

If $f$ is a time-independent map which is $\epsilon$-regular, for $\epsilon \in I$, relative to the pair ( $X^{1}, X^{0}$ ), we classify the map in the following way:

- If $I=\left[0, \epsilon_{1}\right]$ for some $\epsilon_{1}>0$ and $\gamma(0)>0$, we say that $f$ is a subcritical map relative to $\left(X^{1}, X^{0}\right)$.
- If $I=\left[0, \epsilon_{1}\right]$ for some $\epsilon_{1}>0$ with $\gamma(\epsilon)=\rho \epsilon, \epsilon \in I$, and if $f$ is not subcritical, then we say that $f$ is a critical map relative to $\left(X^{1}, X^{0}\right)$.
- If $I=\left(0, \epsilon_{1}\right]$ for some $\epsilon_{1}>0$ with $\gamma(\epsilon)=\rho \epsilon, \epsilon \in I$, and $f$ is not subcritical or critical, then we say that $f$ is a double-critical map relative to $\left(X^{1}, X^{0}\right)$.
- If $I=\left[\epsilon_{0}, \epsilon_{1}\right]$ for some $\epsilon_{1}>\epsilon_{0}>0$ with $\gamma\left(\epsilon_{0}\right)>\rho \epsilon_{0}$ and $f$ is not subcritical, critical or double critical, then we say that $f$ is an ultra-subcritical map relative to $\left(X^{1}, X^{0}\right)$.
- If $I=\left[\epsilon_{0}, \epsilon_{1}\right]$ for some $\epsilon_{1}>\epsilon_{0}>0$ with $\gamma(\epsilon)=\rho \epsilon, \epsilon \in I$, and if $f$ is not subcritical, critical, double critical or ultra-subcritical, then we say that $f$ is an ultra-critical map relative to $\left(X^{1}, X^{0}\right)$.
Note that if $f$ is subcritical then $f: X^{1} \rightarrow X^{\gamma(0)}, \gamma(0)>0$, which is the usual definition of subcritical map. When $f$ is a critical map it takes $X^{1}$ into $X^{0}$ but there is no positive constant $\alpha$ such that $f$ takes $X^{1}$ into $X^{\alpha}$. When $f$ is double-critical (this name first appears in $[\mathrm{BC}]$ ) it is not defined as a map from $X^{1}$ into $X^{0}$ but it is $\epsilon$-regular for arbitrarily small positive values of $\epsilon$. When $f$ is ultra-subcritical or ultra-critical it is not a well defined map in $X^{1+\epsilon}$ for small values of $\epsilon>0$, and it is only an $\epsilon$-regular map when $\epsilon \geq \epsilon_{0}>0$, for some $\epsilon_{0}$. The main difference between ultra-subcritical and ultra-critical maps is that for the former the time of existence of the solution can be chosen uniformly on bounded sets of $X^{1}$, while for the latter this is still an unknown property.

In Section 3 we will supply several examples of nonlinearities, coming from the Navier-Stokes and heat equations, and will classify them according to the above scheme.

## 3. Applications

It is clear from the results in the previous section that for a given problem $\dot{x}=A x+f(t, x)$, where $A$ is a sectorial operator with fractional powers $X^{\alpha}, \alpha \in \mathbb{R}$, we need to study these fractional power spaces and the $\epsilon$-regularity properties of the map $f$. In this way the local existence of solutions for this problem is reduced to a good knowledge of the linear operator $A$.

The characterization of fractional power spaces is a very interesting and difficult subject. For the cases considered here (that is, the Stokes operator in the Hilbert setting and the Dirichlet Laplacian in $\left.L^{p}(\Omega), 1<p<\infty\right)$, these characterizations are well known (see [vW] for the Stokes operator and [Tri, p. 103], [PS] for the Dirichlet Laplacian in a $C^{2}$ domain). These characterizations are not so well known for other elliptic operators and boundary conditions, but there are results with more regular coefficients and domains (see, for example [S, Fu]). We point out that for the results presented here we do not need a complete characterization of the fractional power spaces, but rather its embedding relations with the $L^{p}(\Omega)$ spaces (see (22), (25)).

In the following examples we show how this technique considerably simplifies the study of local existence in parabolic equations and Navier-Stokes equations with critically growing nonlinearities as seen in [KF, FK, BC, W1, W2].

In this section we will constantly use certain well known embeddings that we summarize as:

$$
\begin{align*}
& H_{p_{1}}^{l_{1}}(\Omega) \hookrightarrow H_{p_{2}}^{l_{2}}(\Omega), \quad \text { if } \frac{l_{1}}{N}-\frac{1}{p_{1}} \geq \frac{l_{2}}{N}-\frac{1}{p_{2}}, 1<p_{1} \leq p_{2}<\infty \\
& H_{p}^{l}(\Omega) \hookrightarrow C^{\eta}(\bar{\Omega}), \quad \text { if } l-\frac{N}{p}>\eta>0 \tag{19}
\end{align*}
$$

where the spaces $H_{p}^{l}(\Omega)$ are the Bessel potentials, also called Lebesgue spaces (see [AD]). Notice that $H_{p}^{l}(\Omega)=W^{l, p}(\Omega)$, the standard Sobolev-Slobodeckii spaces, whenever $p=2$ and $l \in \mathbb{R}$, or $p>1$ and $l$ is an integer (see [AD]).
3.1. Navier-Stokes Equations. Consider the $N$-dimensional Navier-Stokes system; that is, if $\Omega \subset \mathbb{R}^{N}$ is a bounded smooth domain,

$$
\begin{align*}
& u_{t}=\Delta u-\nabla p+g-(u \cdot \nabla) u, \quad x \in \Omega \\
& \operatorname{div}(u)=0, \quad x \in \Omega  \tag{20}\\
& u=0, \quad x \in \partial \Omega
\end{align*}
$$

where $u \in \mathbb{R}^{N}$ is the velocity field, $p$ is the pressure and $g$ is the external force.
It is a standard procedure to set this problem in an abstract context by using the orthogonal projection $P: L^{2}\left(\Omega, \mathbb{R}^{N}\right) \rightarrow H$, where $H$ is the closure of $\{u \in$ $\left.C^{2}\left(\Omega, \mathbb{R}^{N}\right): \operatorname{div}(u)=0, u \cdot n=0\right\}$ in $L^{2}\left(\Omega, \mathbb{R}^{N}\right)$. In this way the problem becomes

$$
\begin{equation*}
\dot{u}=A u+f(u)+h(t) \tag{21}
\end{equation*}
$$

where $A: D(A) \subset H \rightarrow H, D(A)=H^{2}\left(\Omega, \mathbb{R}^{N}\right) \cap V, V=\left\{u \in H_{0}^{1}\left(\Omega, \mathbb{R}^{N}\right):\right.$ $\operatorname{div}(u)=0\}, A=P \Delta, f(u)=-P(u \cdot \nabla) u$ and $h=P g$. The operator $A$ is self-adjoint and positive.

In their very nice papers [KF, FK], Fujita and Kato search for the largest fractional power space in which a local-existence and uniqueness theorem for the problem (21) can be proved, for $N=3$. They arrive at the following result: If $u_{0} \in D\left(A^{\frac{1}{4}}\right)$ and $\|h(t)\|_{H}=o\left(t^{-\frac{3}{4}}\right)$, then there exist $T>0$ and a curve $u(t)$ such that

- $u:[0, T] \rightarrow H$ is continuous and $u(0)=u_{0}$;
- $A^{\frac{1}{2}} u(t)$ is continuous in $H$ for $t \in(0, T]$, and $\lim _{t \rightarrow 0^{+}} t^{\frac{1}{4}}\left\|A^{\frac{1}{2}} u(t)\right\|_{H}=0$;
- $A^{\frac{3}{4}} u(t)$ is continuous in $H$ for $t \in(0, T]$, and $\lim _{t \rightarrow 0^{+}} t^{\frac{1}{2}}\left\|A^{\frac{3}{4}} u(t)\right\|_{H}=0$;
- $u(t)$ satisfies the integral equation (7) for $t \in[0, T]$;
- if $h$ is locally Hölder continuous in $(0, T]$, then $u:(0, T] \rightarrow H$ is continuously differentiable and satisfies (21); and
- the solution found is unique in the class of functions satisfying the first four properties above.
We will show that this result can be easily obtained (in an even more general form) from the results in the previous section. Moreover we will obtain uniqueness of local solutions for this problem in a larger class of functions.

The operator $A$ has an associated scale of fractional power spaces $E^{\alpha}, \alpha \in \mathbb{R}$, which satisfy $E^{0}=H$ and $E^{\alpha} \hookrightarrow H^{2 \alpha}\left(\Omega, \mathbb{R}^{N}\right), \alpha \geq 0$. From this and the continuity of the projection $P: L^{p}\left(\Omega, \mathbb{R}^{N}\right) \rightarrow L_{\sigma}^{p}\left(\Omega, \mathbb{R}^{N}\right), 1<p<\infty$, we obtain the following embeddings:

$$
\begin{array}{ll}
E^{\alpha} \hookrightarrow L_{\sigma}^{r}\left(\Omega, \mathbb{R}^{N}\right) r \leq \frac{2 N}{N-4 \alpha}, & 0 \leq \alpha<\frac{N}{4}  \tag{22}\\
E^{\alpha} \hookleftarrow L_{\sigma}^{s}\left(\Omega, \mathbb{R}^{N}\right) s \geq \frac{2 N}{N-4 \alpha}, & -\frac{N}{4}<\alpha \leq 0
\end{array}
$$

where $L_{\sigma}^{r}$ is the closure of $\left\{u \in C^{2}\left(\Omega, \mathbb{R}^{N}\right): \operatorname{div} u=0, u \cdot n=0\right\}$ in $L^{r}\left(\Omega, \mathbb{R}^{N}\right)$ (see $[\mathrm{vW}])$. The realization of $A$ in $E^{\alpha}$ (denoted by $A_{\alpha}$ ) is an isometry from $E^{\alpha+1}$ into $E^{\alpha}$, and $A_{\alpha}: D\left(A_{\alpha}\right)=E^{\alpha+1} \subset E^{\alpha} \rightarrow E^{\alpha}$ is a sectorial operator. Furthermore, $D\left(A_{\alpha}^{\beta}\right)=E^{\alpha+\beta}$.

Denote $X^{\alpha}:=E^{\alpha-\frac{3}{4}}, \alpha \in \mathbb{R}$, and let $A: X^{1} \subset X^{0} \rightarrow X^{0}$ be the operator $A_{-\frac{3}{4}}$.
Lemma 6. For $N=3$, the nonlinearity $f$ in (21) is an $\epsilon$-regular map relative to $\left(X^{1}, X^{0}\right)$, for $\frac{1}{4} \leq \epsilon \leq \frac{3}{8}$. In this case $\rho=2$ and $\gamma(\epsilon)=2 \epsilon$. Therefore the nonlinearity is an ultra-critical map relative to $\left(X^{1}, X^{0}\right)$.

Proof. If $\frac{1}{4} \leq \epsilon \leq \frac{3}{8}$, then

$$
\begin{equation*}
L_{\sigma}^{\frac{6}{6-8 \epsilon}} \hookrightarrow X^{2 \epsilon}, \quad X^{1+\epsilon} \hookrightarrow H^{1 / 2+2 \epsilon} \hookrightarrow \mathbb{H}_{\frac{3}{2-2 \epsilon}}^{1} \hookrightarrow L^{\frac{3}{1-2 \epsilon}} . \tag{23}
\end{equation*}
$$

From this we have

$$
\begin{aligned}
\|P(u \cdot \nabla) u\|_{X^{2 \epsilon}} & \leq c\|P(u \cdot \nabla) u\|_{L_{\sigma}^{\frac{6}{\sigma-8 \epsilon}}} \leq c\|(u \cdot \nabla) u\|_{L^{\frac{6}{6-8 \epsilon}}} \\
& \leq c\|u\|_{L^{\frac{6}{6-8 \epsilon} r}}\|\nabla u\|_{L^{\frac{6}{6-8 \epsilon}} r^{\prime}}
\end{aligned}
$$

Choosing $r=\frac{3-4 \epsilon}{1-2 \epsilon}$ and $r^{\prime}=\frac{3-4 \epsilon}{2-2 \epsilon}$ we get

$$
\|P(u \cdot \nabla) u\|_{X^{2 \epsilon}} \leq c\|u\|_{L^{\frac{6}{2-4 \epsilon}}}\|\nabla u\|_{L^{\frac{3}{2-2 \epsilon}}} \leq c\|u\|_{X^{1+\epsilon}}^{2} .
$$

Similarly we obtain

$$
\|P(u \cdot \nabla) u-P(v \cdot \nabla) v\|_{X^{2 \epsilon}} \leq c\|u-v\|_{X^{1+\epsilon}}\left(1+\|u\|_{X^{1+\epsilon}}+\|v\|_{X^{1+\epsilon}}\right) .
$$

This concludes the proof of the lemma.
It is clear from the previous lemma that the following holds.
Lemma 7. If the forcing term $h$ goes from $(0, T]$ to $X^{\gamma(\epsilon)}$, for some $\epsilon \in\left[\frac{1}{4}, \frac{3}{8}\right]$, and satisfies $\|h(t)\|_{X^{\gamma(\epsilon)}} \leq \nu(t) t^{-2 \epsilon}$, where $0 \leq \nu(t) \leq \delta, \nu(t) \rightarrow 0$ as $t \rightarrow 0^{+}$, then $f(u)+h(t) \in \mathcal{F}(\nu(\cdot))$.

From Theorem 1 and the above lemmas we have that
Theorem 2. If there exists an $\epsilon \in\left[\frac{1}{4}, \frac{3}{8}\right]$ such that $h:(0, T] \rightarrow X^{2 \epsilon}$ and $t^{2 \epsilon}\|h(t)\|_{X^{\gamma(\epsilon)}}=\mathrm{o}(1)$; then, for any $u_{0} \in X^{1}$, the problem (21) has a unique $\epsilon$-regular solution starting in $u_{0}$. Moreover this solution satisfies $t^{\theta}\left\|u\left(t, u_{0}\right)\right\|_{X^{1+\theta}} \rightarrow$ $0, \forall 0<\theta<\gamma(\epsilon)=2 \epsilon$.

Corollary 4 (Fujita \& Kato). If $h:(0, T] \rightarrow X^{\frac{3}{4}}=H$ and $t^{\frac{3}{4}}\|h(t)\|_{H}=\mathrm{o}(1)$, then, for any $u_{0} \in X^{1}=D\left(A^{\frac{1}{4}}\right)$, the problem (21) has a unique $\frac{3}{8}$-regular solution starting in $u_{0}$. Moreover this solution satisfies $t^{\theta}\left\|u\left(t, u_{0}\right)\right\|_{X^{1+\theta}} \rightarrow 0, \forall 0<\theta<\frac{3}{4}$. In particular, for $\theta=\frac{1}{4}$ and $\theta=\frac{1}{2}$ we have

$$
\begin{aligned}
\lim _{t \rightarrow 0^{+}} t^{\frac{1}{4}}\left\|A^{\frac{1}{2}} u(t)\right\|_{H} & =0 \\
\lim _{t \rightarrow 0^{+}} t^{\frac{1}{2}}\left\|A^{\frac{3}{4}} u(t)\right\|_{H} & =0 .
\end{aligned}
$$

3.2. Heat Equations: $L^{q}$ Theory. There is a series of very interesting papers [W1, W2, BC] that study in the spaces $L^{q}(\Omega)$ the model equation

$$
\begin{gather*}
u_{t}=\Delta u+u|u|^{\rho-1}, \quad x \in \Omega  \tag{24}\\
u=0, \quad x \in \partial \Omega
\end{gather*}
$$

where $\Omega \subset \mathbb{R}^{N}$ is a bounded smooth domain. The aim is to establish for each value of $q$ the largest value of $\rho$ for which one may have existence and (maybe) uniqueness of solutions for (24).

In this section we show that most of the results in [W1, W2, BC] can be easily obtained from the results in Section 2. The basic results obtained in [W1, W2, BC] are the following.

Theorem 3 (Brezis \& Cazenáve). Assume that $q>N \frac{(\rho-1)}{2}$ and $q \geq 1$ (resp. $q=$ $\left.N \frac{(\rho-1)}{2}\right)$ and $\left.q>1\right), N \geq 1$. Given any $u_{0} \in L^{q}(\Omega)$, there exist a time $T=$ $T\left(u_{0}\right)>0$ and a unique function $u \in C\left([0, T], L^{q}(\Omega)\right)$ with $u(0)=u_{0}$ which is a classical solution of (24) on $(0, T) \times \bar{\Omega}$ in the sense that $u$ is $C^{1}$ in $t \in(0, t)$ and $C^{2}$ in $x \in \bar{\Omega}$. Moreover, we have:

- for all $t \in(0, T]$

$$
\|u(t)-v(t)\|_{L^{q}(\Omega)}+t^{\frac{N}{2 q}}\|u(t)-v(t)\|_{L^{\infty}(\Omega)} \leq C\left\|u_{0}-v_{0}\right\|_{L^{q}(\Omega)}
$$

where $T=\min \left\{T\left(u_{0}\right), T\left(v_{0}\right)\right\}$ and $C$ can be estimated in terms of $\left\|u_{0}\right\|_{L^{q}(\Omega)}$ and $\left\|v_{0}\right\|_{L^{q}(\Omega)} ;$ and

- $\lim _{t \rightarrow 0^{+}} t^{\frac{N}{q q}}\|u(t)\|_{L^{\infty}(\Omega)}=0$.

Furthermore, the time $T$ can be chosen uniformly in compact subsets of $L^{q}(\Omega)$.
The operator $L=\Delta$ with Dirichlet boundary conditions in a bounded and smooth domain $\Omega$ can be seen as an unbounded operator in $E_{q}^{0}=L^{q}(\Omega)$, for $1<q<\infty$, with domain $E_{q}^{1}=W^{2, q}(\Omega) \cap W_{0}^{1, q}(\Omega)$. The scale of fractional powers spaces $\left\{E_{q}^{\alpha}\right\}_{\alpha \in \mathbb{R}}$ associated to $L$ satisfy

$$
\begin{aligned}
& E_{q}^{\alpha} \hookrightarrow H_{q}^{2 \alpha}(\Omega), \quad \alpha \geq 0, \quad 1<q<\infty \\
& E_{q}^{-\alpha}=\left(E_{q^{\prime}}^{\alpha}\right)^{\prime}, \quad \alpha \geq 0, \quad 1<q<\infty, \quad q^{\prime}=\frac{q}{q-1}
\end{aligned}
$$

(see [AM2]). Therefore, from (19) and standard duality arguments, we get

$$
\begin{align*}
& E_{q}^{\alpha} \hookrightarrow L^{r}(\Omega) \quad \text { for } r \leq \frac{N q}{N-2 \alpha q}, \quad 0 \leq \alpha<\frac{N}{2 q} \\
& E_{q}^{0}=L^{q}(\Omega),  \tag{25}\\
& E_{q}^{\alpha} \hookleftarrow L^{s}(\Omega) \quad \text { for } s \geq \frac{N q}{N-2 \alpha q}, \quad-\frac{N}{2 q^{\prime}}<\alpha \leq 0
\end{align*}
$$

Moreover, the realization of $L$ in $E_{q}^{\alpha}$ (denoted by $L_{\alpha}$ ) is an isometry from $E_{q}^{\alpha+1}$ into $E^{\alpha}$, and $L_{\alpha}: D\left(L_{\alpha}\right)=E_{q}^{\alpha+1} \subset E_{q}^{\alpha} \rightarrow E_{q}^{\alpha}$ is a sectorial operator. Furthermore, $D\left(L_{\alpha}^{\beta}\right)=E_{q}^{\alpha+\beta}$.

Denote $X_{q}^{\alpha}:=E_{q}^{\alpha-1}, \alpha \in \mathbb{R}$, and let $A_{q}: X_{q}^{1} \subset X_{q}^{0} \rightarrow X_{q}^{0}$ be the operator $L_{-1}$. The fractional power spaces associated to $A_{q}$ satisfy

$$
\left.\begin{array}{l}
X_{q}^{\alpha} \hookrightarrow L^{r}(\Omega) \quad \text { for } r \leq \frac{N q}{N+2 q-2 \alpha q}, \quad 1 \leq \alpha<1+\frac{N}{2 q} \\
X_{q}^{1}=L^{q}(\Omega),  \tag{26}\\
X_{q}^{\alpha} \hookleftarrow L^{s}(\Omega) \quad \text { for } s \geq \frac{N q}{N+2 q-2 \alpha q}, \quad 1-\frac{N}{2 q^{\prime}}<\alpha \leq 1
\end{array}\right\}
$$

with continuous embeddings.
If we consider $f: \mathbb{R} \rightarrow \mathbb{R}$ given by $f(u)=u|u|^{\rho-1}$, or in general $f$ satisfying $|f(u)-f(v)| \leq c|u-v|\left(|u|^{\rho-1}+|v|^{\rho-1}+1\right)$, we have the following.
Lemma 8 (Critical Nonlinearities). If $1<q<\infty$ and $q=N(\rho-1) / 2$, then :

- If $q>\frac{N}{N-2}$, then $f$ is an $\epsilon$-regular map relative to $\left(X_{q}^{1}, X_{q}^{0}\right)$ for $0=\epsilon_{0}(q) \leq$ $\epsilon<\frac{N}{N+2 q}$ and $\gamma(\epsilon)=\rho \epsilon$. Therefore $f$ is a critical map.
- If $q=\frac{N}{N-2}$, then $f$ is an $\epsilon$-regular map relative to $\left(X_{q}^{1}, X_{q}^{0}\right)$ for $0=\epsilon_{0}(q)<$ $\epsilon<\frac{N}{N+2 q}$ and $\gamma(\epsilon)=\rho \epsilon$. Therefore, $f$ is a double-critical map.
- If $1<q<\frac{N}{N-2}$, then $f$ is an $\epsilon$-regular map relative to $\left(X_{q}^{1}, X_{q}^{0}\right)$ for $0<$ $\epsilon_{0}(q)<\epsilon<\frac{N}{N+2 q}$ for $\epsilon_{0}(q)=\frac{N}{N+2 q}\left(1-\frac{N}{2}\left(1-\frac{1}{q}\right)\right)>0$ and $\gamma(\epsilon)=\rho \epsilon$. Therefore, $f$ is an ultra-critical map.

Proof. Just use the embeddings (26).
Now it is clear that, applying Theorem 1, for each $u_{0} \in L^{q}(\Omega)$ we have the existence of a unique $\epsilon$-regular solution of the above problem, starting at $u_{0}$, for any $\epsilon \in\left(\epsilon_{0}(q), \frac{N}{N+2 q}\right)$. Moreover, for any $0<\theta<\gamma\left(\frac{N}{N+2 q}\right)=1$, this solution satisfies

$$
\begin{gathered}
t^{\theta}\|u(t)\|_{X^{1+\theta}} \rightarrow 0, \text { as } t \rightarrow 0^{+} \\
t^{\theta}\left\|u\left(t, u_{0}\right)-u\left(t, v_{0}\right)\right\|_{X^{1+\theta}} \leq C\left\|u_{0}-v_{0}\right\|_{L^{q}}, \quad 0<t<\tau\left(u_{0}, v_{0}\right)
\end{gathered}
$$

In particular, since $X_{q}^{1}=L^{q}(\Omega)$, we get that $X^{1+\theta} \hookrightarrow W^{2 \theta, q} \hookrightarrow L^{p}$ for $p=\frac{N q}{N-2 \theta q}>$ $q$, if $\theta>0$. Therefore, there exists a $p_{0}>q$ such that

$$
\begin{gather*}
t^{\frac{N}{2}\left(\frac{1}{q}-\frac{1}{p_{0}}\right)}\|u(t)\|_{L^{p_{0}}} \xrightarrow{t \rightarrow 0^{+}} 0  \tag{27}\\
t^{\frac{N}{2}\left(\frac{1}{q}-\frac{1}{p_{0}}\right)}\left\|u\left(t, u_{0}\right)-u\left(t, v_{0}\right)\right\|_{L^{p_{0}}} \leq C\left\|u_{0}-v_{0}\right\|_{L^{q}}, \quad 0<t<\tau\left(u_{0}, v_{0}\right) .
\end{gather*}
$$

Now it is possible to apply a bootstrap argument to show that in fact

$$
\begin{align*}
& t^{\frac{N}{2 q}}\|u(t)\|_{L^{\infty}} \rightarrow 0 \text { as } t \rightarrow 0^{+},  \tag{28}\\
& t^{\frac{N}{2 q}}\left\|u\left(t, u_{0}\right)-u\left(t, v_{0}\right)\right\|_{L^{\infty}} \leq C\left\|u_{0}-v_{0}\right\|_{L^{q}}, \quad 0<t<\tau\left(u_{0}, v_{0}\right) .
\end{align*}
$$

For this let us establish the following lemma:
Lemma 9. There exists $\eta>0$ small enough so that if $p \geq p_{0}$, then

$$
\frac{N}{2}\left(\frac{\rho}{p}-\frac{1}{p+\eta}\right)<1, \quad \forall p \geq p_{0}
$$

Proof. Note that

$$
\frac{N}{2}\left(\frac{\rho}{p}-\frac{1}{p+\eta}\right)=\frac{q}{p}+\frac{N}{2}\left(\frac{1}{p}-\frac{1}{p+\eta}\right) \leq \frac{q}{p_{0}}+\frac{N}{2}\left(\frac{1}{p}-\frac{1}{p+\eta}\right)
$$

Choose $\eta$ so small that $\frac{N}{2}\left(\frac{1}{p}-\frac{1}{p+\eta}\right)<1-\frac{q}{p_{0}}$, for all $p \geq p_{0}$. This proves the result.

The next step is to use an induction argument as follows:
Lemma 10. Let $\eta$ and $p_{0}$ be as above and define the sequence $p_{n}$ by $p_{n+1}=p_{n}+\eta$. If

$$
t^{\frac{N}{2}\left(\frac{1}{q}-\frac{1}{p_{n}}\right)}\|u(t)\|_{L^{p_{n}}(\Omega)} \rightarrow 0 \quad \text { as } t \rightarrow 0^{+}
$$

then

$$
t^{\frac{N}{2}\left(\frac{1}{q}-\frac{1}{p}\right)}\|u(t)\|_{L^{p}(\Omega)} \rightarrow 0 \quad \text { as } t \rightarrow 0^{+} \forall p \in\left[p_{n}, p_{n+1}\right] .
$$

Proof. Using the expression

$$
u(t)=e^{-\Delta \frac{t}{2}} u\left(\frac{t}{2}\right)+\int_{\frac{t}{2}}^{t} e^{-\Delta(t-s)} f(u(s)) d s
$$

we have

$$
\begin{aligned}
& t^{\frac{N}{2}\left(\frac{1}{q}-\frac{1}{p}\right)}\|u\|_{L^{p}} \\
& \leq t^{\frac{N}{2}\left(\frac{1}{q}-\frac{1}{p}\right)}\left\|e^{-\Delta \frac{t}{2}} u\left(\frac{t}{2}\right)\right\|_{L^{p}}+t^{\frac{N}{2}\left(\frac{1}{q}-\frac{1}{p}\right)} \int_{\frac{t}{2}}^{t}(t-s)^{-\frac{N}{2}\left(\frac{\rho}{p_{n}}-\frac{1}{p}\right)}\|f(u)\|_{L^{\frac{p_{n}}{\rho}}} \\
& \leq t^{\frac{N}{2}\left(\frac{1}{q}-\frac{1}{p}\right)}\left\|e^{-\Delta \frac{t}{2}} u\left(\frac{t}{2}\right)\right\|_{L^{p}}+c t^{\frac{N}{2}\left(\frac{1}{q}-\frac{1}{p}\right)} \int_{\frac{t}{2}}^{t}(t-s)^{-\frac{N}{2}\left(\frac{\rho}{p_{n}}-\frac{1}{p}\right)}\left(1+\|u\|_{L^{p_{n}}}^{\rho}\right) \\
& \leq t^{\frac{N}{2}\left(\frac{1}{q}-\frac{1}{p}\right)}\left(\frac{t}{2}\right)^{\frac{N}{2}\left(\frac{1}{p}-\frac{1}{p_{n}}\right)}\left\|u\left(\frac{t}{2}\right)\right\|_{L^{p_{n}}}+c t^{\frac{N}{2}\left(\frac{1}{q}-\frac{1}{p}\right)} \int_{\frac{t}{2}}^{t}(t-s)^{-\frac{N}{2}\left(\frac{\rho}{p_{n}}-\frac{1}{p}\right)} d s \\
& +c t^{\frac{N}{2}\left(\frac{1}{q}-\frac{1}{p}\right)} \int_{\frac{t}{2}}^{t}(t-s)^{-\frac{N}{2}\left(\frac{\rho}{p_{n}}-\frac{1}{p}\right)} s^{-\frac{N}{2}\left(\frac{1}{q}-\frac{1}{p_{n}}\right) \rho} d s \sup _{0 \leq s \leq t}\left(s^{\frac{N}{2}\left(\frac{1}{q}-\frac{1}{p_{n}}\right)}\|u(s)\|_{L^{p_{n}}(\Omega)}\right)^{\rho} \\
& \leq c \sup _{0<s<t}\left(s^{\frac{N}{2}\left(\frac{1}{q}-\frac{1}{p_{n}}\right)}\|u(s)\|_{L^{p_{n}}}\right)+c t^{\frac{N \rho}{2}\left(\frac{1}{q}-\frac{1}{p_{n}}\right)} \int_{\frac{1}{2}}^{1}(1-s)^{-\frac{N}{2}\left(\frac{\rho}{p_{n}}-\frac{1}{p}\right)} d s \\
& +c \int_{\frac{1}{2}}^{1}(1-s)^{-\frac{N}{2}\left(\frac{\rho}{p_{n}}-\frac{1}{p}\right)} s^{-\frac{N}{2}\left(\frac{1}{q}-\frac{1}{p_{n}}\right) \rho} d s \sup _{0 \leq s \leq t}\left(s^{\frac{N}{2}\left(\frac{1}{q}-\frac{1}{p_{n}}\right)}\|u(s)\|_{L^{p_{n}}(\Omega)}\right)^{\rho} .
\end{aligned}
$$

Notice that from the previous lemma we have $\frac{N}{2}\left(\frac{\rho}{p_{n}}-\frac{1}{p}\right)<1$, and therefore all the integrals are well defined. Hence $\sup \left(s^{\frac{N}{2}\left(\frac{1}{q}-\frac{1}{p_{n}}\right)}\|u(s)\|_{L^{p_{n}}}\right) \rightarrow 0$ as $t \rightarrow 0^{+}$. Also, since $p_{n}>q$ we have $t^{\frac{N \rho}{2}\left(\frac{1}{q}-\frac{1}{p_{n}}\right)} \rightarrow 0$ as $t \rightarrow 0$.

This concludes the proof.
Note that from (27) and the previous lemma we get that

$$
\begin{equation*}
t^{\frac{N}{2}\left(\frac{1}{q}-\frac{1}{p}\right)}\|u\|_{L^{p}} \rightarrow 0, \quad \forall p \geq p_{0} \tag{29}
\end{equation*}
$$

In order to estimate the $L^{\infty}$ norm we choose $p>\frac{N \rho}{2}$, and with a similar argument as above we can show that

$$
\begin{aligned}
& t^{\frac{N}{2 q}}\|u\|_{L^{\infty}} \leq t^{\frac{N}{2 q}}\left\|e^{-\Delta \frac{t}{2}} u\left(\frac{t}{2}\right)\right\|_{L^{\infty}}+t^{\frac{N}{2 q}} \int_{\frac{t}{2}}^{t}(t-s)^{-\frac{N \rho}{2 p}}\|f(u)\|_{L^{p / \rho}} \\
& \quad \leq t^{\frac{N}{2 q}}(t / 2)^{-\frac{N}{2 p}}\left\|u\left(\frac{t}{2}\right)\right\|_{L^{p}}+t^{\frac{N}{2 q}} \int_{\frac{t}{2}}^{t}(t-s)^{-\frac{N \rho}{2 p}} c\left(1+\|u\|_{L^{p}}^{\rho}\right) d s \\
& \quad \leq t^{\frac{N}{2}\left(\frac{1}{q}-\frac{1}{p}\right)}\|u(t)\|_{L^{p}}+c t^{\frac{N}{2 q}} \int_{\frac{t}{2}}^{t}(t-s)^{-\frac{N \rho}{2 p}} d s \\
& \quad+c t^{\frac{N}{2 q}} \int_{\frac{t}{2}}^{t}(t-s)^{-\frac{N \rho}{2 p}} s^{-\rho \frac{N}{2}\left(\frac{1}{q}-\frac{1}{p}\right)} d s \sup _{0<s<t}\left[s^{\frac{N}{2}\left(\frac{1}{q}-\frac{1}{p}\right)}\|u(s)\|_{L^{p}}\right]^{\rho} \rightarrow 0
\end{aligned}
$$

as $t \rightarrow 0$, because of reasons similar to the argument above.
This shows the first statement of (28).
For the second one the analysis is similar. Starting with the second statement of (27) and with a similar bootstrap argument as above, we can obtain the desired estimate.

Now it is not difficult to obtain certain estimates of the behavior of the $C^{\alpha}$ norm of the solutions as $t \rightarrow 0^{+}$. We have

Proposition 2. If $q=\frac{N(\rho-1)}{2}>1$ and $|f(u)-f(v)| \leq c|u-v|\left(|u|^{\rho-1}+|v|^{\rho-1}+1\right)$, then, for any $\eta<1$, we have

$$
\begin{gather*}
t^{1+\frac{N}{2 q}}\|u(t)\|_{C^{1, \eta}} \rightarrow 0 \quad \text { as } t \rightarrow 0 \\
t^{1+\frac{N}{2 q}}\|u(t)-v(t)\|_{C^{1, \eta}} \leq C\left\|u_{0}-v_{0}\right\|_{L^{q}} \tag{30}
\end{gather*}
$$

Proof. Let us start with the following result.
Lemma 11. With the hypothesis above, if $p$ is large enough, we have

$$
f: X_{p}^{1}=L^{p} \rightarrow L^{\frac{p}{\rho}} \hookrightarrow X_{p}^{\alpha}
$$

with $\alpha=\frac{N}{2 p}(\rho-1)$, and

$$
\|f(u)-f(v)\|_{X_{p}^{\alpha}} \leq c\|u-v\|_{X_{p}^{1}}\left(\|u\|_{X_{p}^{1}}^{\rho-1}+\|v\|_{X_{p}^{1}}^{\rho-1}+1\right)
$$

That is, $f$ is a subcritical map relative to the pair $\left(X_{p}^{1}, X_{p}^{0}\right)$.
Proof. We use (26) again.
Proof of the proposition. Let $\beta<1$ and choose $p$ large enough so that $\alpha=$ $\frac{N}{2 p}(\rho-1)<1-\beta$. Then

$$
\begin{aligned}
& t^{\beta+\frac{N}{2}\left(\frac{1}{q}-\frac{1}{p}\right)}\|u(t)\|_{X_{p}^{1+\beta}} \\
& \leq t^{\beta+\frac{N}{2}\left(\frac{1}{q}-\frac{1}{p}\right)}\left\|e^{-\Delta \frac{t}{2}} u\left(\frac{t}{2}\right)\right\|_{X_{p}^{1+\beta}}+t^{\beta+\frac{N}{2}\left(\frac{1}{q}-\frac{1}{p}\right)} \int_{\frac{t}{2}}^{t} e^{-\Delta(t-s)} f(u(s)) d s \|_{X_{p}^{1+\beta}} \\
& \leq t^{\beta+\frac{N}{2}\left(\frac{1}{q}-\frac{1}{p}\right)}\left(\frac{t}{2}\right)^{-\beta}\left\|u\left(\frac{t}{2}\right)\right\|_{X_{p}^{1}} \\
&+t^{\beta+\frac{N}{2}\left(\frac{1}{q}-\frac{1}{p}\right)} \int_{\frac{t}{2}}^{t}(t-s)^{-(\beta+\alpha)} c\left(1+\|u(s)\|_{X_{p}^{1}}^{\rho}\right) d s \\
& \leq c t^{\frac{N}{2}\left(\frac{1}{q}-\frac{1}{p}\right)}\left\|u\left(\frac{t}{2}\right)\right\|_{X_{p}^{1}}+c t^{\beta+\frac{N}{2}\left(\frac{1}{q}-\frac{1}{p}\right)} \int_{\frac{t}{2}}^{t}(t-s)^{-(\beta+\alpha)} d s \\
& \quad+c t^{\beta+\frac{N}{2}\left(\frac{1}{q}-\frac{1}{p}\right)} \int_{\frac{t}{2}}^{t}(t-s)^{-(\beta+\alpha)} s^{-\frac{N}{2}\left(\frac{1}{q}-\frac{1}{p}\right) \rho} d s \sup _{0<s<t}\left(s^{\frac{N}{2}\left(\frac{1}{q}-\frac{1}{p}\right)}\|u(s)\|_{X_{p}^{1}}\right)^{\rho} \\
& \xrightarrow{t \rightarrow 0^{+}} 0,
\end{aligned}
$$

for reasons similar to the arguments above.
The proof of the first statement of (30) follows from the above result and the fact that for any $\eta<1$ we can choose a $\beta<1$ and a $p$ large enough, with the property that $X_{p}^{1+\beta} \hookrightarrow H_{p}^{2 \beta} \hookrightarrow C^{1, \eta}$ (see statement (19)).

For the second part of statement (30) the argument is similar. This concludes the proof of the proposition.

So far we have treated the case where $q=\frac{N}{2}(\rho-1)$, that is, critical cases. In principle, the treatment of the cases $q>\frac{N}{2}(\rho-1)$ is simpler. It can be seen that:

- If $\frac{N}{N-2} \leq q$ and $\frac{N}{2}(\rho-1)<q$, then $f$ is a subcritical map relative to $\left(X_{q}^{1}, X_{q}^{0}\right)$.
- If $1<q<\frac{N}{N-2}$ and $\rho \leq q$, then $f$ is a subcritical map relative to $\left(X_{q}^{1}, X_{q}^{0}\right)$.
- If $1<q<\frac{N}{N-2}$ and $\frac{N}{2}(\rho-1)<q<\rho$, then $f$ is an ultra-subcritical map relative to $\left(X_{q}^{1}, X_{q}^{0}\right)$.

In order to visualize this classification we designed Figures 1,2 and 3.


Figure 1. Criticality of $f$ in $L^{q}(\Omega)$ for $N=1$


Figure 2. Criticality of $f$ in $L^{q}(\Omega)$ for $N=2$
3.3. Heat Equations: $W^{1, q}$ Theory. Once we have the results from Section 2, the $W^{1, q}$-theory for heat equations is not much different from the $L^{q}$ theory. Again, what we need is a good understanding of the fractional power spaces of the linear operator (already done in the $L^{q}$ setting), and of the $\epsilon$-regularity properties of the nonlinearities involved.

Roughly speaking, we will see that, in this case, for $1<q<N$ the critical growth exponents are $\rho=\frac{N+q}{N-q}$, that for $q>N$ there is no critical exponent due to the embedding of $W^{1, q}(\Omega) \hookrightarrow C(\bar{\Omega})$, and that for $q=N$ the critical growth is larger than exponential and is established by Trudinger's inequality (see, [ $\mathrm{Tr}, \mathrm{Mo}$ ).

Let $E_{q}^{\alpha}, \alpha \in \mathbb{R}, 1<q<\infty$, be, as in the previous section, the fractional power spaces of the Laplace operator with Dirichlet boundary condition in $L^{q}(\Omega)$. Denote


Figure 3. Criticality of $f$ in $L^{q}(\Omega)$ for $N=3$
$X_{q}^{\alpha}:=E_{q}^{\alpha-\frac{1}{2}}, \alpha \in \mathbb{R}$, and by $A_{q}: X_{q}^{1} \subset X_{q}^{0} \rightarrow X_{q}^{0}$ the operator $L_{-\frac{1}{2}}$. Moreover the fractional power spaces $X_{q}^{\alpha}$ associated to $A_{q}$ satisfy

$$
\begin{array}{ll}
X_{q}^{\alpha} \hookrightarrow L^{r}(\Omega), \quad \text { for } r \leq \frac{N q}{N+q-2 \alpha q}, & \frac{1}{2} \leq \alpha<\frac{1}{2}+\frac{N}{2 q}, \\
X_{q}^{\frac{1}{2}}=L^{q}(\Omega), &  \tag{31}\\
X_{q}^{\alpha} \hookleftarrow L^{s}(\Omega), \quad \text { for } s \geq \frac{N q}{N+q-2 \alpha q}, & \frac{1}{2}-\frac{N}{2 q^{\prime}}<\alpha \leq \frac{1}{2} .
\end{array}
$$

Assume that $f: \mathbb{R} \rightarrow \mathbb{R}$ is a $C^{1}$ map. In the $W^{1, q}$ theory we will need the following two growth conditions:

$$
\begin{gather*}
|f(u)-f(v)| \leq c|u-v|\left(1+|u|^{\rho-1}+|v|^{\rho-1}\right), \quad u \in \mathbb{R}  \tag{32}\\
\lim _{|u| \rightarrow \infty} \frac{\left|f^{\prime}(u)\right|}{e^{\eta|u|^{N-1}}}=0, \quad \forall \eta>0, \quad u \in \mathbb{R} \tag{33}
\end{gather*}
$$

The $\epsilon$-regularity properties of the map $f$ are given by the following lemma.
Proposition 3. The nonlinearity $f$ can be classified as follows:

- If $q>N$, then any $f \in C^{1}$ is a subcritical map relative to $\left(X_{q}^{1}, X_{q}^{0}\right)$.
- If $q=N$, then any $f \in C^{1}$ which satisfies (33) is a subcritical map relative to $\left(X_{q}^{1}, X_{q}^{0}\right)$.
- If $\frac{N}{N-1}<q<N$ and $f \in C^{1}$ satisfy (32), then:

1. If $\rho=\frac{N+q}{N-q}$, $f$ is an $\epsilon$-regular map relative $\left(X_{q}^{1}, X_{q}^{0}\right)$ for $0 \leq \epsilon<\frac{1}{2 \rho}$. Therefore $f$ is a critical map.
2. If $\rho<\frac{N+q}{N-q}, f$ is a subcritical map relative to $\left(X_{q}^{1}, X_{q}^{0}\right)$.

- If $\frac{N}{N-1}=q$ and $f \in C^{1}$ satisfy (32), then:

1. If $\rho=\frac{N+q}{N-q}=\frac{N}{N-2}$, $f$ is an $\epsilon$-regular map relative to $\left(X_{q}^{1}, X_{q}^{0}\right)$ for $0<\epsilon<\frac{1}{2 \rho}$. Therefore $f$ is a double-critical map.
2. If $\rho<\frac{N}{N-2}, f$ is a subcritical map relative to $\left(X_{q}^{1}, X_{q}^{0}\right)$.

- If $1<q<\frac{N}{N-1}$ and $f \in C^{1}$ satisfying (32), then:

1. If $\rho=\frac{N+q}{N-q}$, $f$ is an $\epsilon$-regular map relative to $\left(X_{q}^{1}, X_{q}^{0}\right)$ for $0<\epsilon_{0}=$ $\frac{N-q}{2 q}-\frac{N}{2 \rho}<\epsilon<\epsilon_{1}=\frac{N-q}{2 q}-\frac{N}{2 q \rho}$, with $\gamma(\epsilon)=\rho \epsilon$. Therefore $f$ is an ultra-critical map.
2. If $\frac{N q}{N-q}<\rho<\frac{N+q}{N-q}$, $f$ is an $\epsilon$-regular map relative to $\left(X_{q}^{1}, X_{q}^{0}\right)$ for $0<\epsilon_{0}=\frac{N-q}{2 q}-\frac{N}{2 \rho}<\epsilon<\epsilon_{1}=\frac{N-q}{2 q}-\frac{N}{2 q \rho}$, with $\gamma(\epsilon)>\rho \epsilon$. Therefore $f$ is an ultra-subcritical map.
3. If $1<\rho \leq \frac{N q}{N-q}$, $f$ is a subcritical map relative to $\left(X_{q}^{1}, X_{q}^{0}\right)$.

In order to visualize this classification we include Figures 4,5 and 6 , which are similar to the figures from the $L^{q}$ theory.


Figure 4. Criticality of $f$ in $W^{1, q}(\Omega)$ for $N=1$


Figure 5. Criticality of $f$ in $W^{1, q}(\Omega)$ for $N=2$


Figure 6. Criticality of $f$ in $W^{1, q}(\Omega)$ for $N=3$
Proof. All the proofs follow from the embeddings (19) and (31) except for the case $q=N$, for which the proof is based in the following lemma due to N . Trudinger (see [Tr, Mo]).

Lemma 12. Given $p \geq 1$ and $\sigma \leq \frac{1}{p} N \omega_{N-1}^{\frac{1}{N-1}}$, there exists a positive constant $K$ such that, if $u \in W^{1, N}\left(\Omega, \mathbb{R}^{n}\right),\|u\|_{W^{1, N}} \leq 1$, then

$$
\left\|e^{\sigma|u(\cdot)|^{\frac{N}{N-1}}}\right\|_{L^{p}} \leq K,
$$

where $\omega_{N-1}$ is the ( $N-1$ )-dimensional surface of the unit sphere.
Proof. Let us prove that the function $f: X_{N}^{1} \rightarrow X_{N}^{\frac{1}{2}}$ is Lipschitz continuous in bounded subsets of $X^{1}$.

Let $r>0$, and let $u$ and $v$ be functions in $W^{1, N}$ such that $\|u\|_{W^{1, N}} \leq r$, $\|v\|_{W^{1, N}} \leq r$. Let $\eta<\frac{\sigma}{2 N r^{N}-1}$. Then, from (33), there exists $c_{\eta}>0$ such that

$$
|f(u)-f(v)|^{N} \leq c_{\eta}\left(e^{N \eta|u|^{N-1}}+e^{N \eta|v|^{N-1}}\right)|u-v|^{N},
$$

and

$$
\begin{aligned}
& \|f(\phi)-f(\psi)\|_{L^{N}(\Omega)}^{N} \leq c_{\eta} \int_{\Omega}\left[e^{N \eta|\phi(x)|^{N-1}}+e^{\left.N \eta|\psi(x)|\right|^{N-1}}\right]|\phi(x)-\psi(x)|^{N} d x \\
& \leq c_{\eta}\left(\int_{\Omega}\left[e^{N \eta|\phi(x)|^{\frac{N}{N-1}}}+e^{N \eta|\psi(x)|^{N-1}}\right]^{2} d x\right)^{\frac{N}{2}}\left(\int_{\Omega}|\phi(x)-\psi(x)|^{2 N} d x\right)^{\frac{1}{2}} \\
& \leq c_{\eta}\|\phi-\psi\|_{L^{2 N}(\Omega)}^{N}\left(\int _ { \Omega } \left[e^{N \eta|\phi(x)|^{N-1}}+e^{\left.\left.N \eta|\psi(x)|^{N-1}\right]^{N} d x\right)^{\frac{N}{2}}}\right.\right. \\
& \leq \bar{c}_{\eta}\|\phi-\psi\|_{W^{1, N}}^{N}\left(\int_{\Omega}\left[e^{2 N \eta|\phi(x)|^{N-1}}+e^{2 N \eta|\psi(x)|^{N-1}}\right] d x\right)^{\frac{1}{2}} .
\end{aligned}
$$

The result now follows from the fact that $X_{N}^{1} \subset W^{1, N}$ with continuous embedding, $X_{N}^{\frac{1}{2}}=L^{N}$, and from the fact that

$$
\left\|e^{2 N \eta|\phi(\cdot)|^{\frac{N}{N-I}}}\right\|_{L^{1}} \leq K,
$$

which comes from Lemma 12.

## 4. A comment on uniqueness

In Section 2 we have been able to establish the existence and uniqueness of $\epsilon$ regular solutions for the problem $\dot{x}=A x+f(x)$, where $f$ is an $\epsilon$-regular map. This $\epsilon$-regular solutions are characterized by immediate regularization properties for $t>0$. Therefore, uniqueness is established in the class of functions $C\left((0, \tau], X^{1+\epsilon}\right)$. It is natural and interesting to ask whether uniqueness can be obtained in the larger space $C\left([0, \tau], X^{1}\right)$. This is equivalent to establishing uniqueness of mild solutions (not just $\epsilon$-regular mild solutions).

In this respect there are several results in the literature that can give some insight into this problem in the abstract setting.

In [NS], Ni and Sacks were able to give a non-uniqueness result in $C\left([0, \tau], L^{q}(\Omega)\right)$ for the heat equation (24) when $q=\frac{N}{2}(\rho-1)$ and $q=\rho$ (see also [BC]). This is exactly the case $q=\rho=\frac{N}{N-2}$, which in our classification of nonlinearities corresponds to the double critical case. In [BC] (Theorem 4), Brezis and Cazenáve were able to give a uniqueness result in the space $C\left([0, \tau], X^{1}\right)$ for the problem (24) when $q=\frac{N}{2}(\rho-1)$ and $q>\rho$. In our classification of nonlinearities this corresponds to the critical case. Recently, the authors have learned of a uniqueness result for the Navier-Stokes equations in $L^{3}\left(R^{3}\right)$ by P.G. Lemarié-Rieusset (see [LR]). He proved the uniqueness of solutions in the space $C\left([0, \tau), L^{3}\left(R^{3}\right)\right)$. The proof uses a very nice bound of the integral expression from the variation of constant formula in certain Besov spaces.

We tried, unsuccessfully, to prove an abstract uniqueness result in $C\left([0, \tau], X^{1}\right)$, for the critical case, but this uniqueness result seems plausible. The main difference between the critical case and the double critical case is that in the former the map $f$ is $\epsilon$-regular even for $\epsilon=0$. This means that $f$ transforms $X^{1}$ into $X^{0}$. In the double critical case the $\epsilon$-regularity properties of $f$ start for $\epsilon>0$, and therefore $f$ does not transform $X^{1}$ into $X^{0}$. Any proof of a uniqueness result for the critical case should exploit this fact.

Needless to say to prove or disprove any of the uniqueness results mentioned above will be extremely important for a full understanding of the subject.
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