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#### Abstract

Let $f$ be an entire function of positive order and finite type. The subject of this note is the convergence acceleration of polynomial approximants of $f$ by incorporating information about the growth of $f(z)$ for $z \rightarrow \infty$. We consider "near polynomial approximation" on a compact plane set $K$, which should be thought of as a circle or a real interval. Our aim is to find sequences $\left(f_{n}\right)_{n}$ of functions which are the product of a polynomial of degree $\leq n$ and an "easy computable" second factor and such that $\left(f_{n}\right)_{n}$ converges essentially faster to $f$ on $K$ than the sequence $\left(P_{n}^{*}\right)_{n}$ of best approximating polynomials of degree $\leq n$. The resulting method, which we call Reduced Growth method ( $R G$-method) is introduced in Section 2. In Section 5, numerical examples of the $R G$-method applied to the complex error function and to Bessel functions are given.


## 1. Introduction

Let $K$ be a compact subset of the complex plane $\mathbb{C}$. To avoid technical difficulties we will assume, if not otherwise stated, that $K$ and $\mathbb{C} \backslash K$ are connected and $K$ does not consist of a single point. (In fact we are mainly interested in the cases of $K$ being a disk or an interval.) Moreover, by $\widehat{\mathbb{C}}:=\mathbb{C} \cup\{\infty\}$ we denote the extended complex plane and we set

$$
\boldsymbol{\Delta}_{r}:=\{z \in \mathbb{C}:|z| \leq r\}, \quad \boldsymbol{\Delta}:=\boldsymbol{\Delta}_{1}
$$

According to the Riemann mapping theorem there exists a uniquely determined conformal mapping $\psi: \hat{\mathbb{C}} \backslash \boldsymbol{\Delta} \rightarrow \hat{\mathbb{C}} \backslash K$ such that

$$
\psi(w)=c w+\sum_{\nu=0}^{\infty} c_{\nu} w^{-\nu} \quad(|w|>1)
$$

and $c=c(K)>0$. In this case, $c(K)$ is the logarithmic capacity of $K$.
In the sequel we will consider entire functions of finite order $\rho>0$ and type $\tau$, i.e., we assume

$$
\rho=\rho_{f}=\limsup _{r \rightarrow \infty} \frac{\log \log M(r, f)}{\log r} \in(0, \infty)
$$

and

$$
\tau=\tau_{f}=\limsup _{r \rightarrow \infty} \frac{\log M(r, f)}{r^{\rho}}<\infty
$$

[^0]where $M(r, f):=\|f\|_{\boldsymbol{\Delta}_{r}}$. Let $\Pi_{n}$ be the set of polynomials of degree $\leq n$ and let
$$
E_{n}(f, K):=\inf _{P \in \Pi_{n}}\|f-P\|_{K}
$$
with $\|\varphi\|_{K}:=\sup _{z \in K}|\varphi(z)|$, denote the error of best polynomial approximation of $f$ on $K$. The following result seems to be first established by Batyrev and may be found, under more general assumptions on $K$, in [31] or [24].

Theorem 1. Let $K \subset \mathbb{C}$ be a compact set as above, and let $f: K \rightarrow \mathbb{C}$ be $a$ function. Then $f$ is the restriction on $K$ of an entire function of order $\rho$ and type $\tau$ if and only if

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} n^{1 / \rho} E_{n}(f, K)^{1 / n}=c(K)(e \rho \tau)^{1 / \rho} \tag{1}
\end{equation*}
$$

A sequence $\left(P_{n}\right)$ with $P_{n} \in \Pi_{n}$ for all $n \in \mathbb{N}$ is called maximally convergent on $K$ to $f$ if the asymptotic rate of best polynomial approximation is realized by $\left(P_{n}\right)$, that is

$$
\limsup _{n \rightarrow \infty} n^{1 / \rho}\left\|f-P_{n}\right\|_{K}^{1 / n}=c(K)(e \rho \tau)^{1 / \rho}
$$

Besides the polynomials $P_{n}^{*}$ of best approximation given by

$$
\left\|f-P_{n}^{*}\right\|_{K}=\inf _{P \in \Pi_{n}}\|f-P\|_{K}
$$

the computation of which is rather expensive, mainly two types of maximally convergent sequences $\left(P_{n}\right)$ are considered: polynomial interpolants in equidistributed nodes and Faber expansions. We will briefly recall these two kinds of polynomial approximants.

1. Let $\left(z_{k}^{(n)}\right)_{n \in \mathbb{N}_{0}, k=0, \ldots, n}$ be an infinite matrix (the node matrix) such that $z_{k}^{(n)} \in K$ for $n \in \mathbb{N}_{0}$ and $k=0, \ldots, n$ and let

$$
\omega_{n}(z)=\prod_{k=0}^{n}\left(z-z_{k}^{(n)}\right) \quad\left(n \in \mathbb{N}_{0}\right)
$$

If $\Gamma_{r}=\psi\left(\partial \boldsymbol{\Delta}_{r}\right)$ is a level curve of $\psi^{-1}$ for some $r>1$, then the (uniquely determined) polynomial interpolant $L_{n}(f) \in \Pi_{n}$ to $f$ with respect to the nodes $z_{k}^{(n)}$ may be expressed by the Hermite interpolation formula

$$
\begin{equation*}
L_{n}(z)=L_{n}(f)(z)=\frac{1}{2 \pi i} \int_{\Gamma_{r}} \frac{\omega_{n}(t)-\omega_{n}(z)}{t-z} \frac{f(t)}{\omega_{n}(t)} d t \quad(z \in K) \tag{2}
\end{equation*}
$$

The nodes $z_{k}^{(n)}$ are called equidistributed on $K$, if

$$
\begin{equation*}
\left\|\omega_{n}\right\|_{K}^{1 /(n+1)} \rightarrow c(K) \quad(n \rightarrow \infty) \tag{3}
\end{equation*}
$$

We refer to [9], where examples of equidistributed nodes are given. In particular, if $K=\boldsymbol{\Delta}_{r}$ for some $r>0$ and if $z_{k}^{(n)}=0$ for all $k$ and $n$, then we obtain

$$
\begin{equation*}
L_{n}(f)=S_{n}(f) \tag{4}
\end{equation*}
$$

where $S_{n}(f)$ is the $n$-th partial sum of the Taylor expansion of $f$ around the origin.
2. Let $K$ and $\psi$ be as above. The $n-$ th Faber polynomial $F_{n}=F_{n, K}$ with respect to $K$ may be defined by

$$
\frac{\psi^{\prime}(w)}{\psi(w)-z}=\sum_{n=0}^{\infty} \frac{F_{n}(z)}{w^{n+1}} \quad(z \in K)
$$

By a well-known result of Kövari and Pommerenke (see [17]), there exist constants $A>0$ and $\alpha<0.5$ such that for every $f$ holomorphic on $K$ (i.e. holomorphic in a neighbourhood of $K$ )

$$
\begin{equation*}
\left\|f-T_{n}(f)\right\|_{K} \leq A n^{\alpha} E_{n}(f, K) \tag{5}
\end{equation*}
$$

where $T_{n}(f)$ denotes the $n$-th partial sum of the Faber expansion of $f$, that is

$$
\begin{equation*}
T_{n}(f)=T_{n, K}(f)=\sum_{k=0}^{n} a_{k}(f) F_{k} \tag{6}
\end{equation*}
$$

with

$$
\begin{equation*}
a_{k}(f)=\frac{1}{2 \pi i} \int_{|w|=1} \frac{f(\psi(w))}{w^{n+1}} d w \tag{7}
\end{equation*}
$$

From (5) it follows that $\left(T_{n}(f)\right)$ converges maximally on $K$ to $f$.
In particular, for $K=\boldsymbol{\Delta}_{r}$ we have $T_{n, \boldsymbol{\Delta}_{r}}(f)=S_{n}(f)$, and therefore Theorem 1 implies

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} n^{1 / \rho}\left\|f-S_{n}(f)\right\|_{\Delta_{r}}^{1 / n}=r(e \rho \tau)^{1 / \rho} \tag{8}
\end{equation*}
$$

(note that $\left.c\left(\boldsymbol{\Delta}_{r}\right)=r\right)$. Moreover, for $K=[-1,1]$, the $n-$ th partial sum of the Faber expansion of $f$ equals the $n$-th partial sum of the Tschebyscheff expansion of $f$. Since $c([-1,1])=1 / 2$, Theorem 1 yields

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} n^{1 / \rho}\left\|f-T_{n}(f)\right\|_{[-1,1]}^{1 / n}=\frac{1}{2}(e \rho \tau)^{1 / \rho} . \tag{9}
\end{equation*}
$$

Two facts should be emphasized: On the one hand, the asymptotic rate of best polynomial approximation on $K$ of an entire function of finite order is determined by the growth parameters order and type of $f$, and, on the other hand, information on the growth of $f$, which is often available from theoretical investigations, cannot be used to improve the rate of convergence for polynomial approximation of $f$.

The basic idea in the sequel is the following: Use information about the growth of $f$ to modify the function $f$ in such a way that the modified $\tilde{f}$ is "better" approximable on $K$ by polynomials than $f$ itself, and then recover $f$ from an approximation of $\tilde{f}$.

## 2. The RG-method

We first want to describe the underlying idea in the special case of $K$ being the closed unit disk and the partial sums $S_{n}$ of the Taylor expansion around the origin as approximating polynomials.

Let, for an arbitrary power series

$$
g(z)=\sum_{\nu=0}^{\infty} g_{\nu} z^{\nu}
$$

around the origin,

$$
S_{n}(g)(z)=\sum_{\nu=0}^{n} g_{\nu} z^{\nu}
$$

denote the $n$-th Taylor section of $g$. For $g$ being holomorphic on $\boldsymbol{\Delta}_{r}$ for some $r>1$, we obtain from the Cauchy integral formula

$$
\left\|g-S_{n}(g)\right\|_{\Delta} \leq \frac{M(r, g)}{r^{n}(r-1)}
$$

Thus, if $f$ is an entire function of order $\rho$ and type $\tau<\infty$, and if $\left(r_{n}\right)$ is an arbitrary sequence with $1<r_{n} \rightarrow \infty$, we get

$$
\limsup _{n \rightarrow \infty} n^{1 / \rho}\left\|f-S_{n}(f)\right\|_{\Delta}^{1 / n} \leq \limsup _{n \rightarrow \infty} \frac{n^{1 / \rho} M\left(r_{n}, f\right)^{1 / n}}{r_{n}}
$$

If $\tau>0$ and if we take

$$
r_{n}=\left(\frac{n}{\tau \rho}\right)^{1 / \rho}
$$

then we find

$$
\limsup _{n \rightarrow \infty} \frac{n^{1 / \rho} M\left(r_{n}, f\right)^{1 / n}}{r_{n}} \leq(e \rho \tau)^{1 / \rho}
$$

Since $c(\boldsymbol{\Delta})=1$, this implies in particular that $S_{n}(f)$ converges to $f$ maximally on $\Delta$.

Now the simple idea is the following: We replace in the above estimates $f$ by $f \varphi_{n}$, where $\left(\varphi_{n}\right)_{n}$ is a sequence of functions such that $\varphi_{n}$ is holomorphic on $\boldsymbol{\Delta}_{r_{n}}$ for all $n \in \mathbb{N}$. With $\varphi:=\left(r_{n}, \varphi_{n}\right)_{n}$ and

$$
\mu(\varphi):=\limsup _{n \rightarrow \infty} \frac{n^{1 / \rho} M\left(r_{n}, f \varphi_{n}\right)^{1 / n}}{r_{n}}
$$

we get as above

$$
\limsup _{n \rightarrow \infty} n^{1 / \rho}\left\|f \varphi_{n}-S_{n}\left(f \varphi_{n}\right)\right\|_{\Delta}^{1 / n} \leq \mu(\varphi)
$$

If $\mu(\varphi)<(e \rho \tau)^{1 / \rho}$ and if $\left|\varphi_{n}\right|^{1 / n}$ converges to 1 uniformly on $\boldsymbol{\Delta}$, then the sequence $\left(\varphi_{n}^{-1} S_{n}\left(f \varphi_{n}\right)\right)_{n}$ converges asymptotically by the factor $\left(\mu(\varphi) /(e \rho \tau)^{1 / \rho}\right)^{n}$ faster to $f$ than maximally convergent polynomial sequences.

Using (2), one can prove in a similar way (cf. [21]) the following more general result.

Theorem 2. Let $K \subset \mathbb{C}$ be a compact set such that $\hat{\mathbb{C}} \backslash K$ is simply connected, $K$ not a single point, and let $f$ be an entire function of order $\rho \in(0, \infty)$ and type $\tau<\infty$.

Suppose further that $\varphi:=\left(r_{n}, \varphi_{n}\right)_{n}$ is a sequence such that $0<r_{n} \rightarrow \infty$ for $n \rightarrow \infty$ and $\varphi_{n}$ is a function which is holomorphic on $\boldsymbol{\Delta}_{r_{n}} \cup K$.

If $\left(z_{k}^{(n)}\right)_{n \in \mathbb{N}_{0}, k=0, \ldots, n}$ is a matrix of equidistributed nodes on $K$, then

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} n^{1 / \rho}\left\|f \varphi_{n}-L_{n}\left(f \varphi_{n}\right)\right\|_{K}^{1 / n} \leq c(K) \mu(\varphi) \tag{10}
\end{equation*}
$$

The estimates (1) and (10) suggest the following idea for an algorithm:

1. Search for a sequence $\varphi=\left(r_{n}, \varphi_{n}\right)_{n}$ as in Theorem 2 such that

$$
\mu(\varphi)<(e \rho \tau)^{1 / \rho}
$$

and $\left|\varphi_{n}\right|^{1 / n} \rightarrow 1$ locally uniformly on $\mathbb{C}$.
2. Compute an approximating polynomial $P_{n}=P_{n}\left(f \varphi_{n}, K\right)$ of $f \varphi_{n}$.
3. Take $\varphi_{n}^{-1} \cdot P_{n}\left(f \varphi_{n}\right)$ as approximation of $f$.

In the sequel, we will refer to this method as the Reduced Growth method ( $R G$ method).

Looking at step 1 of our proposed algorithm, two questions arise:
(i) Let $\Phi$ be the set of all sequences $\varphi=\left(r_{n}, \varphi_{n}\right)_{n}$ as in Theorem 2 with $\left|\varphi_{n}\right|^{1 / n} \rightarrow$ 1 locally uniformly on $\mathbb{C}$. Can we determine

$$
\underline{m}=\underline{m}_{f}:=\inf _{\varphi \in \Phi} \mu(\varphi) \quad ?
$$

(ii) If so, how can we find "easy computable" sequences $\varphi \in \Phi$ such that $\mu(\varphi) \approx$ $\underline{m}$ ?
To answer these questions we have to throw a closer look at $f$. The indicator function $h=h_{f}:[-\pi, \pi] \rightarrow \mathbb{R}$ of $f$ is defined by

$$
h_{f}(\vartheta):=\limsup _{r \rightarrow \infty} \frac{\log \left|f\left(r e^{i \vartheta}\right)\right|}{r^{\rho}} \quad(\vartheta \in[-\pi, \pi])
$$

This function reflects the asymptotic growth behaviour of $f$ at infinity. In particular, from leading terms of asymptotic expansions we may obtain $h_{f}$. In the following we assume $h_{f}$ to be known.

From the definition it follows directly that $h_{f}(\vartheta) \leq \tau$ for all $\vartheta$. Moreover, it is a well-known fact (see for example [20], p. 2752 f) that actually

$$
-\tau \leq h_{f}(\vartheta) \leq \tau \quad(\vartheta \in[-\pi, \pi])
$$

and that $h_{f}$ is continuous (with $h_{f}(-\pi)=h_{f}(\pi)$ ). The crucial role in our game is played by

$$
\begin{equation*}
\underline{\tau}=\underline{\tau}_{f}:=\frac{1}{2 \pi} \int_{-\pi}^{\pi} h_{f}(\vartheta) d \vartheta \tag{11}
\end{equation*}
$$

The value $\underline{\tau}$ is intimately related to the number of zeros of $f$, as may be seen from classical results on entire functions found for example in [18], Chapter 4. Let $n_{f}(r)$ denote the number of zeros of $f$ in $\boldsymbol{\Delta}_{r}$ (counted with multiplicity). Then, if $f$ is of completely regular growth (for a definition see [18], Chapter 3, or [2], Definition 1.5.9), we have

$$
\lim _{r \rightarrow \infty} \frac{n_{f}(r)}{r^{\rho}}=\rho \underline{\tau}
$$

From a result of Steinmetz ([27]) it may be seen ([21]) that in particular all entire functions which are solutions of $m$-th order homogeneous linear differential equations with rational coefficient functions are of completely regular growth.

A most simple conclusion from the above cited results is the fact that always $\underline{\tau} \geq 0$ (and thus $\underline{\tau} \in[0, \tau]$ ). The following result gives an answer to question (i).
Lemma 3. Let $f$ be an entire function of order $\rho>0$ and of completely regular growth. Then we have

$$
\underline{m}=(e \rho \underline{\tau})^{1 / \rho} .
$$

For a proof of the inequality $\geq$ we refer to [21]. The converse inequality $\leq$ follows for example from Theorem 6 below.

We now turn to the question (ii) of how to find sequences $\varphi \in \Phi$ such that

$$
\mu(\varphi) \approx(e \rho \underline{\tau})^{1 / \rho}
$$

and such that the functions $\varphi_{n}$ are "easy computable". We restrict ourselves to sequences $\left(\varphi_{n}\right)$ of the form $\varphi_{n}=e^{-R_{n}}$, where the $R_{n}$ are polynomials. In [21], however, also sequences $\left(\varphi_{n}\right)$ of rational functions are applied.

For given $h_{f}$ we consider a polynomial $Q$ such that $Q(0)=0$, and we set

$$
\begin{equation*}
\tau(Q)=\tau_{f}(Q):=\max _{\vartheta}\left(h_{f}(\vartheta)-\operatorname{Re} Q\left(e^{i \vartheta}\right)\right) \tag{12}
\end{equation*}
$$

Since $\operatorname{Re} Q$ is subharmonic on $\boldsymbol{\Delta}$, we find

$$
\frac{1}{2 \pi} \int_{-\pi}^{\pi}\left[h_{f}(\vartheta)-\operatorname{Re} Q\left(e^{i \vartheta}\right)\right] d \vartheta \geq \underline{\tau}-\operatorname{Re} Q(0)=\underline{\tau}
$$

and thus

$$
\begin{equation*}
\tau(Q) \geq \underline{\tau} \tag{13}
\end{equation*}
$$

In the sequel we will always assume $\tau(Q)>0$. We define

$$
\begin{equation*}
r_{n}:=\left(\frac{n}{\tau(Q) \rho}\right)^{1 / \rho} \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
\varphi_{n}(z)=\varphi_{n, Q}(z):=\exp \left(-r_{n}^{\rho} Q\left(z / r_{n}\right)\right) \quad(z \in \mathbb{C}) . \tag{15}
\end{equation*}
$$

Then it is easily seen that $\varphi=\left(r_{n}, \varphi_{n}\right)_{n} \in \Phi$ and one can prove
Lemma 4. Let $\left(r_{n}\right)$ and $\left(\varphi_{n}\right)$ be defined by (14) and (15). Then we have

$$
\begin{equation*}
\mu(\varphi) \leq(e \rho \tau(Q))^{1 / \rho} \tag{16}
\end{equation*}
$$

Proof. For every $n \in \mathbb{N}$ we have $r_{n}^{-\rho} \log \left|\varphi_{n}\left(r_{n} e^{i \vartheta}\right)\right|=-\operatorname{Re} Q\left(e^{i \vartheta}\right)$ and thus

$$
\log \frac{M\left(r_{n}, f \varphi_{n}\right)}{r_{n}^{\rho}} \leq \max _{\vartheta}\left[\frac{\log \left|f\left(r_{n} e^{i \vartheta}\right)\right|}{r_{n}^{\rho}}-h_{f}(\vartheta)\right]+\max _{\vartheta}\left[h_{f}(\vartheta)-\operatorname{Re} Q\left(e^{i \vartheta}\right)\right] .
$$

From Theorem 28, Chapter I, of [18] one can deduce

$$
\limsup _{n \rightarrow \infty} \max _{\vartheta}\left[\frac{\log \left|f\left(r_{n} e^{i \vartheta}\right)\right|}{r_{n}^{\rho}}-h_{f}(\vartheta)\right] \leq 0
$$

and therefore

$$
\limsup _{n \rightarrow \infty} \frac{\log M\left(r_{n}, f \varphi_{n}\right)}{r_{n}^{\rho}} \leq \tau(Q)
$$

According to (14) we find

$$
\mu(\varphi)=\limsup _{n \rightarrow \infty} \frac{n^{1 / \rho}\left(M\left(r_{n}, f \varphi_{n}\right)^{1 / r_{n}^{\rho}}\right)^{r_{n}^{\rho} / n}}{r_{n}} \leq(e \rho \tau(Q))^{1 / \rho} .
$$

The following is the main result of Section 2.
Theorem 5. Let $K \subset \mathbb{C}$ be a compact set such that $\hat{\mathbb{C}} \backslash K$ is simply connected, $K$ not a single point and let $Q$ be a polynomial with $Q(0)=0$. Suppose further that $f$ is an entire function of order $\rho \in(0, \infty)$ and type $\tau<\infty$ and that $\left(\varphi_{n}\right)$ is given by (15).

1. If $\left(z_{k}^{(n)}\right)_{n \in \mathbb{N}_{0}, k=0, \ldots, n}$ is a matrix of equidistributed nodes on $K$, then

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} n^{1 / \rho}\left\|f-\varphi_{n}^{-1} L_{n}\left(f \varphi_{n}\right)\right\|_{K}^{1 / n} \leq c(K)(e \rho \tau(Q))^{1 / \rho} \tag{17}
\end{equation*}
$$

2. Let $\mathcal{E}$ denote the set of all entire functions. If $\left(T_{n}\right)$ is a sequence of operators $T_{n}: \mathcal{E} \rightarrow \Pi_{n}$ such that there exist constants $A, \alpha>0$ with

$$
\begin{equation*}
\left\|g-T_{n}(g)\right\|_{K} \leq A n^{\alpha} E_{n}(g, K) \tag{18}
\end{equation*}
$$

for all $g \in \mathcal{E}$, then

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} n^{1 / \rho}\left\|f-\varphi_{n}^{-1} T_{n}\left(f \varphi_{n}\right)\right\|_{K}^{1 / n} \leq c(K)(e \rho \tau(Q))^{1 / \rho} \tag{19}
\end{equation*}
$$

Proof. 1. Since $\left|\varphi_{n}\right|^{-1 / n} \rightarrow 1$ uniformly on $K$, the assertion of 1 . follows directly from Theorem 2 and Lemma 4.
2. Let $L_{n}\left(f \varphi_{n}\right)$ denote the $n$-th polynomial interpolant to $f \varphi_{n}$ with respect to the system of the Fekete nodes of $K$. Since the Fekete nodes are equidistributed on $K$ (see for example [9]), by Theorem 2 and Lemma 4 we find

$$
\begin{gathered}
\limsup _{n \rightarrow \infty} n^{1 / \rho}\left\|f \varphi_{n}-T_{n}\left(f \varphi_{n}\right)\right\|_{K}^{1 / n}=\limsup _{n \rightarrow \infty} n^{1 / \rho} E_{n}\left(f \varphi_{n}, K\right)^{1 / n} \\
\quad \leq \limsup _{n \rightarrow \infty} n^{1 / \rho}\left\|f \varphi_{n}-L_{n}\left(f \varphi_{n}\right)\right\|_{K}^{1 / n} \leq c(K)(e \rho \tau(Q))^{1 / \rho}
\end{gathered}
$$

Since $\left|\varphi_{n}\right|^{-1 / n} \rightarrow 1$ uniformly on $K$, we obtain our assertion.
Remark. Obviously, condition (18) is satisfied by the sequence of best approximation operators, that is, $T_{n}(g)$ is defined by

$$
\left\|g-T_{n}(g)\right\|_{K}=\inf _{P \in \Pi_{n}}\|g-P\|_{K} \quad(g \in H(K))
$$

Moreover, by the above cited result of Kövari and Pommerenke (5), the same is true for the sequence $\left(T_{n}\right)$ of the $n$-th partial sums of the Faber expansion with respect to $K$ and therefore, in particular, in the case of $K=\boldsymbol{\Delta}_{r}$ for the Taylor sections $S_{n}$ and in the case $K=[-1,1]$ for the Tschebyscheff sections.

For a finite set $M \subset \mathbb{N}$ we define

$$
\Pi_{M}:=\left\{\sum_{\nu \in M} a_{\nu} z^{\nu}: a_{\nu} \in \mathbb{C} \quad \text { for } \nu \in M\right\}
$$

i.e. $\Pi_{M}$ is the set of polynomials with powers only in $M$. (Note that always $Q(0)=0$ for $Q \in \Pi_{M}$.) If $Q \in \Pi_{M}$, then, by definition (15), we have $\varphi_{n}=e^{-R_{n}}$ where $R_{n} \in \Pi_{M}$ for all $n \in \mathbb{N}$. Therefore, the approximations of $f$ obtained by the $R G$-method are of the form

$$
\varphi_{n}^{-1} \cdot P_{n}=e^{R_{n}} \cdot P_{n} \quad \text { with } R_{n} \in \Pi_{M} \text { and } P_{n} \in \Pi_{n}
$$

Since the effort for the evaluation of the factor $e^{R_{n}}$ does not increase with $n$ we may regard $\varphi_{n}^{-1} \cdot P_{n}$ as a "near polynomial approximation" of $f$. Theorems 1 and 5 show that, if $\tau(Q)<\tau$, we get a (geometric) acceleration factor $(\tau(Q) / \tau)^{n / \rho}$ if we approximate $f \varphi_{n}$ instead of $f$ by a polynomial sequence as in Theorem 5 . The "cost" for that is an additional multiplication by $\varphi_{n}^{-1}=e^{R_{n}}$.

## 3. The polynomial $Q$

We turn to the question of how to choose an appropriate polynomial $Q$ in order to apply the above $R G$-method in an efficient way. In view of the investigations made in Section 2 it is natural to consider the following problem:

Choose $Q_{M} \in \Pi_{M}$ such that

$$
\begin{equation*}
\max _{\vartheta}\left(h_{f}(\vartheta)-\operatorname{Re} Q_{M}\left(e^{i \vartheta}\right)\right)=\min _{Q \in \Pi_{M}} \max _{\vartheta}\left(h_{f}(\vartheta)-\operatorname{Re} Q\left(e^{i \vartheta}\right)\right) \tag{20}
\end{equation*}
$$

(or at least a polynomial $Q \in \Pi_{M}$ "near" $Q_{M}$ ). This is a kind of one-sided Tschebyscheff approximation of the (continuous and $2 \pi$-periodic) function $h_{f}$ by trigonometric polynomials without constant term. The problem may be viewed as a semi-infinite optimization problem and has therefore in particular always a solution (cf. [15], Chapter 3). In our later applications it is in fact possible to solve the problem analytically. A method for solving (20) numerically is described in [21].

For the important case $M=\{1, \ldots, m\}$ we put

$$
Q_{m}:=Q_{\{1, \ldots, m\}}
$$

and obtain the following estimate.
Theorem 6. With the notations used above we have

$$
\underline{\tau} \leq \tau\left(Q_{m}\right) \leq \underline{\tau}+2 \varepsilon_{m}\left(h_{f}\right)
$$

where $\varepsilon_{m}\left(h_{f}\right)$ denotes the error of best approximation of $h_{f}$ by trigonometric polynomials of degree $\leq m$. This implies in particular

$$
\tau\left(Q_{m}\right) \rightarrow \underline{\tau} \quad(m \rightarrow \infty)
$$

Proof. Let $t_{m}$ denote the best approximating trigonometric polynomial of degree $\leq m$ to the function $h_{f}$ on $[-\pi, \pi]$. If $a_{0}^{(m)} / 2$ is the constant term of $t_{m}$, that is

$$
\frac{a_{0}^{(m)}}{2}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} t_{m}(\vartheta) d \vartheta
$$

then

$$
\frac{\left|a_{0}^{(m)}\right|}{2}=\frac{1}{2 \pi}\left|\int_{-\pi}^{\pi} h_{f}(\vartheta) d \vartheta+\int_{-\pi}^{\pi}\left(t_{m}(\vartheta)-h_{f}(\vartheta)\right) d \vartheta\right| \leq \underline{\tau}+\varepsilon_{m}\left(h_{f}\right)
$$

and therefore

$$
\max _{\vartheta}\left[h_{f}(\vartheta)-\left(t_{m}(\vartheta)-a_{0}^{(m)} / 2\right)\right] \leq \underline{\tau}+2 \varepsilon_{m}\left(h_{f}\right) .
$$

Since $t_{m}-a_{0}^{(m)} / 2$ is the real part of a polynomial in $e^{i \vartheta}$ of degree $\leq m$ without constant term, the assertion is proved.

Remark. 1. In many interesting cases $h_{f}$ is a "trigonometric spline" of order $\rho$, which means that there exists a partition $\vartheta_{0}<\vartheta_{1}<\ldots<\vartheta_{N}=\vartheta_{0}+2 \pi$ of $\left[\vartheta_{0}, \vartheta_{0}+2 \pi\right]$ and constants $a_{j}, b_{j}, j=1, \ldots, N$, such that

$$
h_{f}(\vartheta)=a_{j} \cos (\rho \vartheta)+b_{j} \sin (\rho \vartheta)
$$

for $\vartheta \in\left[\vartheta_{j-1}, \vartheta_{j}\right]$ and $j \in\{1, \ldots, N\}$. In this case, $h_{f}$ satisfies a Lipschitz condition of the form

$$
\left|h_{f}(\vartheta)-h_{f}(\tilde{\vartheta})\right| \leq c|\vartheta-\tilde{\vartheta}| \quad(\vartheta, \tilde{\vartheta} \in[-\pi, \pi])
$$

where $c:=\rho \cdot \max \left\{\left|a_{1}\right|, \ldots,\left|a_{N}\right|,\left|b_{1}\right|, \ldots,\left|b_{N}\right|\right\}$. Therefore, by an improved version of Jackson's theorem,

$$
\varepsilon_{m}\left(h_{f}\right) \leq \frac{\pi c}{2(m+1)} \quad(m \in \mathbb{N})
$$

(see for example [3], p. 143), and thus

$$
\tau\left(Q_{m}\right) \leq \underline{\tau}+\frac{\pi c}{m+1} \quad(m \in \mathbb{N})
$$

2. A particular simple but, nevertheless, for our later applications very interesting special case is

$$
\rho \in \mathbb{N} \quad \text { and } \quad M=\{\rho\} .
$$

In this case we have

$$
Q_{\rho}(z)=-a z^{\rho}
$$

with some constant $a=a\left(h_{f}\right)$ and therefore by (14) and (15)

$$
\begin{equation*}
\varphi_{n}(z)=e^{-Q_{\rho}(z)} \quad(n \in \mathbb{N}) \tag{21}
\end{equation*}
$$

i.e., $\varphi_{n}$ is independent of $n$. For $\rho=1$, that is, $f$ is a function of exponential type $\tau$, and in the special case $K=\boldsymbol{\Delta}$, we note that for $P_{n}\left(f e^{-Q_{1}}\right)=S_{n}\left(f e^{-Q_{1}}\right)$, where $S_{n}$ denotes the $n$-th Taylor section, the $R G$-method coincides with the method introduced by Gabutti and Lyness in [8] (see also [7]). Observe, however, that in the paper [8], the computation of $a$ does not depend on $h_{f}$, but the singularities of the Borel transform of $f$.

## 4. The polynomials $P_{n}$

Assume that we have found a polynomial $Q$ such that $\tau>\tau(Q) \approx \underline{\tau}$. The question now is how to choose the approximating polynomial $P_{n}=P_{n}\left(f \varphi_{n}, K\right) \in$ $\Pi_{n}$ of $f \varphi_{n}$ on $K$. Since the polynomial $Q$ does only depend on $h_{f}$, we had so far no need to look on our compact set $K$ on which we want to approximate $f$. This set $K$ now plays an important role in order to choose $P_{n}$. Of course, concerning speed of approximation, the best possible choice is given by the sequence $P_{n}^{*}=P_{n}^{*}\left(f \varphi_{n}, K\right)$ of best approximating polynomials of $f \varphi_{n}$ with respect to $K$. However, in the most interesting cases of $K$ being a disk or an interval, also more explicit polynomial approximants are known, which are essentially as good as the polynomial best approximations.

It is worth while to be noted at this place that, since

$$
L_{n}\left(f \varphi_{n}\right)=L_{n}\left(L_{n}(f) L_{n}\left(\varphi_{n}\right)\right)
$$

for the polynomial interpolant of degree $\leq n$ in an arbitrary system of nodes $\left(z_{k}^{(n)}\right)$, the computation of $L_{n}\left(f \varphi_{n}\right)$ does not require more information about $f$ than the computation of $L_{n}(f)$, namely, the values of $f$ (and, in the case of multiple nodes, derivatives of $f$ ) at the nodes $\left(z_{k}^{(n)}\right)$.

1. The case $K=\boldsymbol{\Delta}_{r}$. Let $g$ be holomorphic in $\boldsymbol{\Delta}_{r}$ and let

$$
g(z)=\sum_{\nu=0}^{\infty} g_{\nu} z^{\nu} \quad\left(z \in \boldsymbol{\Delta}_{r}\right)
$$

be the Taylor expansion of $g$ around the origin. In the case $K=\boldsymbol{\Delta}_{r}$, the Taylor sections

$$
S_{n}(g)(z)=\sum_{\nu=0}^{n} g_{\nu} z^{\nu} \quad(z \in \mathbb{C})
$$

represent the interpolation polynomials of degree $\leq n$ to $g$ in the equidistributed nodes $z_{k}^{(n)}=0$ for $k=0, \ldots, n$ as well as the $n$-th partial sum of the Faber expansion with respect to $K$ of $g$. Since $c\left(\boldsymbol{\Delta}_{r}\right)=r$, by Theorem 5 we have

$$
\limsup _{n \rightarrow \infty} n^{1 / \rho}\left\|f-\varphi_{n}^{-1} S_{n}\left(f \varphi_{n}\right)\right\|_{\Delta_{r}}^{1 / n} \leq r(e \rho \tau(Q))^{1 / \rho}
$$

Another system of equidistributed nodes $\left(z_{k}^{(n)}\right)$ for $K=\boldsymbol{\Delta}_{r}$, where $r \geq 1$, consists of the $(n+1)$ st roots of unity

$$
z_{k}^{(n)}=e^{2 \pi i k /(n+1)} \quad\left(k=0, \ldots, n, n \in \mathbb{N}_{0}\right)
$$

([9], Chapter II).
In our numerical examples we will only consider (for $K=\boldsymbol{\Delta}_{r}$ ) the Taylor sections $S_{n}$, since they converge practically as fast as the best approximating polynomials (cf. for example [13]) on every $\boldsymbol{\Delta}_{r}$. If $Q(z)=\sum_{\nu \in M} a_{\nu} z^{\nu}$ for some $M \subset \mathbb{N}$ and if $\left(r_{n}\right)$ and $\left(\varphi_{n}\right)$ are given by (14) and (15), then the Taylor coefficients $\varphi_{k, n}=\varphi_{n}^{(k)}(0) / k$ ! of

$$
\varphi_{n}(z)=\exp \left(-r_{n}^{\rho} Q\left(z / r_{n}\right)\right)=\prod_{\nu \in M} \exp \left(-a_{\nu} z^{\nu} r_{n}^{\rho-\nu}\right)
$$

may be computed by repeated Cauchy product (i.e. by repeated discrete convolution) from the Taylor coefficients of $\exp \left(-a_{\nu} z^{\nu} r_{n}^{\rho-\nu}\right)$. Now, if the Taylor coefficients $f_{k}=f^{(k)}(0) / k$ ! of $f$ for $k=0, \ldots, n$ are known, one more Cauchy product gives

$$
S_{n}\left(f \varphi_{n}\right)(z)=\sum_{\nu=0}^{n} z^{\nu}\left(\sum_{k=0}^{\nu} f_{k} \varphi_{\nu-k, n}\right)
$$

However, if the Taylor coefficients $f_{0}, \ldots, f_{n}$ of $f$ are computed numerically by a quadrature forumula or by Fast Fourier Transform (cf. [19]), then it is convenient to compute also the coefficients $\sum_{k=0}^{\nu} f_{k} \varphi_{\nu-k, n}$ of $f \varphi_{n}$ directly by a quadrature formula or FFT.
2. The case $K=[a, b]$. As is well-known, in the case $K=[-1,1]$ systems of equidistributed nodes are for example the zeros of the Tschebyscheff polynomials

$$
z_{k}^{(n)}=\cos \left(\frac{(2 k+1) \pi}{2(n+1)}\right), \quad k=0, \ldots, n
$$

or the Fejér nodes given by

$$
z_{k}^{(n)}=\cos \left(\frac{2 k \pi}{n+1}\right), \quad k=0, \ldots, n
$$

(see for example [9], Chapter II). Since in the second case $z_{k}^{(n)}=z_{n-k+1}^{(n)}$ for $k=$ $1, \ldots, n$, we have interpolation of $f$ and $f^{\prime}$ in these nodes.
As remarked in Section 1, the Faber polynomials for $K=[-1,1]$ coincide with the (normalized) Tschebyscheff polynomials, more precisely,

$$
F_{n}(x)= \begin{cases}2 \cdot \cos (n \arccos x), & \text { if } n=1,2, \ldots,  \tag{22}\\ 1, & \text { if } n=0,\end{cases}
$$

for $x \in[-1,1]$ (see for example $[20], \mathrm{p} .110_{3}$ ), and the $n$-th partial sum $T_{n}$ of the Faber expansion equals the $n$-th partial sum of the Tschebyscheff expansion. Since $c([-1,1])=1 / 2$, Theorem 5 gives

$$
\limsup _{n \rightarrow \infty} n^{1 / \rho}\left\|f-\varphi_{n}^{-1} T_{n}\left(f \varphi_{n}\right)\right\|_{[-1,1]}^{1 / n} \leq \frac{1}{2}(e \rho \tau(Q))^{1 / \rho}
$$

Thus we see that the smaller capacity of $K=[-1,1]$ compared to $K=\boldsymbol{\Delta}$ causes an acceleration factor of $(1 / 2)^{n}$ if $f$ is approximated by $\varphi_{n}^{-1} T_{n}\left(f \varphi_{n}\right)$ instead of $\varphi_{n}^{-1} S_{n}\left(f \varphi_{n}\right)$ on $[-1,1]$.

The case of an arbitrary interval $K=[a, b]$ with $a, b \in \mathbb{C}$ may be reduced to the case $K=[-1,1]$ by a simple linear transformation, so that this case is essentially included above. In particular, for a function $g$ holomorphic on $[a, b]$ the $n$-th Faber section $T_{n}(g)=T_{n,[a, b]}(g)$ with respect to $[a, b]$ is given by

$$
T_{n,[a, b]}(g)(w)=T_{n,[-1,1]}(\tilde{g})\left(\frac{2}{b-a} w-\frac{b+a}{b-a}\right)
$$

where

$$
\tilde{g}(z):=g\left(\frac{b-a}{2} z+\frac{a+b}{2}\right)
$$

As in the standard case $[a, b]=[-1,1]$ we denote $T_{n,[a, b]}(g)$ as $n$-th Tschebyscheff section of $g$ (with respect to $[a, b]$ ).

Since the partial sums $T_{n}$ of the Tschebyscheff expansion converge practically as fast as the best approximations on $K=[a, b]$ (see for example [25], p. 134), and since, on the other hand, they have computational advantages (cf. [26]), we will restrict ourselves in the numerical examples for $K=[a, b]$ to the Tschebyscheff expansion. In most cases, Tschebyscheff coefficients are computed numerically by some quadrature formula ([25], p. 148 ff ) or by Fast Fourier Transform (cf. [12]). Of course, the same methods may be used to compute the coefficients of $f \varphi_{n}$ numerically.
3. More general $K$. More general compact sets $K$ (having simply connected complement $\hat{\mathbb{C}} \backslash K$ ) may be handled similar to the above case of $K=[a, b]$ by choosing the $n$-th partial sum $T_{n}$ of the Faber expansion instead of the $n$-th Tschebyscheff section. An efficient method for the numerical evaluation of $T_{n}$ is described in [5]. Moreover, in [4] and [10] explicit expressions for the Faber polynomials $F_{n, K}$ in the cases of $K$ being a circular or an annular sector are given.

## 5. Numerical examples

In our numerical examples we restrict ourselves to the compact sets $K$ being the most simple and the most important ones, namely closed circles $\boldsymbol{\Delta}_{r}$ and compact (real) intervals. Thereby we express the numerical results in terms of (an approximation of) the function sd defined for a compact set $K \subset \mathbb{C}$, an entire function $f$ of order $\rho$ and an approximation $\tilde{f}$ of $f$ by

$$
\begin{equation*}
\operatorname{sd}(K):=\operatorname{sd}(K ; f, \tilde{f}):=\inf _{z \in K}\left(-\log _{10}|f(z)-\tilde{f}(z)|+h_{f}(\arg z)|z|^{\rho} / \log (10)\right) \tag{23}
\end{equation*}
$$

This function may be viewed as an approximation of the number of significant decimal digits achieved by the approximation $\tilde{f}$ of $f$ on $K$ except for neighbourhoods of the zeros of $f$. We hereby replace the more accurate relative error $-\log _{10}|(f(z)-\tilde{f}(z)) / f(z)|$ by

$$
\begin{equation*}
-\log _{10}\left|\frac{f(z)-\tilde{f}(z)}{e^{h_{f}(\arg z)|z|^{\rho}}}\right|=-\log _{10}|f(z)-\tilde{f}(z)|+h_{f}(\arg z)|z|^{\rho} / \log (10) \tag{24}
\end{equation*}
$$

since in this way we can avoid problems obviously occurring near the zeros of $f$. On the other hand, $\operatorname{sd}(K)$ is a more suitable approximation of the number of significant decimal digits than the absolute error $-\log _{10}\|f-\tilde{f}\|_{K}$, since the error in $\operatorname{sd}(K)$ is normalized in sectors where $f$ grows or decreases exponentially fast.

The numerical calculations were carried out in double precision Fortran, which gives a maximal accuracy of 16 decimal digits. As "exact" functions $f$ we used certain high degree Taylor sections.

1. Confluent hypergeometric functions. In our first numerical example we suppose $f$ to be a confluent hypergeometric function

$$
K(a, c ; z):=\sum_{\nu=0}^{\infty} \frac{(a)_{\nu} z^{\nu}}{(c)_{\nu} \nu!}
$$

where $(a)_{0}:=1$ and

$$
(a)_{\nu}:=a(a+1) \cdots(a+\nu-1) \quad(\nu \in \mathbb{N})
$$

is Pochhammer's notation. The confluent hypergeometric functions are of order 1, type 1, and have (for $a \neq c$ ) indicator function

$$
h(\vartheta)=\left\{\begin{array}{ll}
\cos (\vartheta), & \text { if }|\vartheta| \leq \pi / 2 \\
0, & \text { else }
\end{array} \quad \text { with } \underline{\tau}=\frac{1}{\pi}\right.
$$

We apply the $R G$-method for the two cases $M=\{1\}$ and $M=\{1,2\}$.
If $M=\{1\}$, then the minimax problem (20) has the solution

$$
Q_{1}(z)=z / 2 \quad \text { and } \quad \tau\left(Q_{1}\right)=1 / 2
$$

Since $\rho=1$ and $M=\{1\}$, the functions $\varphi_{n}=e^{-Q_{1}}$ given by (15) are independent of $n$ and the power series of $f e^{-Q_{1}}$ is given by

$$
\begin{equation*}
f(z) e^{-Q_{1}(z)}=K(a, c ; z) e^{-z / 2}=\sum_{\nu=0}^{\infty} z^{\nu}\left(\frac{(-1)^{\nu}}{2^{\nu} \nu!} \sum_{k=0}^{\nu}\binom{\nu}{k}(-2)^{k} \frac{(a)_{k}}{(c)_{k}}\right) \tag{25}
\end{equation*}
$$

If we replace for $K=\boldsymbol{\Delta}_{r}$ the Taylor sections $S_{n}(f)$ by $e^{z / 2} S_{n}\left(f e^{-Q_{1}}\right)(z)$ or if we replace for $K=[a, b]$ the Tschebyscheff sections $T_{n}(f)$ by $e^{z / 2} T_{n}\left(f e^{-Q_{1}}\right)(z)$ then, according to Theorems 1 and 5 , we get an (asymptotic) acceleration factor of

$$
\left(\tau\left(Q_{1}\right) / \tau\right)^{n}=(1 / 2)^{n}
$$

As noted above, for $M=\{1\}$ the $R G$-method coincides with the method introduced by Gabutti and Lyness [8] for the case of the Taylor sections. They find the polynomial $Q_{1}$ by "Symmetrization" of the indicator diagram of $f$, which is $[0,1]$ here.

Besides the use of Taylor sections, an efficient method for evaluating $K(1, c ; z)$ for complex $z$ is given by the continued fractions expansion

$$
\begin{equation*}
K(1, c ; z)=\frac{a_{1}}{1+} \frac{a_{2} z}{1+} \frac{a_{3} z}{1+} \cdots \tag{26}
\end{equation*}
$$

where $a_{1}=1, a_{2}=-1 / c$ and

$$
a_{2 k+1}=\frac{k}{(c+2 k-2)(c+2 k-1)}, \quad a_{2 k+2}=-\frac{c+k-1}{(c+2 k-1)(c+2 k)}
$$

(see for example [16]). As is well-known, the approximants of (26) form a stair step sequence in the Pade table of $K(1, c ; z)$, that is, the $n$-th approximant

$$
\begin{equation*}
f_{n}(z)=\frac{a_{1}}{1+} \frac{a_{2} z}{1+} \ldots \frac{a_{n} z}{1} \tag{27}
\end{equation*}
$$

coincides with the $\left(\left[\frac{n-1}{2}\right],\left[\frac{n}{2}\right]\right)$-degree Padé approximation of $K(1, c ; \cdot)$. As may be found in [6], the asymptotic rate of convergence of the $(m, m)$-degree Padé approximations $R_{m}$ of $K(1, c ; \cdot)$ is given by

$$
\limsup _{m \rightarrow \infty}(2 m)\left\|K(1, c ; \cdot)-R_{m}\right\|_{\Delta_{r}}^{1 / 2 m}=e r / 2
$$

Thus, for $n=2 m+1$ we find

$$
\limsup _{n \rightarrow \infty} n\left\|K(1, c ; \cdot)-f_{n}\right\|_{\Delta_{r}}^{1 / n}=e r / 2
$$

(Actually, the same is true for arbitrary n.) This is the same rate as for the Taylor sections $S_{n}\left(f \varphi^{(1)}\right)$ for $f(z)=K(1, c ; z)$. Since the sum of the numerator and denominator polynomial degree of $f_{n}$ is (essentially) $n$, once the coefficients are stored, the effort for evaluating $f_{n}$ and $S_{n}\left(f e^{-Q_{1}}\right)$ is essentially the same.

In the case $M=\{1,2\}$ the minimax problem (20) is approximately solved by

$$
Q(z)=\frac{z}{2}+\frac{z^{2}}{4 \sqrt{2}}
$$

and this solution also seems to be exact (added in proof: it is exact, as was told to me by K. Petras). We find

$$
\tau(Q)=\frac{1}{2 \sqrt{2}}=0.35 \ldots
$$

which, according to (14) and (15), yields

$$
\varphi_{n}(z)=\varphi_{n, Q}(z)=\exp \left(-\frac{z}{2}-\frac{z^{2}}{16 n}\right)
$$

Thus, if we use the polynomial $Q$ instead of $Q_{1}$, we achieve a further acceleration factor of $\left(\tau(Q) / \tau\left(Q_{1}\right)\right)^{n}=(1 / \sqrt{2})^{n}$. Moreover, since $\tau(Q) / \tau=\pi /(2 \sqrt{2}) \approx 1.1$ does not differ essentially from 1 , it is of little interest to consider any further case of $M$.

In our test example we consider the (besides the exponential function) most prominent member $K\left(\frac{1}{2}, \frac{3}{2} ; \cdot\right)$ of the class of confluent hypergeometric functions, which is the essential ingredient of the error function by

$$
\operatorname{erf}(z)=\frac{2 z}{\sqrt{\pi}} K\left(\frac{1}{2}, \frac{3}{2} ;-z^{2}\right)
$$

Figure 1 shows $\operatorname{sd}\left(\boldsymbol{\Delta}_{r}\right)$ as a function of $r$ for $\tilde{f}(z)=e^{z / 2} S_{12}\left(f e^{-Q_{1}}\right)(z)(R G 1)$ and $\tilde{f}=\varphi_{12}^{-1} S_{12}\left(f \varphi_{12}\right)(R G 2)$ as well as for $\tilde{f}=S_{12}(f)$, the 12-th Taylor section of $f$ (TS).

We have added $\operatorname{sd}\left(\boldsymbol{\Delta}_{r}\right)$ also for $\tilde{f}(z)=e^{z} f_{12}(-z)$, where $f_{12}$ is the continued fractions approximant (27) of $K\left(1, \frac{3}{2} ; z\right)(C F)$. (By Kummer's first identity we have $K\left(\frac{1}{2}, \frac{3}{2}, z\right)=e^{z} K\left(1, \frac{3}{2} ;-z\right)$.)

Since $(0.5)^{12} \approx 10^{-3.6}$ and $(0.35)^{12} \approx 10^{-5.5}$, we can expect 3-4 extra significant decimal digits for $R G 1$ and 5-6 extra significant decimal digits for $R G 2$. Figure 1 shows that these acceleration factors are actually achieved. As we have seen above, the asymptotic rate of convergence for $R G 1$ is the same as for $C F$, but actually for small values of $n$ the method $R G 1$ turns out to be somewhat more accurate.

Table 1 shows the values of $\operatorname{sd}(K)$ for several intervals $K$ for $\tilde{f}(z)=$ $e^{z / 2} T_{10}\left(f e^{-Q_{1}}\right)(z)(R G 1)$ and $\tilde{f}=\varphi_{10}^{-1} T_{10}\left(f \varphi_{10}\right)(R G 2)$ as well as for the Tschebyscheff section $T_{10}(f)$ of $f(T S C H S)$.


Figure 1. $\operatorname{sd}\left(\boldsymbol{\Delta}_{r}\right)$ for $f=K(1 / 2,3 / 2 ; \cdot)$

Table 1. $\operatorname{sd}(K)$ for $f=K(1 / 2,3 / 2 ; \cdot)$

| Interval | TSCHS | $R G 1$ | $R G 2$ |
| :--- | :---: | :---: | :---: |
| $K=[-2,2]$ | 8.6 | 11.4 | 12.9 |
| $K=[0,4]$ | 7.7 | 11.9 | 12.7 |
| $K=[-4,0]$ | 9.4 | 10.9 | 12.8 |

Since $(0.5)^{10} \approx 10^{-3}$ and $(0.35)^{10} \approx 10^{-4.5}$, we can expect about 3 extra decimal digits in the $R G 1$ case and about 4-5 extra decimal digits in the $R G 2$ case. For $K=[-2,2]$, this acceleration is realized. We find that $T_{n}(f)$ behaves for small $n$ on $K=[-4,0]$ better than theoretically expected and on $K=[0,4]$ not as good as theoretically expected. Thus, the $R G$-method is somewhat more effective in the case $K=[0,4]$.

It has to be noted that besides the computation of a polynomial (of degree 12 or 10 in our examples), the $R G 1$ - and the $R G 2$-method, as the method $C F$, require an additional evaluation of the exponential function. However, since in most algorithms for the complex error function the so-called Faddeeva function $\omega$ is computed instead of erf (see for example [11], [23], [29]), one has to multiply by an exponential term anyway, so that there may be no extra effort.

For example in the algorithm given in [23], which seems to be the state of the art (cf. [29]), $\omega$ is computed by truncation of the power series in

$$
\omega(z)=e^{-z^{2}}\left(1+\frac{2 i}{\sqrt{\pi}} \sum_{\nu=0}^{\infty} \frac{z^{2 \nu+1}}{(2 \nu+1) \nu!}\right)=e^{-z^{2}}\left(1+\frac{2 i z}{\sqrt{\pi}} K\left(\frac{1}{2}, \frac{3}{2} ; z^{2}\right)\right)
$$

for $z$ in a certain neighbourhood of the origin (and in the first quadrant). The extra evaluation of the exponential function in the case of the $R G 1$-method may be avoided by computing with $f(w) e^{-Q_{1}(w)}=K\left(\frac{1}{2}, \frac{3}{2} ; w\right) e^{-w / 2}$ the approximation

$$
\left(e^{-z^{2} / 2}\right)^{2}+\frac{2 i z e^{-z^{2} / 2}}{\sqrt{\pi}} S_{n}\left(f e^{-Q_{1}}\right)\left(z^{2}\right)
$$

of $\omega(z)$. So, storing the coefficients of $f e^{-Q_{1}}$ (see (25)) and evaluating $S_{n}\left(f e^{-Q_{1}}\right)\left(z^{2}\right)$ for example by Horner's algorithm may be an interesting alternative in the algorithm given in [23]. The same could be true for the $R G 2$-method, where the higher speed of the polynomial approximations stands against one extra evaluation of the exponential function and the disadvantage that $f \varphi_{n}$ depends on $n$.
2. Bessel functions. In our second numerical example we are concerned with the Bessel functions $J_{\lambda}$ and $Y_{\lambda}$. A fundamental system of Bessel's differential equation is given by

$$
J_{\lambda}(z)=\left(\frac{z}{2}\right)^{\lambda} \sum_{\nu=0}^{\infty} \frac{\left(-z^{2}\right)^{\nu}}{\nu!\Gamma(\lambda+\nu+1) 4^{\nu}}=\frac{1}{\Gamma(\lambda+1)}\left(\frac{z}{2}\right)^{\lambda} \sum_{\nu=0}^{\infty} \frac{\left(-z^{2}\right)^{\nu}}{(\lambda+1)_{\nu} \nu!4^{\nu}}
$$

the Bessel function of order $\lambda$ of first kind, and the Bessel function of order $\lambda$ of second kind $Y_{\lambda}$, defined by

$$
Y_{\lambda}(z)=\frac{J_{\lambda}(z) \cdot \cos (\lambda \pi)-J_{-\lambda}(z)}{\sin (\lambda \pi)}
$$

for $\lambda \notin \mathbb{Z}$. Thus, for the evaluation of $J_{\lambda}$ and $Y_{\lambda}$ in the case $\lambda \notin \mathbb{Z}$ it is essential to compute

$$
f_{\lambda}(z)={ }_{0} F_{1}\left(\lambda+1 ; \frac{z}{4}\right)=\sum_{\nu=0}^{\infty} \frac{z^{\nu}}{(\lambda+1)_{\nu} \nu!4^{\nu}}
$$

The functions $f_{\lambda}$ are of order $\rho=1 / 2$ and type $\tau=1$ with indicator function

$$
h_{f_{\lambda}}(\vartheta)=h(\vartheta)=\cos (\vartheta / 2)
$$

For $M=\{1\}$, the minimax problem (20) has the solution

$$
Q_{1}(z)=\frac{z}{2 \sqrt{2}} \quad \text { and } \quad \tau\left(Q_{1}\right)=\frac{1}{\sqrt{2}}
$$

as may be seen by some elementary calculus. According to Theorems 1 and 5 we achieve an acceleration factor of

$$
\tau\left(Q_{1}\right)^{2 n}=(1 / 2)^{n}
$$

if we replace the Taylor sections $S_{n}\left(f_{\lambda}\right)$ by $\varphi_{n}^{-1} S_{n}\left(f_{\lambda} \varphi_{n}\right)$ or if we replace the Tschebyscheff sections $T_{n}\left(f_{\lambda}\right)$ by $\varphi_{n}^{-1} T_{n}\left(f_{\lambda} \varphi_{n}\right)$. By (14) and (15) we obtain

$$
\varphi_{n}(z)=\exp \left(-\frac{z}{8 n}\right)
$$

Therefore, the Taylor sections $S_{n}\left(f_{\lambda} \varphi_{n}\right)$ may be explicitly computed as

$$
S_{n}\left(f_{\lambda} \varphi_{n}\right)(z)=\sum_{\nu=0}^{n} z^{\nu}\left(\frac{(-1)^{\nu}}{\nu!(8 n)^{\nu}} \sum_{k=0}^{\nu}\binom{\nu}{k} \frac{(-1)^{k}(8 n)^{k}}{(\lambda+1)_{k}}\right)
$$

Figure 2 shows $\operatorname{sd}\left(\boldsymbol{\Delta}_{r}\right)$ as a function of $r$ for

$$
f_{1 / 2}(z)={ }_{0} F_{1}\left(\frac{3}{2} ; \frac{z}{4}\right)=\frac{\sinh (\sqrt{z})}{\sqrt{z}}
$$

and $\tilde{f}=\varphi_{10}^{-1} S_{10}\left(f_{1 / 2} \varphi_{10}\right)(R G)$ as well as $\tilde{f}=S_{10}\left(f_{1 / 2}\right)(T S)$.
Since $(0.5)^{10} \approx 10^{-3}$, we can expect about 3 extra significant decimal digits for $R G$ compared to $T S$. The numerical results show that the (asymptotic) acceleration factor is (at least) realized even for small $n$. It has to be remarked that, as in the first example, in the $R G$-case besides the evaluation of a polynomial (here of degree 10) an extra calculation of $\varphi_{n}^{-1}(z)=\exp (z / 8 n)$ has to be carried out. However,


Figure 2. $\operatorname{sd}\left(\boldsymbol{\Delta}_{r}\right)$ for $f_{1 / 2}$
since the computation of $J_{\lambda}$ requires also the calculation of the factor $z^{\lambda}$, which in the case $\lambda \in \mathbb{C} \backslash \mathbb{Z}$ is computed as $\exp (\lambda \log z)$, the factor $\exp (z / 8 n)$ may be integrated into this evaluation of the exponential.

Of course, a similar argumentation applies to the case of an interval and the corresponding Tschebyscheff sections $T_{n}$. On this "real-variable case" we will focus our attention now.

For $\lambda \in \mathbb{N}_{0}$, the Bessel functions of second kind are given by

$$
\begin{aligned}
Y_{\lambda}(z) & =\frac{2}{\pi} J_{\lambda}(z)\left(\gamma+\log \frac{z}{2}\right) \\
& -\frac{1}{\pi}\left(\frac{z}{2}\right)^{\lambda} \frac{1}{\Gamma(\lambda+1)}\left[\left(\psi_{0}+\psi_{\lambda}\right) * f_{\lambda}\right]\left(-z^{2}\right) \\
& -\frac{1}{\pi}\left(\frac{z}{2}\right)^{-\lambda} \sum_{k=0}^{\lambda-1} \frac{(\lambda-k-1)}{k!}\left(\frac{z}{2}\right)^{2 k}
\end{aligned}
$$

Here, $\gamma$ is Euler's constant and

$$
\psi_{m}(z):=\sum_{k=0}^{\infty} z^{k}\left(\sum_{\ell=1}^{m+k} \frac{1}{\ell}\right)
$$

where $\sum_{\phi}:=0$, and $*$ denotes the Hadamard product of power series (see for example [14], 9.7). Thus, the evaluation of $Y_{\lambda}$ for $\lambda \in \mathbb{N}_{0}$ requires a further essential computation of

$$
g_{\lambda}:=\left(\psi_{0}+\psi_{\lambda}\right) * f_{\lambda},
$$

for which it may also be shown that

$$
h_{g_{\lambda}}=h_{f_{\lambda}}=h .
$$

In many applications (for example series expansions in Bessel functions) one needs arrays $\left\{J_{0}(z), \ldots, J_{N}(z)\right\}$ and $\left\{Y_{0}(z), \ldots Y_{N}(z)\right\}$ of Bessel functions of first and second kind. Such arrays are usually computed by recurrence relations. Since the 2 -term recurrence in ascending order

$$
J_{\lambda+1}(z)=\frac{2 \lambda}{z} J_{\lambda}(z)-J_{\lambda-1}(z)
$$

is in general numerically unstable, one applies recurrence in descending order for the computation of Bessel functions of the first kind $J_{\lambda}$. This leads to the so-called Miller algorithm (cf. [28]). On the contrary, Bessel functions of the second kind $Y_{\lambda}$ may be computed stably by using the recurrence formula in ascending order

$$
Y_{\lambda+1}(z)=\frac{2 \lambda}{z} \cdot Y_{\lambda}(z)-Y_{\lambda-1}(z)
$$

Thus it is of fundamental importance to find effective methods for the calculation of $Y_{0}$ and $Y_{1}$. As we have seen above, the functions $Y_{0}$ and $Y_{1}$ are essentially built up from the four entire functions of order $1 / 2$

$$
f_{0}={ }_{0} F_{1}(1 ; \dot{\overline{4}}) \quad, \quad f_{1}={ }_{0} F_{1}(2 ; \dot{\overline{4}})
$$

and

$$
g_{0}=2 \psi_{0} * f_{0} \quad, \quad g_{1}=\left(\psi_{0}+\psi_{1}\right) * f_{1}
$$

all having indicator function $h$. Therefore, if we apply the $R G$-method, one polynomial $Q$ applies to $f_{0}, f_{1}, g_{0}$ and $g_{1}$. As in the case $\lambda \in \mathbb{C} \backslash \mathbb{Z}$, we get for $M=\{1\}$

$$
Q_{1}(z)=\frac{z}{2 \sqrt{2}} \quad \text { and } \quad \tau\left(Q_{1}\right)=\frac{1}{\sqrt{2}}
$$

In the numerical examples for the evaluation of $f_{0}, f_{1}, g_{0}$ and $g_{1}$ we restrict ourselves to the real variable case, namely $K$ is one of the intervals $K_{1}=[-50,0]$ and $K_{2}=[-100,0]$. Intervals on the negative half axis play the most important role since approxmations of $f_{0}, f_{1}, g_{0}$ and $g_{1}$ on the negative half axis are needed for the approximation of $Y_{0}$ and $Y_{1}$ on the positive real axis. In our examples of $K_{1}=[-50,0]$ and $K_{2}=[-100,0]$, respectively, the approximations of $f_{0}, f_{1}, g_{0}$ and $g_{1}$ yield approximations of $Y_{0}$ and $Y_{1}$ on $\tilde{K}_{1}=(0, \sqrt{50}]$ and $\tilde{K}_{2}=(0,10]$, respectively.

Tables 2-5 show the approximations of the significant decimal digits $\operatorname{sd}\left(K_{1}\right)$ and $\operatorname{sd}\left(K_{2}\right)$ for the functions $f \in\left\{f_{0}, f_{1}, g_{0}, g_{1}\right\}$ and the approximants $T_{10}(f)(T S C H S)$ and $\varphi_{10}^{-1} T_{10}\left(f \varphi_{10}\right)$.

The numerical results show that the expected acceleration factor $(0.5)^{10} \approx 10^{-3}$ is actually achieved.

Besides the evaluation of a polynomial of degree 10 , the $R G$-method requires the computation of the exponential factor $\varphi_{10}^{-1}(z)=\exp (z / 80)$. However, the extra evaluation of the exponential function need only be carried out once for the approximation of $f_{0}, f_{1}, g_{0}$ and $g_{1}$.

Although we have here only considered the real-variable case, similar results may be obtained for $K=\boldsymbol{\Delta}_{r}$. Moreover, in [21] the RG-method is also applied to Bessel functions by using a sequence of multipliers $\left(\varphi_{n}\right)_{n}$ consisting of rational functions, and to the Airy function.

TABLE 2. $\operatorname{sd}(K)$ for $f_{0}$

| Interval | TSCHS | $R G$ |
| :--- | :---: | :---: |
| $K_{1}$ | 9.7 | 12.7 |
| $K_{2}$ | 6.6 | 9.3 |

Table 3. $\operatorname{sd}(K)$ for $f_{1}$

| Interval | TSCHS | $R G$ |
| :--- | :---: | :---: |
| $K_{1}$ | 10.7 | 14.7 |
| $K_{2}$ | 7.6 | 11.1 |

Table 4. $\operatorname{sd}(K)$ for $g_{1}$

| Interval | TSCHS | $R G$ |
| :--- | :---: | :---: |
| $K_{1}$ | 8.9 | 11.8 |
| $K_{2}$ | 5.8 | 8.4 |

TABLE 5. $\operatorname{sd}(K)$ for $g_{1}$

| Interval | TSCHS | $R G$ |
| :--- | :---: | :---: |
| $K_{1}$ | 10.0 | 13.7 |
| $K_{2}$ | 6.9 | 10.0 |

Finally, we mention the articles [30] and [22] where an alternative method for convergence acceleration of entire functions of finite order is described.
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