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Abstract Although an increasing amount of middleware has emerged in the last few years to 
achieve remote data access, distributed job execution, and data management, orchestrating 
these technologies with minimal overhead still remains a difficult task for scientists. Scientific 
workflow systems improve this situation by creating interfaces to a variety of technologies and 
automating the execution and monitoring of the workflows. Workflow systems provide 
domain-independent customizable interfaces and tools that combine different tools and 
technologies along with efficient methods for using them. As simulations and experiments 
move into the petascale regime, the orchestration of long running data and compute intensive 
tasks is becoming a major requirement for the successful steering and completion of scientific 
investigations.  

A scientific workflow is the process of combining data and processes into a configurable, 
structured set of steps that implement semi-automated computational solutions of a scientific 
problem. Kepler is a cross-project collaboration, co-founded by the SciDAC Scientific Data 
Management (SDM) Center, whose purpose is to develop a domain-independent scientific 
workflow system. It provides a workflow environment in which scientists design and execute 
scientific workflows by specifying the desired sequence of computational actions and the 
appropriate data flow, including required data transformations, between these steps. Currently 
deployed workflows range from local analytical pipelines to distributed, high–performance and 
high-throughput applications, which can be both data- and compute-intensive. The scientific 
workflow approach offers a number of advantages over traditional scripting-based approaches, 
including ease of configuration, improved reusability and maintenance of workflows and 
components (called actors), automated provenance management, "smart" re-running of 
different versions of workflow instances, on-the-fly updateable parameters, monitoring of long 
running tasks, and support for fault-tolerance and recovery from failures. 

We present an overview of common scientific workflow requirements and their associated 
features which are lacking in current state-of-the-art workflow management systems. We then 
illustrate features of the Kepler workflow system, both from a user's and a "workflow 
engineer's" point-of-view. In particular, we highlight the use of some of the current features of 
Kepler in several scientific applications, as well as upcoming extensions and improvements 
that are geared specifically for SciDAC user communities. 
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1.  Expanding Technological Horizons in Science 
 
"Why does this magnificent applied science, which saves work and makes life easier, bring us so little 
happiness? The simple answer runs: Because we have not yet learned to make sensible use of it." 

      – Albert Einstein, in an address at Cal Tech, 1931. (Harper) 
 

Scientific problem solving is an evolving process. Scientists start with a set of questions then observe 
phenomenon, gather data, develop hypotheses, perform tests, negate or modify hypotheses, reiterate 
the process with various data, and finally come up with a new set of questions, theories, or laws. This 
flow of science has been continuously transformed with the advances in computer science in the last 
few decades. The simplest examples of this transformation are the use of personal computers to record 
scientific activity and the way scientists publish and search papers on online databases. This push from 
computer science combined with evolving scientific applications and algorithms, resulted in 
technologies for making the automation of the scientific process more efficient and easier to use. 

Current technology significantly accelerates the scientific problem solving process by allowing 
scientists to access data remotely, distribute job execution across remote parallel resources, efficiently 
manage data, and even perform observations in remote environments via technologies like sensor 
networks and cameras. As simulations and experiments move into the petascale regime, the 
orchestration of long running data and compute intensive tasks is becoming a major requirement for 
the successful steering and completion of scientific investigations. Although an increasing amount of 
middleware has emerged in the last few years to achieve remote data access, distributed job execution, 
and data flow, the orchestration of these technologies with minimal overhead still remains a difficult 
task for scientists. Scientific workflow systems improve this situation by creating interfaces to a 
variety of technologies and automating the execution and monitoring of the workflows [1,2,3]. 
Workflow systems provide domain-independent customizable interfaces and tools that combine 
different technologies along with efficient methods for using them.  

The Scientific Data Management (SDM) Center [4], funded under the first phase of SciDAC 
(referred to as SciDAC-1), has made a large impact on the SciDAC-1 domain scientists and the 
community by providing advanced data management technologies. The center’s focus is on deploying 
known and emerging data management technologies to scientific applications with a goal of 
integrating software-based solutions to efficiently and effectively manage large volumes of data 
generated by scientific applications. Previous achievements include the development and application 
of parallel I/O technology applied to astrophysics and climate, efficient indexing of large datasets 
applied to high energy physics and combustion, features analysis applied to fusion simulation, 
parallelization of the popular package R, and the automation of production-level biology and 
astrophysics workflows using a scientific workflow system. The Scientific Process Automation (SPA) 
[5] layer in the SDM Center architecture builds upon the SDM Center tools and technologies to utilize 
them in scientific workflows. SDM SPA activities help a broad range of scientific communities in 
collaboration with the open-source Kepler scientific workflow system [6]. 

In the rest of this paper, we first discuss a couple of workflow examples and the requirements for 
workflows to help with the scientific process.  We then give a brief overview of the Kepler scientific 
workflow system and introduce some components in the Kepler architecture influenced by the DOE 
application requirements. Finally, we describe our vision of the additional requirements for next 
generation scientific workflow systems to help with accelerating the scientific exploration process. 

 

2.  Scientific Workflows Help with the Scientific Process 

A scientific workflow is the process of combining data and processes into a configurable, 
structured set of steps that implement semi-automated computational solutions of a scientific problem. 
Workflows greatly improve data analysis, especially when data is obtained from multiple sources and 
generated by computations on distributed resources and/or various analysis tools. These advances in 
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systematic analysis of scientific information made possible by workflows have unleashed a growing 
need for automated data-driven applications that also provide scientists with interfaces to design, 
create, execute, share, reuse scientific workflows, and collect and manage the provenance of the data 
and processes with little overhead. The scientific workflow approach offers a number of advantages 
over traditional scripting-based approaches, including ease of configuration, improved reusability and 
maintenance of workflows and components (actors), automated provenance management, "smart" re-
running of different versions of workflow instances, on-the-fly updateable parameters, monitoring of 
long running tasks, and support for fault-tolerance and recovery from failures [1].  

2.1.  Scientific Workflow Examples 

In this section, we provide two different typical high-level scientific knowledge discovery workflows 
that we have worked on in the SDM Center. The workflows have requirements that relate to some of 
the generic requirements mentioned above. 

 

 

Figure 1. Conceptual design of the “Promoter Identification Workflow” [7] 

2.1.1.  Promoter Identification Workflow. Figure 1 shows the “Promoter Identification Workflow” 
(PIW) that links genomic biology techniques such as microarrays with bioinformatics tools such as 
BLAST to identify and characterize eukaryotic promoters [1, 7]. Starting from microarray data, cluster 
analysis algorithms are used to identify genes that share similar patterns of gene expression profiles 
which are then predicted to be co-regulated as part of an interactive biochemical pathway. Given the 
gene-ids, gene sequences are retrieved from a remote database (e.g., GenBank) and fed to a tool (e.g., 
BLAST) that finds similar sequences. In subsequent steps, transcription factor binding sites and 
promoters are identified to create a promoter model that can be iteratively refined.  

While Figure 1 leaves many details out, some features of scientific workflows can already be 
identified.  Specifically, there are a number of existing databases (such as GenBank) and 
computational tools (such as Clusfavor and BLAST) that need to be combined in certain ways to 
create the desired workflow. In the past, accessing remote resources often meant implementing a 
wrapper that mimics a human entering the input of interest, submitting an HTML form, and 
“screenscraping” the result from the returned page [8]. Today, more and more tools and databases 
become accessible via web services, greatly simplifying this task. Another trend are web portals such 
as NCBI [9] that integrate many tools and databases and sometimes provide the scientist with a 
“workbench” environment.  

This PIW workflow was implemented in the Kepler scientific workflow system (see Section 3). 
The early prototype PIW implementation in Kepler [1, 6, 7] illustrated a number of features including 
the hierarchical workflow design, Web Service composition, and seamless integration of resources via 
customization of features. Currently, this workflow runs as a production workflow. The production 
workflow extends the above-mentioned proven features with execution monitoring, fault-tolerance and 
domain-specific visualization components, e.g., a transcription factor alignment display.  
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Figure 2. Conceptual design of “Center for Plasma Edge Simulation XGC-M3D Workflow” [10] 

2.1.2.  The Center for Plasma Edge Simulation XGC-M3D Workflow. The Center for Plasma Edge 
Simulation (CPES) is a Fusion Simulation Project under the DOE SciDAC program to develop a novel 
integrated plasma edge simulation framework. The CPES project aims to integrate and utilize the 
existing fusion codes via a scientific workflow system. Within CPES a set of specialized high-
performance computing (HPC) extensions coupled with fusion codes and a monitoring system is used 
to explore, analyze and visualize data, and extract information and features. [10] 

Figure 2 illustrates one of the workflows, i.e. “XGC-M3D Coupling Workflow”, which is under 
development in the CPES project using Kepler. It shows the coupling of the kinetic code, XGC—NT, 
to the MHD code, M3D, which is then deployed on a Portal interface for user interaction. An 
important point is that some fusion codes run on thousands of processors, and send each other 2D-3D 
variable with a requirement to exchange information in less then a second to keep the codes 
synchronized.   

Other CPES workflows have requirements like dynamic coupling of models and codes, adaptive 
workflow execution, transparent and efficient access to data, data analysis and visualization, and run 
time monitoring with interactive and autonomic control.  For the success of projects with requirements 
similar to CPES’s, the workflow system is expected to handle memory-to-memory data movement 
between the individual processors and efficient, local, and on-the-fly inter-processor interaction.  

2.2.  Requirements for Scientific Workflows 

Scientific workflows vary in their requirements and the technologies they use depending on the 
disciplines involved. We found that even though the development in scientific workflows is motivated 
by applications from different scientific disciplines and projects, and the disciplines have their own 
wish lists and technical requirements, it is possible to unify these requirements and come up with a set 
of common requirements useful for multiple disciplines. Consider, for example, the 
Cyberinfrastructure desiderata of a geoscientist and a computational chemist. A geoscientist’s wish list 
might involve online data acquisition and access, managing large databases, indexing data on spatial 
and temporal attributes, quick subsetting operations on the databases, large scale resource sharing and 
management, collaborative and distributed applications, parallel gridding algorithms on large data sets 
using high performance computing, integrating data with other related data sets, e.g., geologic maps 
and hydrology models, and easy-to-use user interfaces from portals and scientific workflow 
environments [11]. A computational chemist’s wish list is comprised of performing synchronously 
many embarrassingly parallel calculations with different molecules, configurations, methods and/or 
other parameters, using existing data, codes, procedures, and resources with the usual sophistication 
and accuracy, letting different programs seamlessly communicate with each other, integrating 
computational experiment preparation and analysis steps, distributing jobs automatically onto a 
computational grid, having interfaces to database infrastructures to obtain starting structures and to 
allow data mining of results, and tools and scientific workflow environments that are as easy-to-use, 
general, flexible, manageable and reusable as possible [12, 13]. While these requirements have 
different focuses, their fundamental requirements are similar, i.e., querying and integrating data sets, 
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execution of domain specific codes and algorithms, and using different tools through easy-to-use 
unified interfaces. When we extend this to other sciences, we come up with a list of requirements that 
are generically applicable to different disciplines via customization and domain-knowledge 
integration. 

The following requirements are the results of our interaction with a variety of scientists from 
scientific disciplines involving molecular biology, ecology, astrophysics, fusion, geosciences, 
oceanography, computational chemistry and phylogeny: 

• Design tools that are scalable and especially helpful to non-technical users  
• Easy to use, fairly simple user interfaces having more complex features hidden  
• Hierarchical component and service composition [14] to reduce complexity and enhance 

design reusability 
• Reusable generic features that are generic enough to serve different communities but 

specific enough to serve one scientific domain, i.e., customizable 
• Extensibility for the expert user 
• Registration, publication & provenance of data and process (a.k.a. workflow) products [15] 
• Seamless access to and dynamic plug-in of data and processes from registries/repositories 

[16] 
• Distributed [17] and detached [18] workflow execution (e.g. Web and Grid awareness) 
• Semantics awareness [19] using ontologies and domain knowledge 
• Execution monitoring, failure recovery, smart re-runs [1, 15] and interactive user steering 
• Workflow deployment tools (as a web site, as a web service, as a “Power app” similar to 

SCIRun [20]) that could be utilized via the user interface  

3.  Kepler: An Emerging Open Source Scientific Workflow System 

A scientific workflow is the process of combining data and processes into a configurable, structured 
set of steps that implement semi-automated computational solutions of a scientific problem. Kepler is 
a cross-project collaboration, co-founded by the SciDAC SDM Center, whose purpose is to develop a 
domain-independent scientific workflow system. It provides a workflow environment in which 
scientists design and execute scientific workflows by specifying the desired sequence of 
computational actions and the appropriate data flow, including the required data transformations, 
between these steps. Currently deployed workflows range from local analytical pipelines to 
distributed, high–performance and high-throughput applications, which can be both data- and 
compute-intensive.  

Kepler builds on top of the mature Ptolemy II software [21], which is a Java-based system and a set 
of APIs for heterogeneous hierarchical modeling. The focus of Ptolemy II is to build models based on 
the composition of existing components, which are called ‘Actors’, and observe the behavior of these 
simulation models when executed using different computational semantics, which are implemented as 
components called ‘Directors.’ 
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Figure 3. The Kepler System Architecture 

 

Actors are the encapsulations of parameterized actions performed on input data to produce output 
data. Actors communicate between themselves by sending Tokens, which encapsulate data or 
messages, to other actors through ports.  An actor can have multiple ports and can only send Tokens to 
an actor that it is connected to one of its output ports. The director specifies the model of computation 
under which the workflow will run.  For example, in a workflow with a Process Network (PN) 
director, actors can be thought of as separate threads that asynchronously consume inputs and produce 
outputs.  Under the Synchronous Dataflow (SDF) director, actors share a common thread, and the 
order of execution is statically determined because the number of tokens each actor will produce and 
consume is known ahead of time.  Also, different domains control how the ports relay Tokens.  In PN 
each port behaves like a FIFO queue of unlimited size where as a port controlled by the SDF director 
acts like a FIFO queue with a size limited to the number of tokens an actor can produce or consume. 

Kepler actors perform operations including data access, process execution, visualization, and 
domain specific functions. Kepler uses Ptolemy II’s hierarchical actor oriented modeling paradigm to 
create workflows, where each step is performing some action on a piece of data. Workflows can be 
organized visually into sub-workflows. Each sub-workflow encapsulates a set of executable steps that 
conceptually represents a separate unit of work. The Kepler system can support different types of 
workflows ranging from local analytical pipelines to distributed, high–performance and high-
throughput applications, which can be data- and compute-intensive [17]. Along with the workflow 
design and execution features, Kepler has ongoing research on a number of built-in system 
functionalities (a.k.a. architectural components), as illustrated in Figure 3, including support for single 
sign-in GSI-based authentication and authorization; automated data and process provenance tracking; 
“smart” re-runs and failure recovery; semantic annotation of actors, types, and workflows; creating, 
publishing, and loading plug-ins as archives using the Vergil user interface; and documenting entities 
of different granularities on-the-fly.  

Ptolemy II separates the description of important aspects of a design such as behavior and 
architecture, or computation and communication [22]. Kepler inherits this concept of separation of 
concepts in design from the Ptolemy II. This provides significant advantages such as lower design 
time and better reusability of the design because system designers can build new components for the 
system and plug them in for testing without changing any of the underlying architecture. Also, 
workflow designers do not have to use ad hoc techniques to implement the workflow’s design and 
execution of the workflow graph. The Ptolemy II system provides a general strategy for separating the 
workflow composition from the overall orchestration of the model by introducing the separate 
concerns for actors, their composition, and the implementation of computational domains that run the 
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workflows. These ‘separate concerns’ are combined visually into a model on the screen, which 
provides an easy way for system users to see what the exact behavior of the workflow will be without 
clicking on menu to find out things like what the model of computation will be, for example. 

3.1.  Kepler Provenance Framework 

Most of the time before a scientific process can end in results, scientists will fine-tune the 
experiments, iterating many times with different parameters [23]. This repeating process can reveal a 
lot about the nature of a specific scientific problem and, thus, provide information on the steps leading 
to the solution and end results. Making this information available requires efficient usage and 
collection of data and process provenance information. Another very important requirement for any 
scientific process is the ability to reproduce results and to validate the process that was followed to 
generate these results. Provenance tracking provides this functionality and also helps the user and 
publication reviewer/reader understand how the run progressed and what parameters and inputs were 
associated with the workflow run [15]. 

A provenance collection system must have the ability to create and maintain associations between 
workflow inputs, workflow outputs, workflow definitions, and intermediate data products. Collecting 
intermediate data products in addition to other provenance data serves multiple purposes as the results 
of some processes in the workflow can vary from run to run and some workflow tests require 
manually stepping through some of the steps to verify and debug results. The intermediate results 
along with the other provenance data can be also used to perform “smart” reruns. These requirements 
illustrate the strong need to retain origin and derivation information for data and processes in a 
workflow, to associate results with customized and executable workflow version, and to track 
workflow evolution as described in [24]. This paper discusses an implementation that aims to keep 
track of all these aspects of provenance in scientific workflows.  

Given the collaborative and domain-independent nature of the Kepler project, our provenance 
framework needs to include plug-in interfaces for new data models, metadata formats and cache 
destinations. To accomplish this goal we have created a highly configurable provenance component 
that can be easily used with different models of computation using the separation of concerns design 
principle. Just like a director, provenance collection is modeled as a separate concern that is bound 
visually to the associated workflow.  This way a user can easily see if provenance is being collected 
for a certain run of the workflow.  Another advantage to this design is its compliance and consistency 
with Kepler’s actor-oriented programming paradigm and user interface.  

In Kepler, we have added functionality to enable efficient reruns of a workflow by mining the 
stored provenance data. The idea behind a “smart” rerun [1] is as follows. When a user changes a 
parameter of an actor and runs the workflow again, re-executing all the preceding, unchanged steps in 
the workflow may be redundant and time consuming. A “smart” rerun of the workflow will take data 
dependencies into account and only execute those parts of the workflow affected by the parameter 
change [25]. The ability to store and mine provenance data is required to enable “smart” reruns since 
the data products generated in previous runs are used as the inputs to the actors that are to be rerun. 

3.2.  Kepler Authentication Framework 

The recent advances in Grid and distributed computation enables automated data analyses to be 
performed in heterogeneous and distributed environments, helping scientists to perform scientific 
exploration at scales both finer and greater than ever before. It is no longer sufficient for current 
information systems to focus only on individual tasks. The availability of efficient data collection and 
analysis tools presents researchers with vast opportunities to process heterogeneous data within a 
distributed environment. More and more applications require computer systems to control, monitor, 
and support the logistical aspects of scientific processes. To support the opportunities enabled by 
available massive computation, the Kepler project provides scientists an open-source scientific 
workflow system to manage both data and programs, and to design reusable procedures of scientific 
experimental tasks. The distributed environments may spread over multiple computers, clusters, and 
networks or even multiple Grid systems. Most Grid systems employ Grid Security Infrastructure (GSI) 
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[26] to manage the authentication and authorization of users to access resources. Thus, an 
authentication framework is needed for workflows to manage the GSI-related accessibility to multiple 
computing resources. This framework should be able to coordinate between the different security 
architectures. With more workflows executed on multiple secured computing resources, Kepler users 
need a mechanism to coordinate between different security infrastructures, and to generate and 
manage the certificates/proxies for the user. Kepler authentication framework is such a management 
component that not only facilitates users to login into various computing resources and store their 
corresponding authentications, but also provides workflows a unified interface to access remote 
resources with the support of GSI.  

Workflows may not only access multiple Grid resources that belong to different security systems, 
but also access the same Grid resource multiple times during their execution. A workflow needs the 
authentication information at each time it accesses a Grid resource. It is not practical to prompt users 
for login whenever the authentication is required, as most of the time, these workflows run in batch 
mode while the user is away. The authentication framework should be able to store user’s 
authentication in order to avoid user interventions for repeatedly used proxies and manage the lifetime 
and updates of the stored authentication. 

Kepler’s authentication framework is designed and implemented for storing, managing, and 
updating user authentications for workflows running in Grid environments. This framework is 
integrated into the Kepler project to coordinate the accesses to multiple Grid resources for the 
processes (a.k.a actors in Kepler) in the workflow. It not only provides workflows a uniform interface 
to access user authentications, but also permits users to create and manage their proxy certificates and 
authentications. The authentication framework is a novel contribution to Kepler and, to the best of our 
knowledge, no other scientific workflow system currently has such a mechanism.  

3.3.  Distribute Execution and Flexible I/O Services in Kepler 

In Kepler, individual workflow components (e.g., for data movement, database querying, job 
scheduling, remote execution etc.) are abstracted into a set of generic, reusable tasks [17]. Through 
actor-oriented and hierarchical modeling features built into Ptolemy, Kepler scientific workflows can 
operate at very different levels of granularity, from low-level "plumbing workflows" that explicitly 
move data around, start and monitor remote jobs, etc., to high-level "conceptual workflows" that 
interlink complex, domain specific data analysis steps. Grid workflows (and distributed applications in 
general) can be seen as special scientific workflows. They involve high performance and/or high 
throughput computational tasks. One of our targets to run distributed applications in Kepler is a 
framework that supports the design and reuse of grid workflows.  

Our goals for a distributed Kepler include also the ability to easily form ad-hoc networks of 
cooperating Kepler instances. Each Kepler cooperating network (collaboration) can have access 
constraints and allows Kepler models or sub-models to be run on participating instances. Once a 
Kepler cooperating network has been created, it can configure one or more subcomponents of a 
workflow to be distributed across nodes of the newly constructed network (Grid).  

One of the more significant challenges for Grid computing remains the difficulty in developing 
software that is both concurrent and distributed. Whilst there have been many proposals over the years 
on how to build such systems, including very recent work in Web services, these are not sufficient. 
Existing Grid workflow tools assume that individual components either communicate by passing files 
from one application to another, or are explicitly linked using interprocess communication pipes. 
When files are used, it is usually difficult to overlap read and write execution because the file is only 
copied from one computation to the next once it has been completed and closed. This makes it 
difficult to develop deeply pipelined computations in which input is consumed at the same time as it is 
produced. So, pipelined computations usually require the use of interprocess communication 
primitives such as TCP/IP pipes. However, these are usually invasive and require substantial 
modification to existing code, and, once coded, it is difficult to revert to use a more conventional file-
based IO mechanism.  
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GriddLeS [27] is a library that provides a rich set of interprocess communication facilities. Such 
facilities can be used to implement data sharing in a Grid workflow. The core concept in GriddLeS is 
GridFiles, a device which enables file based interprocess communication between software 
components. GriddLeS overloads conventional file IO operations, and support either local, remote or 
replicated file access, or direct communication over pipes. Thus, the program thinks it is reading or 
writing a file, but GriddLeS may choose an alternative transport at run time. Together, Kepler and 
GriddLeS, provide a powerful implementation of Grid workflows [16]. On its own, Kepler provides 
functionality to construct, edit and execute workflows using SDF or PN execution models. However, 
Kepler requires substantial modifications to the underlying applications in moving from one mode to 
another, making it difficult to tune the performance of the overall system. On the other hand, 
GriddLeS offers the ability to delay the choice of inter-process data transfer mechanism until run time. 
Since no application changes are required, a user can optimize and tune the performance of the system 
at run time using the same Kepler interface that they used to build the original workflow.  

3.4.  Using Kepler as an Execution Engine 

Kepler [1, 6] workflow system can be used as a comprehensive environment for coordinating 
distributed resources using emerging Grid technologies, and the Grid infrastructure, to provide 
efficient and reliable data analysis. In order to accomplish this, Kepler was utilized in a three tier 
architecture: the portal layer, the workflow layer or control layer, which is the Kepler workflow 
system, and the Grid layer as the computation layer.  

The portal layer, a portlet, serves as a front end user interface. It enables the user to provide the 
data and choose from the algorithms, processing attributes and desired derivative products via a web 
interface. Within Kepler, one can design a predefined modularized and configurable workflow 
template using place holder stubs to be set prior to the workflow execution. A workflow pattern serves 
as a conceptual workflow template, defined in the Kepler workflow description language, MoML. A 
workflow instance is created on the fly from the conceptual workflow based on the user selections. 
The instantiated workflow is then scheduled to be executed by the workflow layer [18]. 

The workflow layer, also referred to as the main control layer, communicates both with the portal 
and the Grid layers. This layer, controlled by the Kepler workflow manager, coordinates the multiple 
distributed Grid components in a single environment as a data analysis pipeline. It submits and 
monitors jobs onto the Grid, and handles third party transfer of derived intermediate products among 
consecutive compute clusters, as defined by the workflow description. In addition, it sends control 
information (a.k.a. tokens) to the portal client about the overall execution of the process. The 
workflow is executed by the Kepler engine in a batch mode. Once a job is submitted, the user can 
detach from the system and receive an email notification after the process has completed.  

The Grid layer, or the execution layer is where the actual processing implementations are deployed 
on the distributed computational Grids. Currently a simple submission and queuing algorithm is used 
for mapping jobs between various resources based on the number of allocated tasks and the size of the 
data to be processed. In the near future we plan to utilize the Pegasus [29] Grid scheduler to benefit 
from mapping jobs based on resource efficiency and load, thus making the process more robust. 

4.  Outlook and Conclusions 

The DOE SDM Center and the Kepler scientific workflow system have made a big impact working 
with both DOE scientists and other national and international scientist. In this paper, we have provided 
an overview of scientific workflow management issues, motivated by real-world examples that we 
encountered in a number of application projects. We identified a number of common requirements and 
desiderata of scientific workflows. We observed an extension in these requirements as the technology 
is being used and evolves. The combined list of all the requirements that a multi-disciplinary scientific 
workflow system today needs to provide includes: secure and seamless access to heterogeneous data 
and computational resources and multiple virtual organizations using multiple roles; efficiently 
connect to the existing data and integrate heterogeneous data from multiple resources; offer extensible 
and customizable graphical user interfaces for scientists from different scientific domains; link to 
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different domain knowledge and interface to multiple applications and analysis tools; support 
computational experiment creation, execution, sharing and reuse; manage complexity, user and 
process interactivity; provide extensions for adaptive and dynamic workflows; track provenance of 
workflow design evolution, execution, and intermediate and final results; perform efficient failure 
recovery and smart re-runs; support various file and process transport mechanisms (e.g., main memory 
and Java shared file system); support the full scientific process by means to use and control 
instruments, networks and observatories in observing steps; scientifically and statistically analyze and 
control the data collected by the observing steps; set up simulations as testbeds for possible 
observatories; come up with efficient and intuitive workflow deployment methods; and most 
importantly do all these in a secure and usable way. 

To support the above-mentioned extended requirements, Kepler and the rest of  the scientific 
workflow research community faces challenges in areas including usability, workflow design 
methodologies, provenance tracking, new computational models to support dynamic and adaptive 
changes in the running workflows, failure recovery, re-running workflows with minor changes, 
authentication and authorization, and incorporation of semantic Grid and semantic annotation 
technologies. Among these challenges, usability and provenance tracking requires special attention, as 
these features have been worked on less in the previous years, and are vital for the acceptance of the 
technology by wider scientific communities and for the success of all the other features in a scientific 
workflow.  
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