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imputation of missing data in the presence
of non-normality, non-linearity, and
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Abstract

Background: Missing data are common in statistical analyses, and imputation methods based on random forests

(RF) are becoming popular for handling missing data especially in biomedical research. Unlike standard imputation

approaches, RF-based imputation methods do not assume normality or require specification of parametric models.

However, it is still inconclusive how they perform for non-normally distributed data or when there are non-linear

relationships or interactions.

Methods: To examine the effects of these three factors, a variety of datasets were simulated with outcome-

dependent missing at random (MAR) covariates, and the performances of the RF-based imputation methods

missForest and CALIBERrfimpute were evaluated in comparison with predictive mean matching (PMM).

Results: Both missForest and CALIBERrfimpute have high predictive accuracy but missForest can produce severely

biased regression coefficient estimates and downward biased confidence interval coverages, especially for highly

skewed variables in nonlinear models. CALIBERrfimpute typically outperforms missForest when estimating

regression coefficients, although its biases are still substantial and can be worse than PMM for logistic regression

relationships with interaction.

Conclusions: RF-based imputation, in particular missForest, should not be indiscriminately recommended as a

panacea for imputing missing data, especially when data are highly skewed and/or outcome-dependent MAR. A

correct analysis requires a careful critique of the missing data mechanism and the inter-relationships between the

variables in the data.
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Background
Missing data are common in clinical and public health

studies, and imputation methods based on machine

learning algorithms, especially those based on random

forest (RF) are gaining acceptance [1]. In the original

article, the RF-based missing data imputation R package

missForest is described as an imputation algorithm de-

signed for mixed continuous and/or categorical data in

the presence of complex interactions and non-linearity

without requiring to specify the distributions of the vari-

ables [2]. Another R package CALIBERrfimpute allowed

for multiple imputation by sampling from conditional

distributions constructed using RF [3].
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Several studies have reported that missForest

performed favorably compared to standard imputation

methods, and missForest has been used as a benchmark

for non-parametric imputation methods [4, 5]. In a com-

parison study done by Waljee et al. [6], missForest was

found to consistently produce the lowest imputation

error compared with other imputation methods, includ-

ing k-nearest neighbors (k-NN) imputation and “mice”

[7], when data were missing completely at random

(MCAR). Tang and Ishwaran also recommended mis-

sForest when variables have high inter-correlations [5].

Yet Shah et al. [3] reported that missForest produced

substantially biased estimates for variables missing at

random (MAR) and poor coverage of confidence inter-

vals compared with CALIBERrfimpute. Solaro et al. [8]

demonstrated that the relative performance of missFor-

est varied with the MCAR data patterns and did not

show a clear advantage. Overall, the imputation accuracy

and applicability of missForest is still unclear. Moreover,

the differences between CALIBERrfimpute and missFor-

est imputation on statistical analyses warrant further

investigation.

This study evaluates the imputation accuracy of

missForest and CALIBERrfimpute in the presence of

non-normally distributed variables, interaction, or non-

linearity when data are MAR [9]. The examination was

done through a series of simulation experiments and a

case study based on clinical data for patients with

hepatocellular carcinoma (HCC).

Methods
Imputation methods

MissForest

The missForest algorithm can be summarized as follows:

(1) Initialization. For a variable containing missing

values, the missing values will be replaced with its mean

(for continuous variables) or its most frequent class (for

categorical variables).

(2) Imputation. The imputation process is done se-

quentially for the variables in the data in ascending (or

descending, if appointed) order of missing observations

for each variable. The variable under imputation is used

as the response for building the RF model. The observa-

tions in the dataset are divided into two parts according

to whether the variable is observed or missing in the ori-

ginal dataset. The observed observations are used as the

training set, and the missing observations are used as

the prediction set. The missing part of the variable

under imputation is replaced by predictions from RF

models [10, 11].

(3) Stop. When all the variables with missing data have

been imputed then one imputation iteration is com-

pleted. The imputation process is iterated until the rela-

tive sum of squared differences (or proportion of falsely

classified entries for categorical variables) between the

current and the previous imputation results increases,

and missForest outputs the previous imputation as the

final result [2]. A maximum number of iterations user

setting with a default value of 10 is also installed in the

process to limit the computational time to a reasonable

level.

MICE-based imputation

Both CALIBERrfimpute and predictive mean matching

(PMM) operate under the framework of multivariate

imputation using chained equations (MICE), with

different MICE imputation methods differing in the

process they use to impute missing values. The

typical process of MICE-based imputation can be

summarized as:

(1) Initialization. For a variable containing missing

values, the missing values will be replaced with random

samples from observed values of that variable.

(2) Imputation. The imputation process is done

sequentially for the variables according to their original

order in the dataset. The variable under imputation is

used as the response for model building. The observa-

tions in the dataset are divided into two parts according

to whether the variable is observed or missing in the

original dataset. The observed observations are used as

the training set, and the missing observations are used

as the prediction set. The missing part of the variable

under imputation is replaced by the imputed values gen-

erated from the user-specified MICE-based imputation

method.

(3) Stop. When all the variables with missing data

have been imputed then one imputation iteration is

completed. The imputation process is iterated until

the maximum number of iterations (default value of

5) is reached, and the final result is the last

imputation.

The PMM method is a semi-parametric imputation

method recommended as the default imputation method

by the “mice” R package [7] to serve as a “baseline”

method for comparison. For each variable, PMM calcu-

lates the predicted regression values for its non-missing

and missing observations. It then fills in a missing value

by randomly selecting one from the non-missing obser-

vations whose predicted values are closest to the pre-

dicted value for the missing observation. The purpose of

the regression in PMM is to construct a metric for

matching observations with missing values to similar

observations with observed values that can be used for

imputation.

CALIBERrfimpute was included to investigate the

influences of imputation using the conditional distri-

bution of the RF prediction errors. To form condi-

tional distributions using RF, for each variable
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CALIBERrfimpute assumed normality for the RF pre-

diction errors and used the out-of-bag mean square

error as the estimator of their variance. Variables with

missing values are imputed by random draws from in-

dependent normal distributions centered on the con-

ditional means predicted by RF. It should be noted

that to focus on the comparison with the prediction

of imputed values in missForest, the additional boot-

strapping of observed data in CALIBERrfimpute to

account for sampling variation in multiple imputation

was not used.

In this study, five iterations were performed for each

imputation within the MICE framework as small

iteration numbers were recommended [7]. Also, for the

RF-based imputation methods, the number of trees built

was set to ten as suggested by Shah et al. [3] for less

biased results.

Simulation study

Data simulation and statistical analyses were carried out

using R (R Core Team, Vienna, Austria) [12], and four

sequential stages were involved:

1. Data generation: complete datasets were simulated

based on each of the predefined scenarios for each

of the distributions.

2. Amputation: the complete datasets were made

incomplete based on specified rules to generate

missing data values.

3. Imputation: the missing values of the simulated

incomplete datasets were filled-in by different

imputation methods, resulting in imputed complete

datasets.

4. Analysis: statistical analyses were performed on

both the original complete datasets and the

corresponding imputed datasets, and comparisons

of the different imputation methods were made.

Data generation

A total of 1000 datasets of 500 observations (where the

dependent variable Y was continuous) or 1000 observa-

tions (where Y was binary) were generated for each of

the distributions in four scenarios as binary dependent

variables usually provide less information for estimating

parameters than do continuous dependent variables. The

four scenarios comprised of 2 × 2 combinations where Y

was either continuous or binary, and whether Y has a

quadratic relationship with the independent variable X

or its relationship with X was modified by a normally

distributed variable Z. In each scenario, X was generated

from one of the following eight distributions (Fig. 1):

(1) Normal(4, 1),

(2) Uniform(0, 8),

(3) Lognormal(0, 0.25), Lognormal(0, 0.625),

(4) Gamma(1, 1), Gamma(2, 0.5),

(5) [N(1, 1), N(6, 3)], [N(1, 1), N(6, 10)] (1:1 normal

mixtures).

The specific relationships among the variables in each

scenario were as follow:

(1) a linear regression with quadratic term:

Y = β0 + β1X1 + β2X2 + ε = 2 + 2X + X2 + ε, ε~Normal(0,1.)

(2) a logistic regression with quadratic term:

Y � Binomial 1;πð Þ

logit πð Þ ¼ β0 þ β1X1 þ β2X2

¼ − 1:2þ 0:1X þ 0:05X2

(3) a linear regression with interaction term:

Y = β0 + β1X1 + β2X2 + β3X3 = 2 + X + XZ + Z + ε,

ε~Normal(0, 1),

Z � Normal 4; 2ð Þ

(4) a logistic regression with interaction term:

Y � Binomial 1;πð Þ

logit πð Þ ¼ β0 þ β1X1 þ β2X2 þ β3X3

¼ − 2þ 0:5X − 0:0625XZ þ 0:25Z

Z � Normal 4; 2ð Þ

In scenario 2, we set β0 = − 1.2 so that the probability

of Y = 1 is π = 0.5 when X = 4, and β1 = 2β2 = 0.1, corre-

sponding to a log odds ratio of 1 for X = 5 versus X = 3

(plus or minus one standard deviation (SD) when

X~Normal(4, 1)). The observations with Y = 1 can vary

in proportions across the different distributions for X. In

scenario 4, with β0 = − 2, the probability of Y = 1 is π =

0.5 when X = 4; β1 = 0.5, β2 = − 0.625 and β3 = 0.25, cor-

responding to a log odds ratio of 0.5 for X = 5 versus

X = 3 with Z = 4, and a log odds ratio of 0.5 for X = 5,

Z = 6 versus X = 3, Z = 2.

Amputation

Generally, missing data problems can be classified into

three categories [13]. When data are MCAR, the prob-

ability of being missing is the same for all cases. When

data are MAR, the probability of being missing is only

related to the observed data. If neither MCAR nor MAR

holds, then data are missing not at random (MNAR).

While MCAR is simple to consider, most of the missing

data methods are designed to address the MAR assump-

tion. In this study, we primarily report situations when

data are MAR and refer the reader to supplemental re-

sults when data are MCAR. During amputation missing

values were introduced into the simulated complete

datasets using the amputation function implemented in

R by Schouten et al. [14] Specifically, MCAR was intro-

duced by setting the probability of X being missing to
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25% across observations. MAR was introduced by setting

the probability of X being missing to 25% according to a

standard right-tailed logistic function in Y, thus the

probability of X being missing is higher for observations

with higher values of Y. Missing values were only gener-

ated for X (i.e., Y and Z were kept intact), but its corre-

sponding quadratic or interaction term would also be

missing whenever X was missing.

Imputation

For each amputated dataset, the missing values were im-

puted by three different imputation methods: PMM, and

two RF-based imputation methods, missForest and

CALIBERrfimpute as described above.

Analysis

Linear or logistic regression was performed on each

imputed dataset by regressing Y on the other variables

in the dataset without knowledge of the presence of

quadratic or interaction terms. The three imputation

methods were first compared in terms of their accuracy

of the imputed values using

(i) the normalized root mean squared error (NRMSE) [15],

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

mean Xtrue −Ximp

� �2
� �

var Xtrueð Þ

v

u

u

t

;

where Xtrue and Ximp are the true and imputed data

matrix, respectively, and the mean and variance are

computed only over the missing values; and

(ii) relative bias for the mean of the imputed variable:

mean V imp

� �

mean V trueð Þ
− 1;

where V is either one of the imputed variables (X, X2, or

Fig. 1 Distributions used for covariate X. (a) symmetric distributions (normal and uniform), (b) lognormal distributions, (c) gamma distributions,

(d) bimodal distributions (mixture of two normal distributions). The panels display the kernel densities based on 1 million observations randomly

sampled from each distribution. ½Nðμ1; σ
2
1Þ;Nðμ1; σ

2
1Þ� represents a homogeneous mixture of 50% Normalðμ1; σ

2
1Þ and 50% Normalðμ1; σ

2
1Þ. For

figures with boxplots, the top and bottom 0.025 percentiles were truncated to avoid extreme values in order to facilitate the visual comparison of

the boxplots
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XZ) Vtrue is the original vector of true values, Vimp is the

data vector after imputation, and the mean was

computed over all the data values.

Second, the three imputation methods were compared

in terms of their accuracy in estimating the coefficients

in the linear and logistic regression models using

(i) the relative bias of the coefficient estimate,

ðβ̂p − βpÞ=βp, p= 1 or 2 for imputed variables; and

(ii) the coverage of their 95% confidence intervals.

Third, the three imputation methods were compared

in terms of their accuracy in prediction using Lin’s con-

cordance correlation coefficient (CCC) [16] for agree-

ment with the prediction using the true model. The

predictions were made from regression models esti-

mated from imputed datasets and the corresponding

true model using 1000 new datasets of 500 observations

(for continuous outcome) or 1000 observations (for bin-

ary outcome) generated as described in the Data Gener-

ation section. Lin’s coefficient increases towards one as

the predicted values from models estimated using im-

puted data have better agreement with the predictions

from the true model.

An imputation method with superior performance can

be generally characterized by smaller NRMSE, relative

bias of imputation mean closer to zero, relative bias of

regression coefficient estimate closer to zero, coverage

closer to nominal coverage probability, and a CCC

nearer towards one.

Results
Accuracy of imputed variables

NRMSE value

Overall, missForest had the smallest NRMSE (mean =

0.39, 0.88, 0.26, 0.79, for scenarios 1 to 4) compared to

CALIBERrfimpute (mean = 0.35, 0.98, 0.34, 0.92) and

PMM (mean = 0.64, 1.06, 0.48, 1.06) uniformly across all

eight distributions except for scenario 1 where CALI-

BERrfimpute outperformed missForest (Fig. S1).

Bias of variable estimates

When estimating the mean of X across the eight distri-

butions (Fig. 2), missForest on average gave relative

biases of 2.0, 1.3, 1.7, 1.4%, compared to 1.4, 2.5, 2.3,

1.7% in CALIBERrfimpute, 3.2, 1.4, 2.7, 5.3% in PMM

for scenarios 1 through 4, respectively. (To be concise,

we report in the text the mean of the absolute values of

the mean relative bias for each distribution when sum-

marizing the relative bias across the eight distributions.)

MissForest had the smallest bias except for scenario 1.

When estimating the mean of X2 or XZ across the eight

distributions, missForest gave relative biases of 8.3, 8.9,

2.1, 3.4% compared to 6.3, 2.3, 3.4, 1.4% in CALIBERr-

fimpute, 11.6, 4.8, 2.6, 5.9% in PMM for scenarios 1

through 4, respectively. CALIBERrfimpute outperformed

missForest except for scenario 3, where missForest had

smaller bias. MissForest can produce more biased results

for non-normal data.

Accuracy of regression estimates

Bias of regression coefficient estimates

In contrast to estimating the characteristics of the im-

puted variables, the ability of the imputation methods to

estimate regression coefficients was much poorer (Fig. 3),

especially for logistic regressions. When estimating the

regression coefficient of X across the eight distributions,

missForest on average gave relative biases of 133.1,

653.3, 58.6, 70.4%, compared to 104.3, 335.8, 32.9, 31.3%

in CALIBERrfimpute, 64.2, 371.0, 80.4, 7.7% in PMM for

scenarios 1 through 4, respectively. PMM out-performed

RF-based methods in both scenarios 1 and 4. When esti-

mating the mean of X2 or XZ, missForest gave relative

biases of 78.7, 252.7, 23.9, 138.1%, compared to 59.9,

94.6, 18.8, 82.3% in CALIBERrfimpute, 61.1, 101.0, 30.0,

47.0% in PMM for scenarios 1 through 4, respectively.

PMM outperformed RF-based methods in scenario 4.

For RF-based imputation, the bias of the estimated

means and the bias of their corresponding estimated

regression coefficients can be strongly correlated. Like-

wise, as in the case for estimating means, missForest can

produce more biased results for non-normal data.

Coverage of 95% confidence intervals

The coverages of the confidence intervals were uni-

formly poor for all three imputation methods. When es-

timating the regression coefficient of X across the eight

distributions (Fig. 4), missForest gave coverages of 17.0,

30.7, 32.7, 51.9%, compared to 18.3, 35.2, 51.5, 57.3% in

CALIBERrfimpute, 47.8, 28.5, 27.0, 79.0% in PMM, and

95.1, 95.1, 95.3, 94.7% in the original non-missing data,

for scenarios 1 through 4, respectively. When estimating

the regression coefficient of X2 or XZ, missForest gave

coverages of 12.9, 30.1, 13.2, 49.5%, compared to 14.2,

61.4, 27.4, 40.5% in CALIBERrfimpute, 12.8, 33.9, 18.5,

71.9% in PMM, and 95.4, 95.1, 95.1, 94.8% in the original

non-missing data, for scenarios 1 through 4, respectively.

Accuracy of regression model predictions

When predicting new data (Fig. 5), missForest on aver-

age gave CCCs of 0.93, 0.76, 0.99, 0.89, compared to

0.95, 0.88, 0.99, 0.91 in CALIBERrfimpute, and 0.94,

0.81, 0.98, 0.84 in PMM, for scenarios 1 through 4, re-

spectively. CALIBERrfimpute imputation had the highest

prediction accuracy, but for logistic regression the agree-

ment is poorer due to biased coefficient estimates.
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Case study

To explore the imputation performance of the afore-

mentioned methods in real datasets, a longitudinal study

on patients with HCC was examined [17]. It should be

noted that the analysis presented here was to investigate

the imputation methods, and is not intended as a defini-

tive analysis of the data. Two baseline covariates, serum

alpha-fetoprotein (AFP) level (IU/ml) and diameter of

main tumor (mm), were considered important prognos-

tic factors for HCC [18, 19], and thus were standardized

and used to predict survival at 12 months after baseline

using logistic regression. The complete dataset consist-

ing of 1897 patients were amputed like what was done

in the Amputation section. except here both covariates

Fig. 2 Relative bias of the estimated mean of imputed variables for MAR data
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were MCAR, or MAR according to the outcome. About

25% of the observations were missing, and at most one

covariate value was missing for a single observation.

Table 1 shows that more biased estimates of regression

coefficients can be observed in missForest for MAR data

and even for MCAR data. These results also confirm the

previous simulation results that RF-based imputation

does not outperform PMM in the presence of a logistic

regression relationship.

Discussion
MissForest has been reported to “successfully handle

missing values, particularly in datasets including differ-

ent types of variables” [2] (p.112). Waljee et al. further

Fig. 3 Relative bias of the estimated regression coefficient of imputed variables for MAR data
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concluded that it “is a highly accurate method of imput-

ation for missing laboratory data and outperforms other

common imputation techniques” [6] (p.1). These two

studies focused on MCAR data, and while other re-

searchers have examined missForest in the presence of

MAR [4] and even MNAR data [5], all of these research

judged missForest in terms of its predictive accuracy.

However, an imputation method that simply imputes

missing values by minimizing prediction error can be

problematic since it does not try to recover the joint dis-

tribution of the data and thus can result in biased

parameter estimates. Therefore, other measures of

Fig. 4 Coverage of 95% confidence intervals (with binomial proportion confidence intervals) of the estimated regression coefficients of imputed

variables for MAR data
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imputation accuracy; i.e., bias of imputation mean and

regression coefficient estimate, and coverage would be

more important and relevant when considering all the

variables together.

The simulations showed that missForest typically had

the lowest NRMSE and smaller bias when estimating the

mean of the imputed variables compared to PMM. How-

ever, missForest often under-estimated the standard de-

viation of the imputed variables, suggesting that

subsequent significance testing would result in elevated

false positive error rates, and this is because missForest

simply used the conditional mean for imputation. Yet,

Fig. 5 Lin’s concordance correlation coefficient (CCC) from predictions using models estimated from imputed MAR data

Table 1 Parameter estimates of the regression from the case study

Method Intercept Regression coefficient for AFP Regression coefficient for tumor diameter

Estimate (95% CI) p-value Estimate (95% CI) p-value Estimate (95% CI) p-value

Original data 0.54 (0.43, 0.64) < 0.001 −0.20 (− 0.31, − 0.10) < 0.001 − 0.65 (− 0.76,-0.54) < 0.001

MAR data

PMM 0.55 (0.45, 0.65) < 0.001 − 0.19 (− 0.29, − 0.09) < 0.001 −0.66 (− 0.77, − 0.56) < 0.001

missForest 0.54 (0.44, 0.64) < 0.001 −0.17 (− 0.28, − 0.07) 0.002 −0.74 (− 0.85, − 0.62) < 0.001

CALIBERrfimpute 0.54 (0.44, 0.64) < 0.001 −0.19 (− 0.29, − 0.09) < 0.001 −0.66 (− 0.77, − 0.56) < 0.001

MCAR data

PMM 0.54 (0.44, 0.64) < 0.001 −0.20 (− 0.31, − 0.10) < 0.001 −0.66 (− 0.77, − 0.56) < 0.001

missForest 0.54 (0.44, 0.64) < 0.001 −0.21 (− 0.32, − 0.10) < 0.001 −0.72 (− 0.84, − 0.61) < 0.001

CALIBERrfimpute 0.55 (0.45, 0.65) < 0.001 −0.22 (− 0.33, − 0.12) < 0.001 −0.68 (− 0.79, − 0.58) < 0.001

*Results were obtained from logistic regression

CI confidence interval, MCAR missing completely at random, MAR missing at random
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the more critical issue is that good predictive accuracy

of imputed values does not necessarily imply better ac-

curacy in estimating the relationships involving the im-

puted variables. For MAR data, all the imputation

approaches were considerably biased when estimating

regression coefficients. MissForest was shown to pro-

duce many-fold more biased regression coefficient esti-

mates than PMM, and its inferior performance often

appeared when the imputed variable was highly skewed

in nonlinear models or when there was an interaction

term. (This is consistent with the biased Cox regression

coefficient estimates in missForest reported by Shah

et al. [3].) Under such circumstances, CALIBERrfimpute

can often outperform missForest, but its bias was still

substantial. Due to single imputation and biased regres-

sion coefficient estimates, coverages of confidence inter-

vals were far from nominal coverage. This was also the

case even for MCAR data (refer to Supplementary Infor-

mation for results). For MCAR data, RF-based imput-

ation showed higher accuracy than PMM for mean and

regression coefficient estimates except for estimating

regression coefficients in scenario 4.

The conditional mean prediction from missForest is a

weighted average of the imputed variable’s observed

values, and when data are outcome-dependent MAR this

can result in information loss near both ends of the vari-

able range and severely biased regression estimates,

especially when variables are highly skewed and non-

linearity is present (Fig. 6). While CALIBERrfimpute can

overcome this issue to a certain extent by taking the pre-

diction errors of RF into consideration and drawing im-

putations from the conditional distributions, it cannot

fundamentally recover the information loss due to the

sparseness and high leverage data points. Such trunca-

tion in the variable range is also apparent for PMM,

although to a lesser degree.

The simulations only considered (generalized) linear

models so favorable imputation results can be achieved

by PMM in certain scenarios as PMM is essentially

linear-model-based, but for data with complex

Fig. 6 Scatter plot of Y versus X from imputation results of a randomly selected dataset when X~Gamma(1, 1) in scenario 1 for MAR data. Dashed

line is for the true model, solid line is for the estimated model using imputed data. Only imputed observations were shown for direct comparison

between imputation methods
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relationships PMM may not have such advantages over

RF-based methods. Since missForest was originally de-

signed to be a single imputation method, this study used

single imputation for CALIBERrfimpute and PMM to fa-

cilitate comparison. Therefore, all three imputation

methods did not account for the uncertainty from missing

data in the analysis. This can be problematic especially

when the proportion of missingness is high and may lead

to inflated false positive error rates. In practice, multiple

imputation should be recommended for considering the

uncertainty induced by missing data. The results showed

that CALIBERrfimpute can often outperform missForest,

indicating that sampling from a conditional distribution

can help in the estimation of regression coefficients and

variable means even with only single imputation. How-

ever, it should be noted that its out-of-bag mean squared

error can be influenced by extreme values in the variable

under imputation, leading to biased results even when

data are MCAR. Therefore, the detection and handling of

extreme values when using CALIBERrfimpute should be

considered for less biased results.

Eight common distributions and four simple regression

models were used to generate 32 simulation settings for

examining the accuracy of the imputation methods. The

chosen distributions provided a variety of non-normal

symmetric, heavy tailed, and skewed distributions, and the

regression models considered both non-linearity and

interaction coupled with either a continuous or binary

outcome. These settings are intended to depict the mixed

data types that missForest was believed to handle well.

The performance of the imputation methods was weaker

for logistic regression models because the binary out-

comes provided less information for estimating regression

parameters than the continuous outcomes, and the

estimation of the log odds ratios was also more sensitive

to inaccuracies in the imputed variables.

The simulations generated a realistic proportion of miss-

ing data, and increasing the proportion of missing data to

50% did not materially alter the main findings. A straight-

forward MAR data pattern was introduced where the prob-

ability of X being missing was dependent on larger

observed outcome values. Although MNAR data cannot be

ruled out in practice, we focused on the MAR mechanism

to highlight how RF-based imputation algorithms can be

problematic even though multiple imputation was designed

to address MAR data. Another limitation is that Y was as-

sumed to be free of missing values since we wanted to use

a relatively simple MAR mechanism to examine how differ-

ent distributions of X can impact the imputation of its

missing values. MissForest also performed poorly when

estimating regression relationships where the MAR mech-

anism was additionally dependent on other covariates [3],

suggesting that outcome-dependent MAR is a sufficient

reason for its deficiency.

The number of trees built for RF models was set to 10

to limit bias and compared to PMM operating under

their default parameters. The iteration number for

MICE-based imputation was set to five as recommended

and for a faster computational speed. But in practice the

influence of tuning parameters on imputation accuracy

and computational burden still requires additional study,

and parameter searching may be necessary for complex

datasets to attain better imputation accuracy. For ex-

ample, it is unclear how different data structures and

missingness may impact missForest’s stopping criterion,

and users should monitor whether missForest stopped

because it reached the maximum number of iterations

as this may indicate a slow or problematic convergence.

For all three imputation methods, an inclusive imput-

ation model that included the outcome was used. In sit-

uations where the imputation model fails to account for

variables that impact the occurrence of missing data or

does not accurately capture the relationship of the vari-

ables, non-parametric imputation methods may fare

better than parametric imputation methods and further

study is warranted.

Conclusions
The results of the simulation experiments and case study

present evidence that although RF-based imputation can

have good predictive accuracy, it may also lead to se-

verely biased inference when the imputed variables are

used in subsequent regression analyses. Missforest has

the characteristic that its predicted value does not ex-

tend beyond the range of the imputed variable’s ob-

served values but this can lead to underperformance

with outcome-dependent MAR and highly skewed data.

CALIBERrfimpute can slightly alleviate this problem by

sampling from the RF predicted value’s conditional dis-

tribution but regression estimates still have substantial

bias and poor confidence interval coverage. Therefore,

RF-based imputation and especially missForest should

not be indiscriminately used as a panacea for imputing

missing data. Once again it proves that a correct analysis

requires a careful critique of the missing data mechan-

ism and the inter-relationships between the variables in

the data.
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