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Abstract: The deflectometry provides a powerful metrological technique enabling the 

high-precision testing of reflective surfaces with high dynamic range, such as aspheric and 

freeform surfaces. In the fringe-illumination deflectometry based on reverse-Hartmann-test 

configuration, the calibration of system geometry is required to achieve “null” testing. 

However, the system miscalibration can introduce a significant systematic error in the testing 

results. A general double-step calibration method, which is based on the low-order Zernike 

aberration optimization and high-order aberration separation, is proposed to separate and 

eliminate the geometrical error due to system miscalibration. Both the numerical simulation 

and experiments have been performed to validate the feasibility of the proposed calibration 

method. The proposed method provides a general way for the accurate calibration of system 

geometrical error, avoids the over-correction and is feasible for the testing of various complex 

freeform surfaces. 

© 2018 Optical Society of America under the terms of the OSA Open Access Publishing Agreement 

OCIS codes: (120.6650) Surface measurements, figure; (120.4640) Optical instruments; (120.3940) Metrology. 
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1. Introduction 

With the development of optical design and fabrication, especially the increasing demand of 

system performance improvement, various types of optical surfaces including aspheric and 

freeform surfaces have been widely applied in illuminating [1], display [2,3] and imaging 

systems [4–6], etc. It places ultrahigh requirement on the testing accuracy of the optical 

elements with complex freeform surfaces, and various methods have been proposed to achieve 

the accurate testing of optical surfaces. The contact testing with either profiler or coordinate 

measurement machine (CMM) can achieve high dynamic range, however, the point-to-point 

scanning process could lead to poor efficiency in the full-aperture measurement. The 

interferometry provides a powerful testing tool to realize the full-aperture and accurate surface 

testing, in which the testing accuracy can achieve the order of nanometers [7,8]. However, the 

dynamic range of interferometric method is quite small, making it not suitable for the freeform 

surface testing. 

The deflectometry can achieve the measurement with high dynamic range [9–11], and it 

provides a feasible way for the testing of complex freeform surfaces. As a slope measurement 

method, the deflectometry is a contact-free, high-dynamic-range and full-field testing 

technique that can measure reflective surfaces with simple and compact system setup. The 

applications of deflectometry are extremely diverse and it has been applied to test the specular 

surfaces such as freeform plastic lenses and metal mirrors [12]. A software configurable optical 

test system (SCOTS), which is based on fringe reflection/deflectometry and reverse Hartmann 

test, has been successfully implemented in the testing of large astronomy telescope mirrors [10] 

and precision X-ray mirrors [13] at the University of Arizona. The achievable testing accuracy 

of deflectometry is mainly determined by calibration process. The calibration error of the 

geometrical relations among various components in test system, including the tilt, lateral and 

longitudinal displacements, could introduce evident residual error in the testing result, even 

though the measurement accuracy of calibration device can reach the order of microns. 

Besides, the calibration process is quite laborious, complicate and time-consuming. To lower 

the requirement on the calibration of system geometry, a computer-aided reverse optimization 

with iterative ray tracing, in which the surface error is taken as the global minimum of the 

departure from its ideal state, has been proposed to eliminate the additive geometrical errors 

[14]. However, this optimization method could lead to over-correction and it is more suitable 

for the precise surface with small error. 

In this paper, a general accurate method is proposed for the calibration of geometrical error 

in the reflective surface testing based on reverse Hartmann test. According to the calibrated test 

system geometry, the slope data can be obtained from the fringe-illumination deflectometric 

system, and the virtual “null” surface testing is carried out by ray tracing the modeled test 

system. The geometric aberrations introduced by various calibration errors of each component 

in test system are studied in detail, and a general method for system geometry calibration is 

proposed to remove the geometrical error and achieve accurate surface testing. The proposed 

general method avoids the over-correction and it is applicable for the testing of freeform 

                                                                                                Vol. 26, No. 7 | 2 Apr 2018 | OPTICS EXPRESS 8114 



surface with large aberrations. Section 2 presents the principle of the proposed general method 

for geometrical error calibration in the reflective surface testing based on reverse Hartmann 

test, including the system configuration and basic theory of geometrical error calibration. 

Section 3 shows the simulation results about the test system geometry measurement error and 

the corresponding calibration method, and experimental results are also given in this section. 

Finally, some concluding remarks are drawn in Section 4. 

2. Principle 

2.1. System layout of reverse Hartmann test 

The configuration of reverse Hartmann test, that is fringe illumination deflectometry, can be 

applied to test the reflective surface with high dynamic range, and Fig. 1 shows the system 

layout for freeform surface testing. In the traditional Hartmann test shown in Fig. 1(a), the point 

light source placed near the curvature center of test surface sends lights through the Hartmann 

screen, and a corresponding region of test surface is illuminated. Based on the triangulation, the 

local surface slopes ( , )x yw w  of the bright point can be determined with the coordinates of the 

point light source, hole on Hartmann screen and illuminated pixel on detector. The test surface 

figure can be obtained from the integration of the slopes ( , )x yw w . In the reverse Hartmann test 

shown in Fig. 1(b), the point light source is replaced by a CCD camera with a finite size of 

aperture to detect the light reflected from test surface and the detector is replaced by an 

illumination screen. To obtain the one-to-one correspondence between the illumination screen 

pixel and the reflection region on test surface, the sinusoidal fringes illumination and phase 

shifting method can be applied in reverse Hartmann test [15]. 

 

Fig. 1. System layout of the reverse Hartmann test for freeform surface testing. (a) Traditional 

Hartmann test, (b) reverse Hartmann test for freeform surface testing. 

In the reflective surface testing based on reverse Hartmann test, the surface error can be 

measured according to the virtual “null” testing, in which ray tracing of the test system model 

obtained from the measured system geometry is performed. The ideal spot distribution 

model model( , )x y  on the image plane can be obtained by ray tracing the test system model with 

ideal test surface; besides, the actual spot distribution test test( , )x y  in the experiment can be 

measured according to the sinusoidal-fringe phase-shifting method. Based on the transverse ray 

aberration model [16,17], the wavefront aberration can be obtained from the transverse ray 

aberration. According to Fig. 1(b), the slope differences ( , )x yw wΔ  Δ  between the ideal slope 

and measured slope can be obtained by dividing the spot coordinate differences spot spot( , )x yΔ  Δ  

with the surface-to-screen distance 2s sd , 
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where ( , )x y  are the exit pupil coordinate of test system and ( , )W x y  refers to the wavefront 

aberration. According to the surface integration method [18], the surface error map under test 

can be reconstructed from the slope differences ( , )x yw wΔ Δ . 

2.2. Analysis of geometric aberration in reverse Hartmann test 

According to Fig. 1(b), the system configuration of reverse Hartmann test for complex freeform 

surface testing is an off-axis setup, in which the illumination screen and camera are displaced 

laterally from the optical axis of test surface. In the testing of concave surfaces, the aberrations 

introduced by system geometry measurement error can be well restricted by placing the image 

plane (and point source) at the curvature center of test surface. However, in the case of convex 

and freeform surface testing, especially for the testing with short working distance, a significant 

systematic error could exist due to the miscalibration of test system geometry [14]. The ray 

tracing of modeled test system can be carried out to study the off-axis aberrations 

corresponding to various measurement errors of test system geometry (that is the system 

modeling error). The Zernike polynomials [19], in which the wavefront W  can be expressed 

with a series of orthonormal polynomials { }iZ  with coefficients { }iC , can be applied to 

describe the off-axis aberrations, we have 

 ( )
1

= ,
N

i i

i

W C Z
=

  (2) 

where N is the total number of Zernike polynomials. According to the ray tracing results of test 

system model, the off-axis aberrations introduced by the miscalibration of system geometry can 

be obtained, mainly including Zernike tilt, defocus, spherical, astigmatism and coma 

aberrations. Traditionally, the system geometrical error is calibrated simply by setting the 

corresponding low-order Zernike coefficients (piston, tilt in x and y axes, defocus) to zero 

[16,20]. However, the residual high-order geometric aberrations could introduce significant 

systematic error in the testing result, especially in the accurate surface testing. 

Without loss of generality, we take the lateral displacement ,surf xD  of test surface in x axis 

and tilt ,surf xT   about x axis as the off-axis aberrations to be analyzed. For the test convex 

surface with 30 mm aperture diameter and 200 mm curvature radius, in which the working 

distance 2s sd , lateral displacement ,surf xD  in x axis and tilt ,surf xT  about x axis are 152 mm, 

100 mm and 2 degree, respectively, Fig. 2 shows the aberrations corresponding to various 

geometrical errors of test convex surface, including the lateral displacement error ,surf xD  Δ  in x 

axis and tilt error ,surf xT  Δ  about x axis. The Zernike terms 5Z - 11Z  are the Astigmatism x, 

Astigmatism y, Coma x, Coma y, Primary Spherical, Trefoil x and Trefoil y aberrations, 

respectively. According to Fig. 2, obvious high-order aberrations are introduced by the 

miscalibration of system geometry. The Zernike coefficients of Astigmatism y ( 6Z ) 

corresponding to 0.1 mm displacement error ,surf xDΔ  in x axis is 0.1035 µm and that of 

Astigmatism x ( 5Z ) corresponding to 0.05 degree tilt error ,surf xTΔ  about x axis is 0.1370 µm. 

Thus, a general accurate method for the calibration of system geometrical error is required to 

achieve the accurate testing of various surfaces (especially the freeform surfaces). 
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Fig. 2. Zernike coefficient deviations introduced by geometrical error of test convex surface with 

the 15 mm semi-diameter and 200 mm curvature radius. (a) Lateral displacement error in x axis 

and (b) tilt error about x axis. 

2.3. Calibration of system geometrical error 

In the virtual “null” testing of reflective surfaces based on reverse Hartmann test, the ray 

tracing of test system model is performed to remove the systematic error due to system 

geometry. To build the test system model, the geometrical parameter 

{ }, , , ; , ,
;m j m j m surf sreen j x y z

D T  =   =   
=  GΡ , including the decenter ,m jD  and tilt ,m jT   of the thm  

component in thj  direction, are measured with three-dimensional positioning instruments. 

Due to the accuracy limitation of measuring instruments, the additional measurement error 

introduced by the miscalibration of system geometry is not negligible, especially in the accurate 

testing of convex freeform surface with high dynamic range and finite working distance. 

Denote the systematic geometric aberration introduced by the initial geometrical error 

{ }kε=GE  of test system as (0)

geoW , in which kε  refers to the thk  geometrical error in the 

geometrical parameter GΡ , and we have the corresponding measured wavefront aberration 
(0)

measW , 

 (0) (0) (0)

,

1

( ) ,
N

meas surf geo meas i i

i

W W W C Z 
=

 = + =  GE  (3) 

where surfW  is the true surface error under test, { }(0)

,meas iC  are the Zernike coefficients of the 

measured wavefront aberration (0)

measW . 

To separate the geometric aberrations from various components in test system, the 

geometric aberration (0)

geoW  in Eq. (3) can be expressed as 

 (0) (0) ( )

1 1 1

( ) ( ) ,
M N M

k

geo geo k geo, i i

k i k

W W C Zε  
= = =

  
= =   

  
  GE  (4) 

where M is the total number of system geometrical parameters, and { }( )

,

k

geo i
C  are the Zernike 

coefficients of the geometric aberration (0) ( )geo kW ε  introduced by the thk  geometrical error 

kε . 

The function ( )k

i
Γ  can be applied to describe the relationship between the thi  Zernike 

coefficient ( )

,

k

geo iC   and the thk  geometrical error kε . Due to the fact that the measurement of 

system geometry with three-dimensional positioning instruments provides good initial value 

and the geometrical error { }kε=GE  can be eliminated in a small range, the relationship 
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between the thi  Zernike coefficient ( )

,

k

geo iC  and the thk  geometrical error kε  can be linearly 

approximated as 

 ( )( ) ( ) ( )

, ,k k k

geo i i k i kC ε ρ ε = Γ ≅  (5) 

where the slope ( )k

i
ρ  of fitted line refers to the weight of the thk  geometrical error kε  in the 

thi  Zernike coefficient ( )

,

k

geo iC  . To achieve the accurate calibration of geometrical error, a 

double-step calibration method based on the low-order Zernike aberration optimization and 

high-order aberration separation can be applied to remove the residual aberrations. 

2.3.1. First-step calibration based on low-order Zernike aberration optimization 

According to the weights { }( )

1, 2, 3, 4

k

i i
ρ

=    
 of the geometrical errors { }kε  in the first four Zernike 

coefficients { }( )

, 1, ,4

k

geo i i
C  = 

 (piston, tilt in x and y axes, defocus), the geometrical error 

{ }kε=GE  can be divided into two groups: { }( ) ( ),H L=  GE GE GE , in which ( )H
GE  and 

( )L
GE  refer to the geometrical errors with heavy and light weights in first four Zernike terms, 

respectively. The geometrical error ( )H
GE  can be pre-calibrated in the first-step calibration 

according to the objective function ( )

1( )HO GE , 

 ( ) ( )
2

( )

1 , 4min ,H

geoO W c 
 = +  

GE


 (6) 

where , 4geoW  


 is the geometric aberration corresponding to the first four Zernike terms in the 

pre-optimization process, and c is an additional constraint to restrict the solution space. 

The low-order aberrations are optimized according to the geometrical error ( )H
GE  in the 

first-step calibration, the remaining geometrical error ( )L
GE  with light weights could lead to 

the existence of residual geometrical error ( )

1

H
GE  with heavy weight and the problem of 

over-correction. Denoting the residual geometrical error and the corresponding measured 

wavefront aberration after pre-calibration as { } { }( ) ( )

1 1 ,H L

kε=  =GE GE GE   and (1)

measW , 

respectively, we have 

 ( )(1) (1) (0) ( )

, ,

1 1 1

,
N N M

k

meas meas i i meas i i k k i

i i k

W C Z C Zρ ε ε  
= = =

     = ≅ − −       
     (7) 

where { }(1)

,meas i
C   are the Zernike coefficients of the measured wavefront aberration (1)

meas
W . 

According to Eq. (5), we have the geometric aberration (1)

1(GE )geoW  after first-step 

calibration, 

 (1) (1) ( )

1

1 1 1

( ) ( ) .
M N M

k

geo geo k i k i

k i k

W W Zε ρ ε
= = =

   = =      
  GE    (8) 

After the first-step calibration based on low-order Zernike aberration optimization, the 

major geometric aberrations, which are mainly introduced by the geometrical errors with heavy 

weights, can be well eliminated. To avoid over-correction and further calibrate the high-order 

geometric aberrations in the measured wavefront (1)

meas
W , a second-step calibration based on 

high-order aberration separation needs to be carried out. 
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2.3.2. Second-step calibration based on high-order aberration separation 

Denote the ratio of the thi  Zernike coefficient ( )

,

k

geo iC  introduced by the thk  geometrical error 

kε  to that ( )

,geo iC τ
  corresponding to an arbitrarily component τε  in the geometrical error 

( )L
GE  with light weight as ,k ir  . According to Eq. (5) and we have 

 

( ) ( )
,

, ( ) ( )

,

,

k k
geo i i k

k i

geo i i

C
r

C τ τ
τ

ρ ε

ρ ε

 

 

 

= ≅



 (9) 

where ( )

i

τρ  is the weight of the geometrical error component τε  in the thi  Zernike 

coefficient ( )

,geo iC τ
 . 

For the initial geometrical error could be estimated from the measurement accuracy of 

three-dimensional positioning instrument, the Zernike coefficients caused by the residual 

geometrical error ( )

1

H
GE  can be calculated according to Eq. (9). Assuming the estimated 

initial geometrical error τε  is eτ , we have the geometric aberration ( )H

geoW  corresponding to 

the residual geometrical error 
( )
1

H
GE , 

 
( ) ( )( )

,

1 1

,
N s

H

geo k i i i

i k

W r e Zτ
τρ 

= =

  
=   

  
   (10) 

where s is the total component number in the geometrical error 
( )
1

H
GE . Thus, the remaining 

geometrical error ( )L
GE  with light weight can be calibrated according to the objective 

function ( )

2 ( )LO GE , 

 ( ) ( ) ( )2
( ) ( ) (2) (1) 2

2 min min ( ) ,
HL L

geo meas meas geoO W c W W W c   = + = − − +   
GE


 (11) 

where ( )L

geoW


 is the geometric aberration caused by the geometrical error ( )L
GE  with light 

weight, (2)

measW  is the measured wavefront aberration in second-step calibration. 

According to Eq. (10), the objective function ( )

2
( )LO GE  can be further modified as 

 ( ) ( )
2

( ) (2) (1) ( )

2 , , ,

1 1
0

min ,
N s

L

meas i meas i k i i

i k

O C C r c

τ

τ
τ

ε

ρ ε   
= =

≠

    
= − − +   

    
 GE



  (12) 

where { }(2)

,meas i
C   are the Zernike coefficients of the measured wavefront (2)

measW  in second-step 

calibration, and the geometrical error τε  is a component of the geometrical error ( )L
GE . With 

the optimal geometrical parameter *
GP  after calibration of the geometrical error ( )H

GE  with 

heavy weight in the first-step calibration and that ( )L
GE  with light weight in the second-step 

calibration, respectively, the testing surface error 
surfW  can be obtained as 

 ( )(0) (0) ( ) ( ), .H L

surf meas geoW W W≅ − GE GE  (13) 

Figure 3 shows the whole procedure of reflective surface testing based on reverse Hartmann 

test, in which the proposed general accurate method is carried out to calibrate the geometrical 

error. After setting up reverse Hartmann test system, the measured geometrical parameter GP  

is applied to build the test system model in ray-tracing software. The wavefront aberration 
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(0)

measW , including the test surface error 
surfW  and geometrical error (0)

geoW , is measured in test 

system, in which the virtual “null” test by ray tracing test system model is carried out. 

According to the proposed double-step calibration method shown in Fig. 3(b), the geometrical 

error GE  can be calibrated and the optimized geometrical parameter ∗
GP  is applied to 

update the test system model, based on which the true test surface error surfW  can be obtained. 

The procedure of double-step calibration is shown in Fig. 3(b). After calculating the weight 
( )k

i
ρ  of the thk  geometrical error kε  in the thi  Zernike coefficient ( )

,

k

geo iC , the geometrical 

error 
( )H

GE  with heavy weight can be optimized in first-step calibration based on low-order 

Zernike aberration optimization. In the meantime, the iterative ray tracing is performed once 

after each round of geometrical parameter optimization to update the measured geometric 

aberration , 4geoW  


 corresponding to the first four Zernike terms. The optimization repeats until 

the objective function ( )

1( )HO GE  reaches a threshold 1δ , then the geometrical error 
( )L

GE  

can be set as variable in the second-step calibration based on high-order aberration separation. 

After calculating the ratio ,k ir   of the thi  Zernike coefficient ( )

,

k

geo iC  introduced by the thk  

geometrical error kε  to that ( )

,geo iC τ  corresponding to an arbitrarily component τε  in the 

geometrical error ( )L
GE  with light weight, the optimization of the geometrical error 

( )L
GE  

repeats until the objective function ( )

2 ( )LO GE  reaches a threshold 2δ , and then the optimized 

geometrical parameter ∗
GP  can be obtained. 

 

Fig. 3. Procedure for reverse Hartmann test. (a) The whole test procedure, and (b) procedure for 

double-step calibration of systematic error. 

3. Numerical simulation and experimental results 

To validate the feasibility and accuracy of the proposed general method for the geometrical 

error calibration in reflective surface testing based on reverse Hartmann test, both the numerical 

simulation and experiments have been carried out, in which the wavefront aberration is 

characterized with 37-term Zernike coefficients. 

3.1. Numerical simulation results 

In the numerical simulation, a test system based on reverse Hartmann test is modeled in the 

ray-tracing software (Zemax) according to the configuration shown in Fig. 1(b), in which the 

test surface is a convex freeform surface with the aperture diameter 30 mm, best fit sphere 
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radius 198.2866 mm and best fit sphere vertex offset −5.9809 μm. In the test system, the 

displacements of test surface in x, y and z axes, tilts of test surface about x and y axes, 

displacement of illumination screen in z axis, tilts of illumination screen about x and y axes are 

,surf xD   = 100 mm, ,surf yD   = 0 mm, ,surf zD  = 150 mm, ,surf xT  = −2 degree, ,surf yT   = 2 

degree, screen, zD   = 152 mm, ,screen xT  = 1 degree and ,screen yT  = −1 degree, respectively. Figure 

4(a) shows the actual test surface error, whose peak-to-valley (PV) and root-mean-square 

(RMS) values are 18.4409 μm and 3.1329 μm, respectively. 

 

Fig. 4. Surface testing results in the simulation. (a) Actual surface error, (b) testing surface error 

and (c) residual error with existence of system geometrical error, (d) testing surface error and (e) 

residual error after first-step calibration, (f) testing surface error and (g) residual error after 

second-step calibration. 

Figures 5(a) and 5(b) show the Zernike coefficient deviations (Z5-Z8) corresponding to 

various displacement errors 
surf, xDΔ  of test surface in x axis and tilt errors 

,surf xT  Δ  of test 

surface about x axis, respectively. According to Fig. 5, a good linearity can be seen in the 

relationship between the Zernike coefficients of geometric aberration and geometrical errors, 

demonstrating the feasibility of linear approximation in Eq. (5). 

 

Fig. 5. Linearity about Zernike coefficients of system geometrical error. Zernike coefficient 

deviations due to (a) lateral displacement error of test surface about x axis and (b) tilt error of test 

surface about x axis. 

To analyze the effect of test system geometrical error on the surface testing result, 

additional displacement deviations of test surface in x, y and z axes ( ,surf xD  Δ  = ,surf yD  Δ  = 

−0.02 mm, surf, zD  Δ  = 0.01 mm), tilt errors of test surface about x and y axes ( ,surf xT  Δ  = 0.04 

degree, ,surf yT  Δ  = −0.05 degree), displacement deviations of illumination screen in z axis 
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( screen, zD  Δ  = −0.02 mm), tilt errors of illumination screen about x and y axes ( ,screen xT  Δ  = −0.03 

degree, screen, yT  Δ  = 0.04 degree), are added to test system geometry in the ray tracing model. 

Figure 4(b) exhibits the measured surface error with the added system geometrical error and the 

Gauss noise with RMS value 5 nm, and Fig. 4(c) shows the corresponding residual error with 

respect to the actual surface error in Fig. 4(a). From Fig. 4(c), a significant error with the PV 

value 2.7858 µm and RMS 0.4943 µm can be seen in the testing result. 

According to Subsection 2.3, the calibration of geometrical error with the proposed 

double-step calibration method is performed. Figures 4(d) and 4(f) show the measured surface 

error after the first-step calibration based on low-order Zernike aberration optimization and that 

after the second-step calibration based on high-order aberration separation, respectively, Figs. 

4(e) and 4(g) are the corresponding residual errors with respect to the true test surface error in 

Fig. 4(a). Figure 6 presents the change about the Zernike coefficients of residual geometric 

aberration in the calibration process, and Table 1 summarizes the numerical simulation results. 

 

Fig. 6. Change about Zernike coefficients (Z5-Z16) of residual geometric aberration in calibration 

process. 

Table 1. PV and RMS values of testing surface error in the simulation 

 PV (μm)  RMS (μm) 

Actual surface error 18.4409  3.1329 

With system geometrical error 

Testing surface error 19.4256  3.2291 

Residual error 2.7858  0.4943 

After first-step calibration 

Testing surface error 18.3861  3.1188 

Residual error 0.2138  0.0371 

After second-step calibration 

Testing surface error 18.4520  3.1307 

Residual error 0.0361  0.0045 

Table 2 shows the change about the geometrical error in the calibration process in the 

simulation. According to Table 2, Figs. 4(e) and 6, the geometrical error is greatly eliminated 

after first-step calibration. The PV and RMS values of residual geometric aberration after 

first-step calibration are 0.2138 µm and 0.0371 µm, respectively, and the corresponding 

Zernike terms mainly include Astigmatism x ( 5Z ) and Coma y ( 8Z ). From Figs. 4(g) and 6, the 

geometrical error can be further removed after second-step calibration, with the PV and RMS 

values of residual error being 0.0361 μm and 0.0045 μm, respectively. Thus, the proposed 

double-step calibration method provides a feasible and general way to separate the system 

geometric aberration from test surface error, addressing the uncertainty on the measurement of 

system geometry and enabling the accurate testing of various complex surfaces. 
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Table 2. Change about the geometrical error in the calibration process 

 
Dsurf, 

x 
(mm) 

Dsurf, 

y 
(mm) 

Dsurf, 

z 
(mm) 

Tsurf, x 

(degree) 
Tsurf, y 

(degree) 

Dscreen, z 
(mm) 

Tscreen, x 
(degree) 

Tscreen, y 
(degree) 

Geometrical 

error 
−0.02 −0.02 0.01 0.04 −0.05 −0.02 −0.03 0.04 

After 

first-step 
−0.002 −0.02 0.002 0.001 −0.001 −0.02 −0.03 0.0009 

Second-step 

calibration 
−0.001 −0.001 0.001 0.001 −0.001 −0.003 −0.004 0.0009 

3.2. Experimental results 

An experimental reverse Hartmann test system according to Fig. 1(b) has been set up to verify 

the feasibility of the proposed calibration method for the reflective surface testing. The 

reflective surface to be measured is a diamond-turning convex freeform surface with 100 mm in 

radius of curvature and 50.8 mm in diameter, whose conic constant is −6.8896. The pixel 

number of CCD camera is 1328 (H) × 1048 (V), the focal length of imaging lens on camera is 

12 mm and the pixel number of LCD projection screen is 1920 (H) × 1080 (V). The system 

geometry parameter including the positions of camera aperture, test surface and illumination 

screen, was measured by a CMM (Hexagon Metrology Global Classic, accuracy 5.0 μm and 

resolution 0.078 μm). The system model was built in the ray-tracing software ZEMAX 

according to the result of the measured geometrical parameter in CMM. The distance 2s sd  

between test freeform surface and illumination screen is about 180 mm. 

Figure 7(a) shows the freeform surface error measured with reverse Hartmann test system 

based on CMM-measured system geometrical parameter. The proposed double-step calibration 

method was applied to calibrate the system geometrical error, the measured surface error after 

first-step calibration and second-step calibration are shown in Figs. 7(b) and 7(c), respectively, 

with the corresponding changes being shown in Figs. 7(e) and 7(f). Compared with the testing 

result in Fig. 7(a), the absolute PV differences in Figs. 7(b) and 7(c) are 0.4538 μm and 0.4614 

μm, respectively. In order to verify the feasibility of the proposed method for larger geometrical 

error, an additional deviation (100 μm) of test surface in x axis was added in CMM-measured 

system geometrical parameter, and Fig. 7(d) shows the corresponding testing result after 

double-steps calibration. Figure 7(g) shows the freeform surface error measured with a ZYGO 

GPI interferometer (resolution 1/8000), in which the PV and RMS values are 7.7210 μm and 

1.9566 μm, respectively. The measurement results about the freeform surface in the experiment 

are summarized in Table 3. 

According to Fig. 7 and Table 3, an obvious measurement error can be seen between the 

testing result with ZYGO interferometer and that with CMM-measured reverse Hartmann test 

system. In contrast, a good agreement, both in the shape and error magnitude, can be observed 

between ZYGO interferometer testing result and that from reverse Hartmann test after 

removing the geometrical error based on the proposed double-step calibration method. Thus, 

the proposed double-step calibration method provides a feasible way to calibrate the test system 

geometrical error and achieve accurate testing of complex freeform surface. 
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Fig. 7. Testing surface error in the experiment. Surface errors measured with reverse Hartmann 

test system (a) based on CMM-measured parameter, (b) after first-step calibration and (c) after 

second-step calibration, and the corresponding changes (e) after first-step calibration and (f) 

after second-step; (d) measured surface error after double-steps calibration with additional 

geometrical error; (g) surface error measured with ZYGO interferometer. 

Table 3. PV and RMS values of testing surface error in the experiment 

 PV (μm) RMS (μm) 

With system geometrical error 8.1915 1.9539 

After first-step calibration 7.7377 1.9573 

After second-step calibration 7.7301 1.9573 

With additional geometrical error 7.7511 1.9554 

ZYGO interferometer 7.7210 1.9566 

4. Conclusion 

A general accurate calibration method is present for the reflective surface testing based on 

reverse Hartmann test, in which the calibration of system geometry is required to achieve “null” 

testing. Based on the low-order Zernike aberration optimization and high-order aberration 

separation, the double-step calibration method is proposed to calibrate the system geometrical 

error with various weights in the geometric aberration. By separating the high-order geometric 

aberrations from various components in test system, the problem of over-correction can be 

solved effectively in calibration process, enabling the testing of freeform surface with high 

dynamic range. Both the computer simulation and experimental results confirm the accuracy 

and feasibility of the proposed geometrical error calibration technique, and a good 

measurement accuracy has been achieved. The proposed method provides a feasible way to 

achieve accurate testing of reflective surfaces with complex shapes, and lower the requirement 

on the calibration of test system geometry. Besides, the proposed general method also enables 

the calibration of large geometric errors in various testing system, such as the interferometers 

and deflectometric systems, etc. 
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