
DOI 10.1007/s00607-007-0227-1
Printed in The Netherlands

Computing 80, 189–201 (2007)

Accurate evaluation of divided differences for polynomial interpolation
of exponential propagators

M. Caliari, Padua

Received May 22, 2006; revised March 14, 2007
Published online: April 30, 2007

© Springer-Verlag 2007

Abstract

In this paper, we propose an approach to the computation of more accurate divided differences for the
interpolation in the Newton form of the matrix exponential propagator ϕ(hA)v, ϕ(z) = (ez−1)/z. In this
way, it is possible to approximate ϕ(hA)v with larger time step size h than with traditionally computed
divided differences, as confirmed by numerical examples. The technique can be also extended to “higher”
order ϕk functions, k ≥ 0.

AMS Subject Classifications: 65D05, 65D20, 65M20.

Keywords: Accurate divided differences, Newton interpolation, exponential integrators.

1. Introduction

Exponential integrators for large stiff systems of ODEs{
ẏ(t) = f (y(t))

y(0) = y0
, (1)

where y(t) = [y1(t), . . . , yn(t)]T, are based on the efficient evaluation of ϕk(hA)v,
where h is a scalar related to the time step, A ∈ R

n×n a matrix (e.g., the linear part
[21], [13], [12], [19], [9] or the Jacobian [11], [6], [24] of f ), v ∈ R

n a vector and

ϕ0(z) = exp(z), ϕk(z) =
1∫

0

e(1−s)z sk−1

(k − 1)!
ds, k = 1, 2, . . . (2)

In particular, for a time-independent non-homogeneous linear system{
ẏ = Ay + b

y(0) = y0
(3)

it is possible to obtain an exact and explicit integrator{
y(tj+1) = yj+1 = yj + �tjϕ(�tjA)v, v = (Ayj + b)

y0 = y(0)
, (4)
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where

ϕ(z) = ϕ1(z) =
{

ez−1
z

z �= 0

1 z = 0
.

Besides well-known Krylov methods (cf. [8], [22], [11]), other polynomial methods,
based on the direct series expansion (cf. [16], [3]) or interpolation (cf. [23], [17], [18],
[5]) of the scalar function ϕ1 (or exp, for the homogeneous linear case), have been
proposed. As pointed out by some authors (cf. [21], [23], [15], [5]), a difficult task
for the latter methods is the accurate computation of the expansion or interpola-
tion coefficients for high degrees, which leads to the use of higher precision floating
point arithmetics, e.g., quadruple precision, or to the reduction of the maximum
allowed time step size �tj = tj+1 − tj , since the degree of the approximation must
be increased with the time step size.

In particular, the interpolation at degree m in the Newton form

ϕ1(hA)v ≈
m∑

i=0

di

i−1∏
s=0

(hA − zsIn)v, (5)

where di are the divided differences of the function ϕ1 at the points zi and In the
identity matrix of order n, requires divided differences with high relative accuracy,
since the norm of the products of matrices can rapidly increase.

In this paper, following [15] for the function exp, we present an algorithm for
the accurate computation of the divided differences for the function ϕ1, based on
the Taylor expansion of the matrix function ϕ1(Zm), Zm a bidiagonal matrix, with the
points zi on the main diagonal and ones below of dimension m + 1, that is much
smaller than the dimension n of system (3). The scaling and squaring technique
usually needed for the good accuracy of the Taylor expansion of exp (cf. [15]) or ϕ1
is here replaced by a time-marching scheme based on (4). Moreover, with respect
to [15], we also introduce an improvement (described in Sect. 3.2) which allows the
computation of a larger number of divided differences without the loss of accuracy
due to underflow issues. Numerical examples are performed using the ReLPM (Real
Leja Points Method) for the approximation of ϕ1(hA)v [4], [5], [6], [2], which is based
on the interpolation in the Newton form at Leja points (see Sect. 2) of a real interval
[a, b] related to the spectrum (or the field of values) of the matrix A. Numerical
experiments reported in Sect. 4.1 show that, for “large” h, the Newton polynomial
interpolation converges only with our accurate computation of divided differences,
whereas it does not in the case of standard computation of the divided differences,
both in double and in quadruple precision.

For nonlinear systems (3), higher-order exponential integrators have been proposed
(cf. [13], [12], [19], [24]), which require the approximation of ϕk(hA)v also for k > 1.
In Sect. 3.1, we describe how to compute accurate divided differences for a general
ϕk function, k ≥ 0.
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2. Standard divided differences

Let {xi}mi=0 be a set of distinct real points in the interval [a, b], with x0 = a and
xm = b. As it is well known, the divided differences for the function ϕ1 are di =
ϕ1[x0, x1, . . . , xi−1, xi ], i = 0, . . . , m, where

ϕ1[x] = ϕ1(x),

ϕ1[x0, x] = ϕ1[x]−ϕ1[x0]
x−x0

(6a)

and, for j = 0, . . . , m − 1,

ϕ1[x0, . . . , xj−1, xj , x] = ϕ1[x0, . . . , xj−1, x] − ϕ1[x0, . . . , xj−1, xj ]
x − xj

. (6b)

Hence, divided differences can be computed recursively following (6), even if this
approach is very vulnerable to roundoff errors.

First of all, the simple computation of the function ϕ1(x) can lead to a less and
less accurate value when x approaches 0. A more accurate computation of ϕ1(x),
suggested in [10, pp. 22–24], can be achieved by

ϕ1(x) =

⎧⎪⎪⎨
⎪⎪⎩

1 if |x| < ε

ex−1
log ex if ε ≤ |x| < 1

ex−1
x

if 1 ≤ |x|
, (7)

where ε is the machine precision, or using its Taylor series expansion for |x| < 1.

Moreover, as pointed out in [20], [23], in order to prevent numerical difficulties
related to overflow or underflow, it is convenient to interpolate, by a change of vari-
ables, the function ϕ1(c+γ ξ) of the independent variable ξ , ξ ∈ [−2, 2], c = (b+a)/2
and γ = (b − a)/4. The Standard Recurrence scheme (SR, based on (6), of total
cost O(m2/2)) for the computation of the divided differences for the interpolation
of ϕ1 (h(c + γ ξ)) on [−2, 2] is reported in Table 1. It is useful to introduce the scalar
parameter h which is related to the time step of the exponential integrator (see the
numerical experiments in Sect. 4.1).

Table 1. Standard Recurrence scheme (SR) for divided differences

• input: m, {ξi}mi=0 ∈ [−2, 2], h, c, γ
• for i = 0, . . . , m

• di := ϕ1 (h(c + γ ξi))
• for j = 1, . . . , i

• di := (di − dj−1)/(ξi − ξj−1)
end for

end for
• output: Divided differences {di}mi=0, for ϕ1 (h(c + γ ξ)) at {ξi}mi=0
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Finally, the sensibility of the Newton interpolation form to perturbations depends
on the distribution and ordering of the interpolation points: in [20] it is shown that
Leja points for the interval [−2, 2] assure optimal accuracy. If ξ0 ∈ [−2, 2] with
|ξ0| = 2 and {ξi}m−1

i=0 are the first m Leja points, the (m + 1)-th Leja point ξm is
defined recursively in such a way that

m−1∏
i=0

|ξm − ξi | = max
ξ∈[−2,2]

m−1∏
i=0

|ξ − ξi |. (8)

The first m Leja points for [−2, 2] can be extracted from a sufficiently larger set of
uniform distributed points on the interval and stored once and for all. Alternatively,
Fast Leja Points [1] can be used. Usually, ξ0 is chosen equal to 2 and thus ξ1 is the
other extreme point −2.

For high degree interpolation, a large number of divided differences are required.
Even with Leja points in [−2, 2], due to cancellation errors the SR cannot pro-
duce accurate divided differences with magnitude smaller than machine precision
(see Table 3 and [21] for an analogous with the coefficients of the Chebyshev series
expansion of ϕ1). This can lead to non-convergence of the polynomial interpolation
in the matrix case, where the divided differences are the coefficients of products of
matrices, which usually have very large norms.

3. Divided differences via matrix function

It can be shown (cf. [15]) that the divided differences {di}mi=0 for a function f (h(c +
γ ξ)) of the independent variable ξ at points {ξi}mi=0 ∈ [−2, 2] are the first column of
the matrix function f (Hm), where

Hm = h(cIm+1 + γ�m), �m =

⎛
⎜⎜⎜⎜⎜⎜⎝

ξ0
1 ξ1

1
. . .

. . .
. . .

1 ξm

⎞
⎟⎟⎟⎟⎟⎟⎠

.

In order to compute the first column of ϕ1(Hm), that is ϕ1(Hm)e1, we can consider
approaches based on Taylor expansion of order p with scaling and squaring (cf. [15],
p = 16), rational (p, q) Padé approximation with scaling and squaring (cf. [11],
p = q = 6) or rational (p, q) Chebyshev (cf. [14], [8], p = q = 14 or p = q = 16),
where p and q are respectively the polynomial degree of the numerator and of the
denominator of the approximation.

Taylor and rational Padé expansions are accurate only when all xi = h(c + γ ξi)

are close to zero. The matrix Hm has to be scaled by a factor τ in such a way that
maxi |τxi | < 1.59 for Taylor expansion of ϕ1(x) (cf. [15]) or ‖τHm‖∞ < 0.5 for
rational Padé expansion of ϕ1(x) (cf. [11]).
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The standard technique of scaling and squaring for exp(z), with τ = 2−J for some
J , could be extended to the function ϕ1(z) by applying the recurrence (cf. [11])

ϕ1(2z) = ϕ1(z)

(
zϕ1(z)

2
+ 1

)
. (9)

Since ϕ1(τHm) is triangular, it would require O(m3/6) operations. Here we prefer
to exploit the exact time-marching scheme (4) in the following way: if one considers
the ODE {

ẏ(t) = Hmy(t) + e1

y(0) = 0
(10)

then [d0, d1, . . . , dm]T = ϕ1(Hm)e1 = yJ , where{
yj+1 = yj + τϕ1(τHm)(Hmyj + e1), j = 0, . . . , J − 1, τ = 1/J

y0 = 0,
. (11)

It is then possible to compute the whole matrix function ϕ1(τHm) (we used the Taylor
expansion of order p = 16, which does not require the solution of linear systems)
and then to recover ϕ1(Hm)e1 with the cost of triangular matrix vector products
O(m2/2). The procedure for the computation of ϕ1(Hm)e1 can be split into the 3
steps:

(1) scale the matrix Hm by a factor τ = 1/J such that maxi |τxi | < 1.59;
(2) compute ϕ1(τHm) by the Taylor expansion;
(3) recover, in J steps, ϕ1(Hm)e1 via (11).

Due to the special structure of Hm, the computation of ϕ1(τHm) can be carried
out essentially by Algorithm TS(II) in [15], and given as Algorithm TS(ϕk) in
Table 2, adapted for the generic function ϕk (τh(c + γ ξ)). The upper triangular
part of ϕ1(τHm) is empty and can be used to store an auxiliary vector for the com-
putation of Hmyj + e1 in (11): it is then possible to apply the time-marching scheme
storing only a matrix of dimension (m + 1) × (m + 1).

3.1. Higher-order ϕk functions

For higher-order ϕk functions, k > 1, we need a time-marching scheme similar
to (11) to recover ϕk(Hm)e1 from ϕk(τHm). It is possible to write the time-marching
scheme for the generic ϕk function, k ≥ 0. First, notice that

ϕk(z) = 1
k!

+ ϕk+1(z)z (12)

and

hkϕk(hz) =
h∫

0

e(h−s)z sk−1

(k − 1)!
ds.
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Table 2. Algorithm TS(ϕk) (Taylor Series for ϕk functions)

• input: m, {ξi}mi=0 ∈ [−2, 2], h, c, γ , τ
• for 0 ≤ j ≤ i ≤ m

• Fi,j := Fj,i := (τhγ )i/(i + k − j)!
end for

• for l = 2, . . . , 17
• for j = 0, . . . , m − 1

• Fj,j := τh(c + γ ξj ) · F(j, j)/(l + k − 1)
• for i = j + 1, . . . , m

• Fj,i := τh
(
(c + γ ξi) · Fj,i + γ · Fj,i−1)

)
/(l + i − j + k − 1)

• Fi,j := Fi,j + Fj,i

end for
end for

end for
• for j = 0, . . . , m

• Fj,j := ϕk(τh(c + γ ξj ))
end for

• output: F ≈ ϕk(τHm), where Fe1 are the divided differences for ϕk (τh(c + γ ξ)) at
{ξi}mi=0

If we consider, for k = 0, {
y′(t) = Hmy(t)

y(0) = e1
(13a)

and, for k > 0, {
ẏ(t) = Hmy(t) + tk−1

(k−1)!e1

y(0) = 0
(13b)

then y(1) = ϕk(Hm)e1, since y(t) = tkϕk(tHm)e1. Then, set t0 = 0, y0 = y(0),
τ = 1/J and tj = jτ . From the variation-of-constants formula, we have

yj+1 = y(tj+1) = ϕ0(τHm)yj +
tj+1∫
tj

ϕ0((tj+1 − s)Hm)
sk−1

(k − 1)!
e1ds

= ϕ0(τHm)yj +
τ∫

0

ϕ0((τ − ζ )Hm)
(ζ + tj )

k−1

(k − 1)!
e1dζ. (14)

The last integral is
τ∫

0

ϕ0((τ − ζ )Hm)
(ζ + tj )

k−1

(k − 1)!
e1dζ

=
k−1∑
i=0

(
k − 1

i

) τ∫
0

ϕ0((τ − ζ )Hm)
ζ i tk−1−i

j

(k − 1)!
e1dζ
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=
k−1∑
i=0

(k − 1)!
(k − 1 − i)!(k − 1)!

τ∫
0

ϕ0((τ − ζ )Hm)
ζ i tk−1−i

j

i!
e1dζ

=
k−1∑
i=0

1
(k − 1 − i)!

tk−1−i
j τ i+1ϕi+1(τHm)e1. (15)

Now, using (12), for 0 ≤ i + 1 ≤ k,

ϕi+1(z) = ϕk(z)z
k−i−1 +

k−1∑
l=i+1

zl−i−1

l!
, (16)

it is possible to rewrite all the ϕi+1 functions in (15) in terms of ϕk and putting this
inside (15) we get

k−1∑
i=0

1
(k − i − 1)!

tk−1−i
j τ i+1ϕi+1(τHm)e1

=
k−1∑
i=0

1
(k − i − 1)!

tk−1−i
j

⎛
⎝τ kϕk(τHm)Hk−i−1

m e1 +
k−1∑

l=i+1

τ lH l−i−1
m

l!
e1

⎞
⎠ .

Coming back to (14), we only need to add ϕ0(τHm)yj by (16) for i + 1 = 0

yj+1 = τ kϕk(τHm)

(
k−1∑
i=0

(tjHm)k−i−1

(k − i − 1)!
e1 + Hk

myj

)

+
k−1∑
i=0

⎛
⎝ tk−1−i

j

(k − i − 1)!

k−1∑
l=i+1

τ lH l−i−1
m

l!
e1 + (τHm)i

i!
yj

⎞
⎠

= τ kϕk(τHm)

(
k−1∑
l=0

(tjHm)l

l!
e1 + Hk

myj

)

+
k−1∑
i=0

(τHm)i

(
k−2−i∑
l=0

tk−1−l
j

(k − 1 − l)!
τ l+1

(l + i + 1)!
e1 + yj

i!

)
. (17)

The solution of (13) y(tj+1) = yj+1 can be then exactly recovered by the computa-
tion of one matrix function ϕk(τHm), again by Algorithm TS(ϕk) in Table 2, applied
to a vector involving Hm and yj and yJ = ϕk(Hm)e1. Notice that, whereas the ϕ1
function can be used in the exact exponential integrator (4), where the time step
�tj can be arbitrarily large and the computation of ϕ1(Hm)e1 may require a large
number J of sub-steps in (11), higher order ϕk functions are used only for non-exact
higher-order exponential integrators (cf. [13], [12], [19], [24]), with a truncation error
depending on the time step size.
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3.2. Comments on algorithm TS(ϕk)

In the first for loop in Algorithm TS(ϕk) in Table 2 (and also in Algorithm TS(II)
in [15]), the terms Fi,j = Fj,i , which, at this stage, are the coefficients of the Taylor
expansion, can underflow with respect to double precision machine arithmetic for
i sufficiently large, and initialized to zero, thus leading to a loss of accuracy of the
corresponding divided differences. The easiest way to overcome this problem is to
fix a maximum number M1 of computable divided differences (and, consequently,
of the interpolation degree), with the drawback, when applying the interpolation
to exponential integrators, of the reduction of the maximum allowed time step. In
order to increase the maximum number of divided differences, one can pre-multiply
the terms Fi,j by a factor S “large” (say, S = 10300) and compute them as

F̃i,j = S(τhγ )i/(i + k − j)! = exp
[
ln S(τhγ )i − ln 
(i + k + 1 − j)

]
= exp [ln(S) + i ln(τhγ ) − ln 
(i + k + 1 − j)] ,

where 
(·) is the Euler’s Gamma function: clearly, the values ln 
(i + k + 1 − j)

have to be computed directly using the function ln 
 (cf., e.g., [7]). With this trick,
the terms F̃i,j can again be initialized to zero, when the argument of the exponential
function is negative and large in magnitude, but for i > M2 
 M1 (see the next
section for typical values of M1 and M2). At the end of the algorithm, the matrix
elements F̃i,j , i �= j have to be scaled by the factor S−1 to get Fi,j . It is clear that
this strategy makes sense only when the final value of Fi,j does not underflow.

In order to show the gain of such an approach, let us consider the following example:

1/170! + 1/171! = 172/171! = exp(ln(172) − ln 
(172)) ≈ 1.3860 · 10−307. But a
direct computation in double precision arithmetic leads to 1.3779 ·10−307 ≈ 1/170!,
since 1/171! underflows, with a relative error of 1/172 ≈ 0.0058. The computation
we suggest, S−1(exp(ln(S)− ln 
(171))+ exp(ln(S)− ln 
(172))), leads to a relative
error of about 1.5728 · 10−13.

4. Matrix polynomial interpolation: the Real Leja Points Method

In order to compute ϕ1(hA)v we use the Real Leja Points Method (ReLPM), pro-
posed in [5] and applied to advection-diffusion-reaction models in [4], [6], which has
shown very attractive computational features. It is based on Newton interpolation
at a sequence of Leja points on the real focal interval of a family of confocal ellip-
ses in the complex plane. The use of Leja points is suggested, besides the optimal
properties in the Newton interpolation form, by the fact that they guarantee maxi-
mal and superlinear convergence of the interpolant on every ellipse of the confocal
family, and thus superlinear convergence of the corresponding matrix polynomials.

A key step in the approximation procedure is given by estimating cheaply a real focal
interval, say [a, b], such that the “minimal” ellipse of the confocal family which con-
tains the spectrum (or the field of values) of the matrix has a capacity, the half sum
of the semi-axis, that is not too large. The numerical experience with matrices arising
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from stable spatial discretizations of parabolic equations, which are the main target
of the ReLPM code [2], has shown that good results can be obtained at a very low
cost, simply by intersecting the Gerschgorin’s disks of the matrix with the real axis.

The kernel of the ReLPM code is given then by the interpolation of ϕ1(h(c + γ ξ)),
[a, b] = [c − 2γ, c + 2γ ] at the Leja points {ξi} of the reference interval [−2, 2]. The
matrix Newton polynomial of degree m is

pm(hA)v = pm−1(hA)v + dm[(A − cIn)/γ − ξm−1In]qm−1, (18a)

where

qm−1 =
m−2∏
s=0

[(A − cIn)/γ − ξsIn]v

[d0, . . . , dm]T = ϕ1(Hm)e1

p0(hA)v = d0v.

(18b)

4.1. Numerical example

Let us consider the advection-diffusion equation

⎧⎪⎨
⎪⎩

u̇ = ∇2u − 〈α, ∇u〉 + b � = (0, 1)2

u(0) = u0 t = 0

u = 0 ∂�

, (19)

with α = (100, 100), b ≡ 10 and u0 ≡ 1. A discretization with central, second
order finite difference with n = 10000 uniformly distributed internal nodes leads to
a system of ODEs of type (3). We are interested in the approximation of y(�t) =
y0 + �tϕ1(�tA)(Ay0 + b), where the time step is h = �t = 0.005, and the spectral
interval for hA, estimated by Gerschgorin’s disks, is h · [−81608, 0] = [−408.04, 0].
Notice that this is a “large” time step, since there is a relative variation of the norm
of the solution y(�t) with respect to the norm y(0) of about one half.

First, we compute the first 223 divided differences at Leja points in [−2, 2] for
ϕ1(h(c+γ ξ)), with c =−40804 and γ = 20402 with the standard recurrence scheme
SR, in double and quadruple precision, and with the Taylor series approach TS(ϕk),
without and with the use of the ln 
 function as described in Sect. 3.2. The results
are collected in Table 3. Both double and quadruple precision standard differences
stagnate around the corresponding machine precision. The divided differences pro-
duced by TS(ϕk) do not stagnate, but, without the use of the ln 
 function, the first
terms initialized to zero appear at degree M1 = 143, whereas with the ln 
 function
at degree M2 = 255. These values are typical for the discretization adopted, with
a spectral interval for the matrix A of the type [a, 0], since maxi |τh(c + γ ξi)| =
|τh(c + γ ξ1)| = |τh(−2γ + γ · (−2))| = τh · 4γ , which should be smaller than 1.59
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Fig. 1. Estimate relative errors for the matrix interpolation

(see Sect. 3) and the smallest term not initialized to zero in the first loop of TS(ϕk)

in Table 2 is

(τhγ )142

(142 + 1)!
<

(1.59/4)142

(142 + 1)!
≈ 3.3 · 10−305.

With the trick of the ln 
 function it is instead

exp (ln(S) + 254 · ln(1.59/4) − ln 
(254 + 2)) ≈ 5.1 · 10−307.

As in IEEE specifications, here we are assuming that the minimum value in double

precision is 2−1021−1 ≈ 2.2 · 10−308.

Next, we consider matrix interpolation. In the approximation (18), setting pm =
pm(hA)(Ay0 + b) we can choose

‖pm+1 − pm‖2 = |dm+1| · ‖qm+1‖2 ≈ em = ‖y(h) − (y0 + hpm)‖2 (20)

as an estimate of the approximation error. In Fig. 1, the estimated error relative to
‖y0‖2 computed with the four approaches described above is reported. With divided
differences computed with the standard recurrence, the matrix interpolation does
not converge, because they stagnate around machine precision (see Table 3) whereas
the norm of the qm increases in m. In this case, it would be necessary to split the time
step �t , choosing h < �t and applying the propagator (4). On the other hand, with
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the Taylor expansion approach the estimated relative error is below 10−8 at degree
m = 222. Notice that convergence is achieved both without and with the use of the
ln 
 function. However, since without the use of the ln 
 function there is surely a
loss of accuracy at degree M1 = 143, it is not safe to use the divided differences
beyond that degree.

Finally, notice that the error estimate grows up to about 106 before starting to
decrease. This is not unexpected, since the decrease of the divided differences starts
to overtake the polynomial increase of the norm of the vector qm only for a suffi-
ciently high degree m.

5. Conclusions

We have shown that with divided differences accurately computed essentially by
Algorithm TS(ϕk) in Table 2 and the time-marching scheme (11) (with a total cost
of O(m2/2)), it is possible to interpolate in the Newton form the matrix function
ϕ1(hA)v with larger time step size h than with divided differences computed by the
standard recurrence scheme (6) (both in double and in quadruple precision). Here
A was the discretization matrix of a linear advection-diffusion PDE (19) and the
matrix function ϕ1(hA)v has been used inside the exact exponential integrator (4).
This approach can be extended to higher-order functions ϕk, k ≥ 0.
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