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ABSTRACT

The progress of the NBS project to develop improved theory for

accurate linewidth measurements with optical microscopes, to
develop primary linewidth calibration of 1- to 10-ym wide lines
on integrated-circuit (IC) photomasks, and to provide cali-
brated measurement artifacts and measurement procedures to the
IC industry is discussed. This report covers the initial peri-
od from September 1974 through December 1976.

Using coherence theory, line-image profiles are calculated for
real optical-microscope systems. The effects of defocus,
spherical aberration, and finite transmission of opaque mask
areas on the line-image profiles and the location of the line

edges are discussed.

A primary linewidth-calibration system, consisting of an inter-
ferometer located in a scanning electron microscope (SEM), has
been fabricated and used to make measurements of nominally 1-,

2-, and 3-ym wide opaque and clear lines on antiref lective
chromium artifacts. The goal for the measurement uncertainty
(systematic and random errors) of linewidth measurements with
the SEM/interferometer system is +0.05 Urn. Preliminary mea-
surements show a standard deviation of about 0.02 ym. A sec-
ondary linewidth-calibration system, which is a modified photo-
metric optical microscope, has been fabricated and provides
line-image profiles that compare very well with optical theory.
At the time of this effort, the measurement uncertainty for the
optical system was estimated to be about +0.0 1 ym and the stan-
dard deviation was better than 0.025 ym. The difference be-
tween the mean values of the opaque lines as measured by the
SEM/interferometer system and the photometric optical micro-
scope is approximately 0.05 ym.

Linewidth measurements on optical microscopes equipped with
filar and image-shearing eyepieces are presented. A prelimi-
nary effort shows that differences between linewidth measure-
ments with these two eyepieces are significantly reduced when a

linewidth artifact measured on the photometric optical micro-
scope is used to calibrate the eyepieces.

Collaborative tests between NBS and the IC industry to evaluate
procedures for accurate linewidth measurements with calibrated
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artifacts are discussed. Some of the methods for transferring
NBS-measured values to the industry are summarized. The plans
for the continuing micrometrology project include accurate
linewidth measurements on opaque wafers with reflected light
and on see-through masks with transmitted light and submicro-
meter linewidth calibration.

Key words: Filar eyepiece; image-shearing eyepiece; integrated
circuits; linewidth measurements; microelectronics; microme-
trology; optical microscope; photomask; photoelectric micro-
scope; scanning electron microscope; semiconductor technology.
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1. INTRODUCTION AND HIGHLIGHTS

In the production of integrated-circuit (IC) devices, a photomask is the
basic pattern for transferring the design circuit geometry to the semi-
conductor wafer [1]. The photomask is a repeated array of microphoto-
graphs of the circuit patterns on a glass substrate. Several masks are

generally used to form successive patterns on a single wafer. Photoemul-
sion and hard-surface masks, such as chromium and iron oxide, are cur-
rently used to mass produce microelectronic devices having pattern ele-
ments with dimensions as small as 2 micrometers (ym) . A small number of

special devices with submicrometer geometry are also being fabricated
with masks produced by x-ray and electron-beam techniques.

The performance of the finished IC device depends strongly on the fidel-
ity with which design dimensions of critical circuit elements, such as

small linewidths, are transferred from the mask to the semiconductor
wafer. Thus, the routine inspection of masks includes these linewidth
measurements. The design rules generally used by the IC industry cur-
rently specify critical dimensions of 5 + 0.5 ym for high-volume device
production and 2 + 0.25 ym for low-volume production. For the increasing
number of devices with micrometer and submicrometer geometry, it is de-
sirable to reduce the dimensional tolerances well below +0.25 ym.

Many linewidth measurements are made with an optical microscope equipped
with a filar or image-shearing eyepiece. Another measurement tool is a

TV-microscope system in which the visual eyepiece is replaced with a TV
camera and the eyepiece reticle is replaced with an electronically gener-
ated reticle displayed on the TV monitor [2] . Two other dimensional-
measurement systems known to be under development include an automatic
microdensitometer [3] and a Fourier-transform optical system [4] . The
iTiicrodensitometer scans the line, and based on an edge-detection scheme,
the scan data are reduced to give the linewidth. The Fourier-transform
optical system, which is being investigated in a companion program, pro-
duces a diffraction pattern of the line, and the linewidth can be calcu-
lated from the measured positions of the maxima and minima of this pat-
tern.

An earlier National Bureau of Standards (NBS) study identified the
dimensional-measurement problems related to the fabrication and the use
of IC photomasks [5] . These problems include the absence of calibrated
measurement artifacts for determining the accuracy of linewidth measure-
ments. Accurate linewidth measurements are needed to improve commerce
between mask suppliers and customers by determining how closely mask ge-
ometries meet design specifications. In addition, these accurate mea-
surements are needed to help resolve measurement differences among vari-
ous equipment and procedures used in the IC industry.

In response to the need for accurate linewidth measurements and as part
of the responsibility of NBS to provide industry with calibrated length
standards referred to the defined unit of length, NBS initiated a micro-
metrology project with the following basic goals: (1) to develop im-
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proved theory and ejcperimental verification for accurate linewidth mea-
surements with an optical microscope in transmitted light; (2) to make
primary linewidth calibration of 1- to 10~ym wide lines with uncertainty
limits of +0.05 ym (these error bounds include systematic and random er-
rors); (3) to provide calibrated measurement artifacts and measurement
procedures for optical microscopes; and (4) to disseminate the project
results to the IC industry. The present report discusses the results of

the initial effort from September 1974 through December 1976.

The format of this report is separate sections which discuss significant
accomplishments or highlights. The sections were written by the staff
members who were primarily responsible for these efforts. The sec-
tions include some overlapping material since the different tasks are all
a part of the larger micrometre logy project. Section 2 provides back-
ground material for the other sections, and section 9 discusses the con-
tinuing efforts in the project. Other technical publications based on

the present micrometrology project have also been included as appendices
in order to provide a more detailed discussion. Several papers which
summarize the progress of the program at various stages during the ini-
tial two-year effort are listed as references [6] through [11].

Significant technical accomplishments during the two-year reporting peri-
od included:

1. A theoretical model based on physical optics and partial coher-
ence has been developed for an optical microscope operating in trans-
mitted, monochromatic, bright-field illumination. The model shows that
under certain illumination conditions an analytic expression for the
transmittance threshold corresponding to line-edge location nay be de-
rived for determining linewidths accurately. This threshold T^, is
given by T^ = 0.25 (1 + /t^)^, where Tq is the transmittance in the
opaque area and the transmittance is 1.0 in the clear area. (See sees.
3.1 and 3.2.)

2. Theoretical models were developed for the filar and image-
shearing eyepieces which are used widely throughout the industry for
linewidth measurements. The modeling shows that these eyepieces use sig-
nificantly different transmittance thresholds for locating the line edge.
Calcvilated measurement errors for a 20-ym wide line are as large as 0.6
ym in each eyepiece under differing amounts of defocus. (See sec. 3.3.)

3. A linewidth-raeasurement technique based on coherent illumination
and spatial filtering has been developed. This technique produces an op-
tical transformation in which the locations of the line edges are marked
by two narrow, dark lines within a bright surround. This changes a dif-
ficult, asymmetric linewidth measurement into an easier, symmetric spac-
ing measurement between the two dark lines. Available microscope objec-
tives, however, are not suitable for this system; the objective must be
redesigned to implement the system. (See sec. 3.4.)

* Authors of sections not prepared by the editor are indicated.
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4. Both antireflective chromium and iron-oxide measurement arti-
facts were designed and fabricated. The basic pattern consists of opaque
and clear lines (spaces) with nominal widths of 1, 3, and 10 ym. The
quality (steepness of line-edge slope and line raggedness) of the arti-
facts appears to be a major limitation in reducing measurement uncertain-
ties on the NBS linewidth-measurement systems. (See sec. 4.)

5. A theoretical model was developed for determining the line-edge
location in a measurement system that uses a scanning electron microscope
(SEM) to measure linewidths. This model treats the electron interaction
with the material line, and the parameters include physical properties of

the line as well as operating adjustments of the SEM. (See sec. 5.2.)

5. A polarization interferometer operating in a scanning electron
microscope was developed as a primary linewidth-measurement system that
relates the length measurement to the defined unit of length. A special
flexure-pivot stage was developed and fabricated for moving the line from
one edge to the other edge during a measurement with this system. This
stage uses piezo-elements whose length changes are amplified by a 20X
mechanical flexure-pivot system, and the stage exhibits a smoothness of
better than 0.001 ym over a few micrometers. Comparison of experimental
line profiles with line profiles calculated from the model shows rela-
tively good agreement. (See sees. 5.3, 5.4, and 5.5.)

7. A photometric optical microscope was developed as a linewidth-
measurement system. This system operates in bright-field, transmitted
light (530 nm) with a piezoelectric focus adjustment, a ratio of

condenser-to-objective numerical aperture of 2/3, and an effective scan-
ning aperture (0.13 ym by 1.3 ym) smaller than the impulse response of

the objective. Comparison of experimental data with the theoretically
calculated line-image profiles shows good agreement down to 0.5-ym line-
widths. This agreement demonstrates that this optical-microscope system
can be used with the correct line-edge threshold to make accurate line-
width measurements. (See sec. 6.)

8. An experimental comparison of linewidth measurements was made
using optical microscopes and operating conditions representative of

those employed by the IC industry. Results from 90 different linewidth
measurements on each of three different microscope systems suggest that
the reproducibility is about +0.3 ym for the filar eyepiece and about
+0.1 ym for both the image-shearing eyepiece and the TV-microscope sys-
tem. Several trends between the apparent size of lines measured with the
filar and image-shearing eyepieces were observed. These trends depend on
the mode of illumination (transmitted or reflected light) and the polar-
ity of the line (opaque line on a clear background or clear line on an
opaque background). A comparison of linewidth measurements made after a

line-spacing calibration with measurements made after a linewidth cali-
bration shows that the measurement differences between the two eyepieces
can, for the most part, be reduced to less than 0.05 ym if a linewidth
calibration is used. (See sec. 7.)
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9. A preliminary comparison of linewidth measurements made on the
same lines with the SEM/interferometer system and the photometric optical
microscope shows that agreement is very good (difference of 0.05 ym) for
two opaque lines. For a clear line, the difference is 0.24 ym which is

currently under investigation. (See sec. 8.2.)
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2 . BACKGROUND

In commonly used approaches for measuring linewidths on an optical
microscope equipped with a filar or image-shearing eyepiece, the drum
readings of the eyepiece are adjusted to agree with known center-to-
center line spacings on a calibrated length scale. Assuming that the
response of the measurement system to these scale measurements is linear,
the scale error in the system can be corrected. However, this line-scale
calibration can neither reveal the presence of, nor compensate for, any
broadening or narrowing of the line image due to such effects as object
size, lens aberrations, and degree of illumination coherence. To detect
and correct for these changes in the measured line image, a calibrated
linewidth artifact is needed.

An example of the differences in apparent linewidths of nominally 1-, 3-,

and 10-ym wide clear and opaque lines measured with filar and image-
shearing eyepieces is given in table 2-1. For these linewidth measure-
ments, the drum readings on the eyepieces were first made to agree with
known values of line spacings. These differences typify those encoun-
tered in the IC industry when linewidth measurements are made with dif-
ferent eyepieces and on different object polarities (clear or opaque).

2.1 Line-Scale Measurements

In order to understand the relative difficulty of making a linewidth cal-
ibration as compared with a line-scale calibration, it is instructive to
review the basic metrology of these measurements. A line-scale measure-
ment is a relatively simple displacement measurement. As shown in figure
2-1a, a detector is initially centered on one line of a scale, and the
measured or apparent position of the detector in units of lengtli is given
by

y^ = a(x^+ C^) , (2-1)

where xi is the actual location of the detector in the arbitrary units
of the measurement-system axis, a is the calibration scale factor which
relates the divisions on the measurement-system axis to the defined unit
of length, and C-] is a systematic offset, or bias, in locating the cen-
ter of the line. This offset is distinct from the reproducibility of lo-
cating the line center in repeated settings of the detector. The detec-
tor is then moved to the center of an adjacent line, and the measured po-
sition y2 is given by

^2 " "^^2 ^ •
^^"^^

The measured displacement of the detector between x-i and X2 is given
by

^2 " ^1 " °'^^2 ~ '^l^ "^^2 ' ^1^ *
^^""^^
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Table 2-1 - Differences Between Apparent Linewidths of Nominally 1-, 3-,

and 10-ym Wide Clear and Opaque Lines Measured with Filar
and Image-Shearing Eyepieces.

Nomi nal

Difference between Linewidths Measured on Filar
and Image-Shearing Eyepieces (ym)

Linewidth (ym)

Clear Opaque

1 +0.26 -0.28

3 +0.26 -0.24

10 +0.19 -0.26
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Center

Vr a(x,+ C,|

Center

^2 = a(x2+ Cj)

Detector

Line profiles

Axis of I—h-

measurement system

1
. I I—I—I—I I I

(a) Center-to-center measurement.

Left edge Left edge

yi
= a(Xi + Ci) y2=a(x2+C2)

(b) Left-edge to left-edge measurement.

Right edge Right edge

y, = a(x,+ C,) y2=a(x2 + C2)

0 Q
1 I

(c) Right-edge to right-edge measurement.

Figure 2-1. Schematic of a line-scale measurement.
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If the cross-sectional profiles of adjacent lines are identical, the off-
sets Ci and C2 are equal, and the displacement measurement is written
as

Y2 - = a(x2 - ) . (2-4)

Thus, the offsets subtract out of a line-scale measurement, and offset
values do not have to be known to perform accurate line-scale measure-
ments. In practice, measurement systems may detect differences in line
profiles for scales which exhibit line-edge raggedness. In this case,

the differences in the offset may result in a larger systematic error as-
sociated with the measurement.

The line-scale measurement can also be made from left edge to left edge,

or right edge to right edge, as shown in figures 2-1b and 2-1c, respec-
tively. As in the center-to-center measurements, it is desirable that
the line profiles of adjacent lines be very similar and show no edge rag-
gedness. However, it is not necessary that the profiles of the left and
right edges of a single line be identical.

The line-scale measurement is considered a symmetrical measurement since
the detector can approach the lines from either direction along the mea-
surement axis to give the same displacement value between line centers,
left edges, or right edges. As an example, consider the displacement
measurement of two lines with a filar eyepiece on an optical microscope.
As shown schematically in figure 2- 2a for the first measurement case, the
dashed cross hair is moved to the right across the field of view and set
at the left edge of line 1 for the measurement y-j. The cross hair is

then moved to the left edge of line 2 for the measurement Y2' these
measurements, the cross hair is going from a clear background to an
opaque line; thus, the microscope operator should be able to set the
cross hair so that the offsets in each measurement are nearly equal. In
the second measurement case shown in figure 2-2b, the cross hair is moved
to the left across the field of view. The cross hair is first set on the
left edge of line 2 to measure Y2 ^"^^ subsequently on the left edge
of line 1 to measure y^. The offsets and for these measurements
may be different from Ci and C2 in the first case since the cross
hair in the second case is going from an opaque line to a clear back-
ground. However, = C2, and = and the offsets again subtract
out in each measurement case to give the same displacement measurement in
both cases.

2.2 Linewidth Measurements

In contrast to a line-scale measurement, a linewidth measurement is a
difficult separation measurement. As shown in figure 2-3, a detector is

initially located at the left edge of a line, and the measured position
y^ is given by

where a and x^ have the same meaning as the parameters a and x-i de-
scribed in eq (2-1), and is the systematic offset, or bias, in

10



Left edge Left edge

y, = a(x,+ C,) y2 = a(x2+ C2)

Direction for

moving cross fiair

(a) Cross hair is moved from left to right across field of view.

Left edge Left edge

y', = a(x', + C',) y2= a(x'2 + C'2)

Direction for

moving cross hair

(b) Cross hair is moved from right to left across field of view.

Figure 2-2. Schematic of a line-scale measurement with a filar
eyepiece on an optical microscope.
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Left edge

y, = a(x, + C^)

Right edge

y2=a(X2 + Cr)

Detector

Line profile

Axis of I—-f

measurement system '^i

Figure 2-3. Schematic of a linewidth measurement.
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locating the left edge of the line. The detector is then moved to the
right edge, and the measured position y2 is given by

= - Cj^) ' (2-5)

where Cj^ is the systematic offset in locating the right edge. The off-
sets Cj^ and Cj^ are in opposite directions since the line appears ei-
ther wider or narrower as a result of viewing the line with measurement-
system detector. Thus, Cj^ is assigned a negative sign. The separation
measurement between the left and right edges of the line is given by

Therefore, in a linewidth measurement, the offsets add and, consequently,
are part of the measured linewidth. This is a fundamental difference
between a linewidth and a line-scale measurement.

The linewidth measurement is considered an asymmetrical measurement since
the detector does not approach both edges of the line from the same di-

rection and the offsets add. Consider the measurement of a linewidth
with a filar eyepiece as shown schematically in figure 2-4. The dashed
cross hair is moved to the right across the field of view and set on the
left edge of the line for the measurement y^. For this setting, the
cross hair has gone from a clear background to an opaque line. The cross
hair is then moved to the right edge of the same line for the neasureraent

yj^. For this setting, the cross hair has gone from an opaque line to a

clear background. The offset for the left-edge measurement is in the
opposite direction of the offset for right-edge measurement, and these
offsets will add in the linewidth measurement. It should be further
noted that even if the profiles of the left and right edges are identi-
cal, the offsets still add. For this case, the offsets Cj^ and Cj^ are
equal and the total offset is 2Cj^ or 2Cj^.

2.3 Reduction of Measurement Offsets in Linewidth Calibration

Although the previous discussion of the differences between symmetrical
and asymmetrical measurements treats line scales and linewidths, these
differences apply to two larger classes of measurements. These measure-
ment classes are: (1) a symmetrical length-interval measurement and (2)

an asymmetrical measurement of the length of a physical object. A line-
scale measurement is a length-interval measurement and is different in
kind from a linewidth measurement which involves the width of a physical
object. Length-interval measurements are typically 10 to 100 times more
accurate than the measurement of the length of an object. Any attempt to
make a direct measurement of object length, such as a linewidth measure-
ment, involves an asymmetrical measurement and offsets which are part of

the measurement uncertainties. As noted earlier, these offsets are not
part of the measurement uncertainties in symmetrical measurements; there-
fore, these measurements are generally more accurate. The minimization
of the measurement offsets in the current approach to measuring line-
widths with inherently asymmetrical systems is the basis for making accu-
rate linewidth calibrations.

13



Left edge Right edge

y, = a(x, + Cl) y2 = a(X2 + Cr)

moving cross hair

Figure 2-4. Schematic of a linewidth measurement with a filar
eyepiece on an optical microscope.
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An optical probe, consisting of a microscope with a filar eyepiece, was
used in the previous examples to illustrate the behavior of offsets in

locating line centers, or edges, in line-scale and linewidth measurement.
An electron probe, such as a scanning electron microscope (SEM), which
offers better resolving power than an optical probe, also gives a mea-

surement offset; this offset subtracts in a symmetrical measurement and
adds in an asymmetrical measurement. The important difference is that
the SEM measurement offset is generally much smaller than the optical-
microscope measurement offset, and thus, the uncertainties associated
with the SEM measurement are potentially smaller.

In the present program, the primary method for linewidth calibration uses
the electron probe of an SEM to locate the line edges. This system gives
an asymmetrical measurement, but a major effort is being made to minimize
the offsets in the calibrated linewidth. The residual offsets should be
sufficiently small to permit the calibrated linewidths to be used for
determining the resulting offsets when these linewidths are measured with
optical microscopes in the IC industry. As discussed earlier, these off-
sets vary between measurement systems and measurement objects, but with a

calibrated linewidth artifact, these offsets can be determined for each
set of measurement conditions.

15



3. THEORETICAL ANALYSIS OF OPTICAL MICROSCOPE
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Linewidths in the micrometer range are commonly measured with an optical
microscope equipped with a micrometer eyepiece. In this measurement, it

is not the physical object or geometrical linewidth which is measured,
but instead a magnified optical image of the line. Therefore, the accu-
racy of these measurements is strongly dependent on the quality of the
line image and its relationship to the physical profile of the line.

This quality depends, among other things, upon the aberrations of the
imaging lens, the amount of defocus present, the spatial coherence of the

illumination [12], and the physical properties of the line object.

3.1 Optical Imaging of Lines

The variation in measurements on the same photomask linewidth with dif-
ferent optical-microscope systems, especially for linewidths below 10 yra,

has prompted the present investigation of the imaging properties of the
optical microscope in transmitted light and a study of possible sources
of the measurement error. The effects of diffraction and partial coher-
ence on the mensuration of small objects has been discussed previously in
the literature [13-22] . The degree of coherence is a function of the il-
lumination source and the numerical apertures of both the condenser and
objective. Light produced by a large incandescent source and focused by
a lens is completely incoherent only when the source-to-lens distance is

very small and the angle from the source subtended by the lens diameter
is very large. As the source-to-lens distance increases, the coherence
of the illumination increases. The degree of coherence affects the shape
of the edge-image intensity profile and its displacement from the step-
function edge position that would be predicted by geometric optical con-
siderations only. The application of the theory of partial coherence to
describe image formation in the optical microscope is well developed
[20,23] ; but the complexity of the numerical calculations involved in
treating even simple line objects has prevented a systematic study of the
errors introduced under different operating conditions. For diffraction-
limited optical systemSf the images of edges [18,24], circular discs
[13,17], and lines [19,21] are computed for specific ratios of condenser-
to-objective numerical apertures. The combinations of defocus and coma
with partial coherence are treated by Barakat [19]. Rowe [22] calculates

* Consultant.
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the images of defocused edges at the coherent limit. There are difficul-
ties in applying these earlier results to practical microscope systems
for the case of circular objects [25] . These difficulties are attributed
to the breakdown of scalar optical theory at hi^ numerical apertures
[20,26]

.

A theoretical investigation was begun early in the project to determine
quantitatively the effects of coherence on the image of two parallel,
opaque lines on a transparent background and its inverse. This is the
simplest statement of the problem that must be solved to determine the
effects of coherence on linewidth measurements. The first part of this
investigation considers a single line and a diffraction-limited lens sys-
tem. It addresses two questions: (1) what is the minimum size of a

single opaque line on a transparent background that can be recognizably
imaged as a line at any given quality level? and (2) how can this quality
level be specified?

The first of these questions is approached by calculating the relative
intensity profile of the image of an ideal line for both spatially
incoherent light and spatially coherent light. An ideal opaque line is

defined as having zero-percent transmittance across its width and a
100-percent transmittance elsewhere. The image intensity profile of an
object [27] is written for the incoherent case as

(x,y) h*(x,y) U (x,y) U*(x,y) dxdy (3-1)
g g

and for the coherent case as

y) U (x,y) dxdy
g

(3-2)

where Ug(x,y) is the complex amplitude of radiation from the object,
and h(x, y) is the complex response of the optical system.

Expressions for these functions are derived with the assumption that the
lens is diffraction-limited with an impulse response of (sin x)/x for the
one-dimensional case. The characteristic width of this function, taken
to be the distance between the first node points on each side of the line
x = 0, is a measure of the smallest dimension that can be resolved by the
lens. The expressions for the intensity profiles for both illumination
cases are derived in terms of the ratio A of object linewidth 2b to the
width of the impulse response, the numerical aperture N.A., the illumina-
tion wavelength X, the magnification of the lens m, and the image coordi-
nate 3 •

The ejcpression for the image intensity profile for the coherent case is

1(5) =

and for the incoherent case is

1 - M Si[2TT(C + |)] - Si[2Tr(C - t)U I

"
' (3-3)
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1(5) = 1 - jsi[4TT(C + |)] - Si[4TT(5 - |)]

(3-4)

+

4tt{C + |) 4.(5 -|)

where ? = 3(N.A.)/Xra and Si[x] = / [( sin v)/v]dv. These functions are
o

plotted in figure 3-1 as a function of the parameter E, for the indicated
values of A. In all calculations A = 500 nm. For illustrative purposes,
this figure is divided vertically through the center with the edges of

the ideal image intensity profile (the image profile that is an exact
magnification of the object profile) located at ^ = +1.0. The relative
intensity profiles for incoherent illumination are plotted on the left

side of the figure and the profiles for coherent illumination on the
right side. Since the profiles are symmetrical about the center of the

figure, the complete line profile may be visualized by mirroring any
particular profile through the figure center. The profiles 1-1 and C-1

in the figure show a badly degraded image and are indicative of the
images that result when a line whose width is somewhat smaller than the
resolution limit of the lens is imaged. The other curves in this figure
represent relative intensity profiles for wider lines and illustrate that
the edge image profiles become sharper as the linewidths become appreci-
ably larger than the impulse response of the lens.

With the exception of the curves 1-1 and C-1 in figure 3-1, all of the
image intensity profiles cross the ideal edge image at nearly the same
point for each illumination case. For the incoherent case, this point is

at approximately 0.5 relative intensity {50-percent transmittance ) . This
is a relatively easy intensity level to distinguish visually. However,
the image intensity profiles for the coherent case cross the ideal edge
image at 0.25 relative intensity (25-percent transmittance), and this
cannot be consistently detected visually.

It is not uncommon to observe ringing near the edge of a line image in
a microscope, that is, bright and dark bands near the edge image. Such
ringing is shown for the case of coherent illumination by the oscilla-
tions of the image intensity profiles about 1.0 relative intensity (100-
percent transmittance), while this phenomenon is absent for the incoher-
ent case. Thus, it may be concluded that an appreciable amount of illum-
ination coherence is present under normal microscope operating condi-
tions.

To establish a quantitative measure of the image quality, the root-mean-
square (RMS) difference between the spectra of the image intensity pro-
files and the ideal intensity profiles were evaluated. This RMS dif-
ference is arbitrarily defined as

18
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nl/2
D (3-5)

where Ftl^C^)] is the spectrum of the ideal image intensity profile,
F[I^(5)] is the spectrum of the calculated or actual image profile, and
P is the interval of integration.

The spectrum of the image profile is a function in the spatial-frequency
domain (line cycles per unit length). Since a lens forms an image by
transmitting information of different spatial frequencies, a comparison
of the spectrum of the image with that of the object should provide a

quantitative measure of the image quality. Values of the RMS differences
are listed in table 3-1 as a function of the parameter A. For each of

several numerical apertures commonly found in microscope objectives,
table 3-1 also lists the approximate width of the impulse response and
the corresponding object linewidths.

The previous analysis shows a wide disparity in the type of imagery for
the limiting cases of coherent and incoherent illumination. The normal
operation of a microscope employs neither of these limiting forms of il-
lumination; instead the illumination is partially coherent. Very little
information is available in the literature about the partially coherent
imaging of lines. One such calculation shown in figure 3-2 (after Wel-
ford [28] ) compares several theoretically calculated edge-image intensity
profiles. Curve A represents the edge-image intensity profile for a

large incandescent source and uniformly filled, matched condenser and
objective lenses with numerical apertures of 0.65. Curve B represents
the profile for incoherent illumination corresponding to an infinitely
large condenser aperture. Curve C represents the profile for coherent
illumination corresponding to an infinitely small condenser aperture.
The ideal edge is shown by curve D. These curves are all normalized to
converge to the 1.0 relative intensity level at large distances from the
edge.

Several phenomena are illustrated in figure 3-2. The edge-image inten-
sity profile for incoherent illumination (curve B) has zero displacement
from the ideal edge position at the 0.5 relative intensity. This is the
intensity level at which the edge is usually located by visual observa-
tions. On the other hand, a displacement of 0.08 pm is observed at the
0.5 relative intensity for the edge profile obtained for matched numeri-
cal apertures (curve A). For a pair of matched numerical apertures, the
displacement distance x from the ideal edge may be found from the rela-
tion

(3-6)

where Xf is the x-coordinate for curve A in figure 3-2.

Ringing is shown in curve A by the oscillations between the 0.9 and 1.0
relative intensities. This appears in the microscope image as alter-
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Table 3-1 - Object Linewidths and Corresponding RMS Differences
Determined from the Curves of Figure 3-1.

. Object Linewidth for N.A. of
^"•^^^ ^ "^^^

0.25 03 0765 0785—

Coherent Illumination:

C-1 0.4 10 0,.7 ym 0.4 urn 0.3 ym 0.2 ym

C-2 2.2 5 4,,4 2.2 1.7 1 .3

C-3 6.3 2 12,,5 6.3 4.8 3.7

C-4 12.3 1 24,,7 12.3 9.5 7.2

Incoherent Illumination:

I-l 0.4 10 0.9

1-2 1.5 5 2.9

1-3 4.9 2 9.7

1-4 9.8 1 19.5

0.4 ym 0.3 ym 0.2 ym

1.5 1.1 0.9

4.9 3.7 2.9

9.8 6.3 5.7

Impulse-Response Width:

2.0 ym 1 .0 ym 0.76 ym 0.59 ym
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Figure 3-2. Image intensity profiles of a single line edge for an illu-
mination wavelength of 500 nm; A - matched numerical apertures of 0.65,
B - incoherent illumination, C - coherent illumination, D - ideal edge.
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nate light and dark bands parallel to the edge image. This observed
ringing indicates that the illumination has a hi^ degree of coherence.
Also, the edge intensity profile produced with matched numerical aper-
tures is closer to the intensity profile for coherent illumination than
it is to the intensity profile for incoherent illumination.

It is also knovm that focus affects tJie shape of the edge intensity pro-
file and is subjectively determined by selecting the object-to-lens dis-
tance which produces the sharpest image. Theoretical calculations of the
effect of defocusing on relative intensity profiles were made for coher-
ent illumination. The amount of defocus A is the longitudinal displace-
ment of the actual object plane from the object plane predicted by geo-
metric optics (the geometric focus). In making these calculations, it is

more convenient to consider the maximum deviation of the actual wave
front from the ideal spherical wave front. This deviation nX, in multi-
ples of wavelength, is related to A by

nX - A(N.A.)^/2 , (3-7)

where N.A. = sin 6 for a dry microscope objective.

Figure 3-3 shows image intensity profiles for various amounts of defocus.
It may be seen from this figure that, due to the ringing, the contrast
between the edge and the first dark band is greater for a small amount of
defocus than for the proper focus. Consequently, an observer may easily
choose a defocused microscope setting as the correct focus because of the
increased sharpness produced by a small amount of defocusing. If this
should occur, the location of the edge would be chosen from a degraded
image intensity profile and would be displaced significantly from the ge-
ometric image. The tendency for an observer to choose an incorrect focus
and degraded edge profile can be further appreciated by noting that IX

defocus for X = 500 nm and an objective lens with N.A. = 0.65 corresponds
to a defocus displacement of only about 2.4 ym. It should be noted that
for an objective with a higher numerical aperture, the term tan 6, where
tan 6 is the ratio of the radius of the lens aperture to the focal dis-
tance of the lens, cannot be approximated by sin 6 as in eq (3-7). For
this case, the wave-front deviation is

nX = Atan^6/2 . (3-8)

For an objective with N.A. - 0.90, X/4 defocus for X = 500 nm corresponds
to a defocus displacement of 0.06 ym.

The image quality is also degraded by spherical aberration of the objec-
tive lens. This aberration causes lic^t rays passing through the outer
portions of the lens to be focused at a different distance from the lens
than rays passing through the central portion of the lens and is present,
to some degree, in all optical systems. Spherical aberration is greater
when microscope objectives are used at the wrong tube length or when ob-
jectives and eyepieces of different types or manufacture are used to-
gether. The effects of this aberration may be partially compensated by
introducing an equivalent amount of defocus; this results in a sharper
image. Spherical aberration is also described in terms of nX where nX
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x(N.A.)/A

Figure 3-3. Image intensity profiles of a single line edge for coherent
illtunination with varying defocus; A - no defocus, B - A/2 defocus, C -

lA defocus, D - ideal edge.
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now refers to the maximum difference, in multiples of wavelength, between
the aberrated wave front and the ideal spherical wave front produced by a

diffraction-limited lens. Figure 3-4 shows calculated edge-image inten-
sity profiles in coherent illumination for an objective lens with 1A

spherical aberration and varying defocus. This figure shows that a sharp
image intensity profile is produced when the amount of defocus suitably
compensates the spherical aberration: this focus is usually called the
best focus. This figure also shows that the contrast between the edge
image and the bands produced by ringing increases as the defocus is in-

creased. This illustrates the difficulty of visually choosing the cor-
rect focus because of the temptation to adjust the microscope for the
hi^est contrast.

The previous analysis gives a quantitative idea of the effects of coher-
ence and aberrations on microscope imagery. For a quantitative evalua-
tion of linewidth-measurement errors with real microscope systems, a more
accurate theoretical description of partially coherent imaging is neces-
sary. In addition, experimental verification of the description for re-
alistic microscope parameters is necessary. Therefore, a more detailed
analysis was undertaken. This work includes numerical computation of

line images for actual conditions of microscope operation. The computa-
tion is based on a mathematical model which incorporates partial coher-
ence, optical aberrations including defocus, amplitude transmittance of
the sample allowing for degraded edges, and the effect of the scanning
aperture. In section 6, these theoretical profiles are compared with ex-
perimentally measured data for varying numerical apertures.

Starting with the scalar mutual coherence function F at the sample plane
and propagating to the scanning aperture, the flux I at the detector as a

function of the sample displacement ^® described in one dimen-
sion for quasi-monochromatic illumination by

3.2 Calculation of Image Profiles for Real Systems

(3-9)

where:

is the scanning variable corresponding to the displacement of

the line from the optical axis.

21 and 2.2 are the object and image conjugates, respectively.

t is the amplitude transmittance of the sample.

F is the pupil function of the imaging objective and relay optics
combined.

* denotes the complex conjugate.
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is the intensity transmittance function of the scanning aper-
ture, and the rectangular coordinates y, and y are shovm in
figure 3-5. This equation simplifies to a form more convenient
for computer calculations; namely.

KCq) = C ^J?(a)t(a - y2)t*{a - M^)exp['Lk^Q{M^'-]i^)/z^]

(3-10)

• F(y^)F (V2)^^~x^— ) dady^dy2

where denotes the spatial Fourier transform.

This one-dimensional description is accurate for one-dimensionally vary-

ing objects in a circular lens systems only at the coherent limit. The
equivalent description for a partially coherent, two-dimensional lens
system is

F(y^,n)F (y2'n)S(-y^— )dady^ dy^dp

(3-11)

The computation time required for this two-"dimensional case is prohibi™
tive. Therefore, the one-dimensional description given in eq (3--9) was
studied closely to determine if it adequately describes the measurement
conditions. In photomask-linewidth measurements, the glass substrate re-
quires the use of condensers with a numerical aperture less than the nu-
merical aperture of the commonly used, hi^^i-resolution objective. This
requirement results from the unavailability of long working-distance,
high numerical-aperture condensers. From a comparison of theoretical and
experimental results, it appears that for ratios R of condenser-to-
objective numerical apertures less than 1.0, the system is closer to the
coherent limit, and the imagery may be approximated by the one-
dimensional solution given by eq (3-9). Therefore, the following calcu-
lations for image profiles are based on this equation.

When the condenser aperture is uniformly illuminated so that it is the
limiting aperture in the illumination system and the illuminated area of
the sample is l^rge compared to the dimensions of the impulse response of
the condenser, T is the flux distribution in the condenser aperture [23,

29] . When the area of illumination becomes very small, the system must
be treated theoretically as a microdensitometer for which a different
description applies [30] . Wide-field illumination is assumed in the fol»'

lowing calculations.

The optical-transmittance function t of the san^le is usually is related
to the physical profile of the chromium or other photomask material by
the function e3^(-kKd) where k is the wave number, < is the imaginary
part of the complex index of refraction of the photomask material, and
d is the thickness of the material. If perfect edges are assumed, the
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transmittances of the opaque and clear areas may be determined opti-
cally.

The pupil function of a microscope objective includes defocus and spheri-
cal aberration [31] . The calculation of image profiles in the present
discussion assumes quasi-monochromatic illumination and, therefore, does
not take into account the variation of the aberration terms with illumi-
nation wavelength. The present study indicates that chromatic aberra-
tions in the microscope cause image degradation in white light and there-
by contribute to linewidth-measurement errors. (See sec. 6.1.)

Using numerical-integration techniques, image profiles of a clear line
were computed based on eq (3-9). The particular parameters of the system
were chosen in order to explore the imaging behavior of the photometric
optical microscope used for measuring linewidths in the present program.
(See sec. 6.2.) Figure 3-6 shows the image profiles of a 5-ym wide clear
line for different combinations of condenser and objective numerical
apertures. These profiles are similar to edge-image profiles found in
the literature [19,21] and exhibit the suppression of the coherent edge
ringing as the numerical aperture of the condenser increases. They also
indicate that the true edge location corresponds to the 25-percent
threshold with only a slight deviation beginning to show as the ratio of

condenser-to-objective numerical apertures R approaches 1.0.

Figures 3-7 and 3-8 show image profiles of progressively smaller line-
widths for the numerical-aperture ratio of 0.60/0.90 (R = 0.66). This
ratio appears to be a reasonable choice for linewidth measurement. As
shown in figure 3-7, the detail in the vicinity of the edge of a line

is significantly wider than the impulse response of the optics scales
with N.A. and illumination wave-length. These two figures indicate that
the 25-percent threshold corresponds to the true edge location for
linewidths down to 0.5 ym, despite the influence of the neighboring edge
on the image profile.

In order to explore the effects of defocus and spherical aberration on

the 25-percent threshold, the image profiles shown in figures 3-9 and
3-10 were calculated. These profiles correspond to stepping through
focus in steps of ^/4 without (fig. 3-9) and with (fig. 3-10) spherical
aberration. The choice of 2A spherical aberration corresponds to using
an incorrect tube length between the objective and eyepiece (i.e., 160

mm instead of 220 mm) or using a sample cover glass whose thickness does
not match the thickness for which the objective was designed (i.e., 0.12
mm instead of 0.17 mm). The condition of steepest edge slope occurs at

OA defocus without spherical aberration and at -1.0A with spherical aber-
ration. This indicates that the usual aberration balancing of spherical
and defocus used in incoherent illumination is not applicable to partial-
ly coherent images. Also, with no spherical aberration, maximum slope
and maximum intensity overshoot at the edge coincide; whereas, with 2

spherical aberration present, maximum contrast in the ringing structure
occurs at -0.5A defocus. With no spherical aberration, the 25-percent
threshold yields the true edge location only within the Rayleigh focus
tolerance of A/4 corresponding to +0.35-ym displacement at an N.A. of
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Figure 3-7. Calculated image profiles of 1-, 3-, and S-ym wide clear
lines for an optical microscope with a 0.90 N.A. objective, 0.50 N.A.
condenser, illumination wavelength of 560 ran, effective scanning slit
width of 0.13 ym, and diffraction-limited optics.
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Figure 3-8. Calculated image profiles of one edge of 0.4-, 0.5-,

0.6-, 0.8-, and 1 . O-ym wide clear lines for an optical microscope
with the same parameters as figure 3-7.
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Figure 3-9. Calculated image profiles of one edge of a S-ym wide clear
line for an optical microscope with defocus in steps of A/4 from 0 to

+1X; X/4 corresponds to -HO. 06 ym for a 0.90 N.A, objective and an illu-
mination wavelength of 560 nm; other microscope parameters are the same
as in figure 3-7.
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Figure 3-10. Calculated image profiles of one edge of a 10-ym wide
clear line for an optical microscope with 2A of spherical aberration and
defocus varying in steps of A/4 from 0 to -2 A; A/4 corresponds to +_0.39

ym for a 0.65 N.A. objective and an illumination wavelength of 560 nm;

other microscope parameters are 0.22 N.A. condenser, effective scanning
slit of 0.13 ym, and diffraction-limited optics.

34



0.90; whereas, with 2A spherical aberration, any focus position between
-1.0A and -0.5A (steepest slope and maximum ringing contrast) would yield
the true edge location at the 25-percent threshold. The 25-percent
threshold, therefore, appears to be the best criterion to use for line-
width measurement even when spherical aberration is present.

The 25-percent threshold must be corrected for finite transmission of the
opaque area of the photomask. The correction is easily derived from the
limiting case of coherent illuminations. Figure 3-11 shows the condition
corresponding to the true edge location, that is, when a symmetric im-
pulse response is centered at the edge. For an opaque area of the photo-
mask, the amplitude transmittance can have a maximum value of 50 percent.
Squaring this transmittance to get intensity yields a 25-percent thresh-
old. If the transmittance is 1.0 in the clear area and Tq in the
opaque area, the threshold corresponding to the true edge location is

given by

T = 0.25( 1 + /t~)^ . (3-12)
c o

For example, with a transmittance Tq of 0.04, the threshold increases
to 0.36. The resulting change in the edge location for 0.90 N.A. objec-
tive is 0.04 ym; thus, using the uncorrected threshold gives a linewidth
error of 0.08 ym. This error increases with defocus or spherical aberra-
tion present.

A calculation of the effect of finite background transmittance was per-
formed in order to check the validity of eq (3-12) for determining the
threshold corresponding to edge location. Figure 3-12 shows a comparison
of the calculated images of a 1-ym wide clear line for zero-percent and
2.5-percent transmittance in the opaque area. For the latter transmit-
tance, the proper threshold given by eq (3-12) is 0.335.

3.3 Filar and Image-Shearing Eyepieces

Some preliminary modeling of the interaction of the filar and image-
shearing eyepieces with the microscope imagery described in the previous
section was undertaken in order to assess the possible sources of
linewidth-measureraent error. The image intensity profiles for an ideal
edge with incoherent illumination and for a filar eyepiece with the cross
hair located in the image plane are illustrated in figure 3-13a. The
cross hair is traversed from the dark region to the bright region. The
edge position is taken as the center of the cross-hair image when the
edge of the cross hair nearer to the bright region just begins to cover
the bright region, as illustrated in figure 3-13b. The threshold visi-
bility point is arbitrarily taken at the 10-percent intensity level.
Thus, the edge is located by the filar eyepiece at the value of the coor-
dinate corresponding to the 10-percent intensity level minus one-half the
cross-hair width. When the cross hair is traversed from the bright re-
gion to the dark region, a bright line begins to appear on the dark side
of the cross-hair image as shown in figure 3-13c. The edge position is

taken as the position of the center of the cross-hair image when this

bright line is just no longer visible. In this case, the edge is also
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Figure 3-11. Schematic of syitunetric impulse response of an

optical microscope centered on a line edge; Tq is transmit-

tance of the opaque line, and the transmittance of the clear

area is 1.0.
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Figure 3-12. Comparison of the calculated image profiles of a 1-ym
wide clear line with 0- and 2.5-percent background transmittance Tq;

other microscope parameters are the same as in figure 3-7.
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(a) Image intensity profiles; A - single edge as

viewed by incoherent illumination, B - ideal edge,
and C - filar-eyepiece cross hair.

BACKGROUND LINE

DISTANCE

(b) Superposition of the edge and filar-eyepiece
cross-hair image intensity profiles; the apparent
location of the edge (A) and the ideal edge (B)

are shown as the cross hair moves from a dark
region to a bright region.

(c) Superposition of the edge and filar-eyepiece
cross-hair image intensity profiles; the apparent
location of the edge (A) and the ideal edge (B)

are shown as the cross hair moves from a bright
region to a dark region.

Figure 3-13. Line-edge location with a filar eyepiec
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located by the filar eyepiece at the value of the coordinate at the 10-

percent intensity level minus one-half the cross-hair width. If the im-
age of the cross hair is traversed across the line in one direction (as

is usually the case), the measured linewidth is equal to the difference
of the coordinates of the two 10-percent intensity levels plus or minus
the width of the cross hair, depending upon whether the line is clear or
opaque. Alternatively, for constant edge profiles, the filar may be
viewed as measuring a threshold slightly higher than 10 percent.
Although it appears that this threshold is most probably on the low side
of 50 percent, its exact value will depend on the width of the cross hair
and remains to be determined experimentally. Also, for the case where
the filar employs a dashed rather than a solid cross hair, the measured
threshold is apt to differ.

An image-shearing eyepiece positions the images of the two edges of the

line side by side so that one of the edge images can be traversed across
the other. The image intensity profiles of a line with symmetric left
and right edges and the ideal edge located at the 50-percent intensity
level are shown in figure 3-14a. As these two images are superimposed by
the image-shearing eyepiece, the intensity profiles add. As the images
cross, the bright region between them: (1) narrows to a bright line as

shown in figure 3-1 4c when the two edge profiles cross at the 75-percent
intensity level, (2) disappears when the two edge profiles cross at the
50-percent intensity level, and (3) changes to a narrow dark line as

shown in figure 3- 14b when the two edge profiles cross at the 25-percent
intensity level. The line-edge location is generally picked when the two
edge images touch with neither a bright line nor a dark line existing be-
tween the two images. For symmetric edges, this criterion results in
locating the edge at the 50-percent intensity level, and no measurement
error occurs if the illumination is incoherent. If the ideal edge loca-
tion corresponds to some other intensity level, as would be the case for
coherent or partially coherent illumination, there is some error in lo-
cating the edge.

Very explicit criteria may be applied consistently to determine the edge
location with electronic processing and analysis of the image intensity
profile. One of the commonly used criteria is to locate the edge at the
50-percent image intensity level which results in locating the edge at
the same position as the image-shearing eyepiece in the incoherent case.
Another of these criteria is to locate the edge at the position of maxi-
mum slope of the image intensity profile. This criterion results in lo-
cating the edge position at the 50-percent intensity level only for the
case of incoherent illumination and diffraction-limited optics.

Calculated measurement errors, based on the above criteria, are listed in
table 3-2. The apparent width is greater than the actual width when the
error is negative. If the illumination is reflected rather than trans-
mitted or if the line is opaque on a transparent background, the sign of

the error is reversed. It should be noted that these results assume
well-resolved line images where the two edges may be treated indepen-
dently.
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(a) Image intensity profiles of opposite line edges viewed with inco-
herent illumination illustrating the images prior to superpositioning
them over each other with the image-shearing eyepiece: A, left edge;

B, right edge; C]_, left ideal edge; right ideal edge.
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(b) Overlap of image intensity
profiles A and B with a bright
band between the two light im-
ages corresponding to locating
the line edge at the 7 5-percent
intensity level.
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(c) Overlap of image intensity
profiles A and B with a dark band
between the two light images cor-
responding to locating the line
edge at the 25-percent intensity
level

.

Figure 3-14. Line-edge location with an image-shearing eyepiece.
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Table 3-2 - Linewidth Measurement Errors^ of a Clear Line (20 urn or Wider) on an
Opaque Background for an Illumination Wavelength of 550 nm.

Illumination Condition
Filar

Eyepiece

Image-Shearing
Eyepiece or
50-percent

Intensity Level

Maximum
Slope

Incoherent Illumination - Geometric Focus +0.56 pm 0.0 ym 0.0 pm

Matched Numerical Apertures - Geometric Focus +0.27 -0.17 -0.23

Coherent Illumination — Geometric Focus +0.16 -0.19 -0.25

- +0.65 um from Geometric Focus (+x/4 Defocus) +0.25 -0.34 -0.46

- ±1.3 pm from Geometric Focus (+x/2 Defocus) +0.59 -0.66 -1.00

— +X/4 Spherical Aberration +0.17 -0.14 -0.28

— +A/4 Spherical Aberration, -A/4 Defocus +0.14 -0.17 -0.30

— +X/4 Spherical Aberration, -x/2 Defocus +0.20 -0.09 -0.30

— +X/2 Spherical Aberration +0.16 -0.19 -0.25

— +X/2 Spherical Aberration, -x/2 Defocus +0.30 +0.02 -0.68

— +X/2 Spherical Aberration, -x Defocus +0.41 +0.14 -0.97

Based on calculated image profiles.
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3.4 A New Method for Measurement of Small Linewidths [32]

Since the current linewidth-measurement techniques are all inherently
asymmetrical, we must either attempt to reduce the associated errors or

to seek a new technique that removes the asymmetry. The magnified image
in an optical microscope is identically equivalent to the object, and the
measurement of width with either a filar or image-shearing eyepiece re-
mains asymmetrical. Thus, there is no clear way of removing the asymme-
try in linewidth measurements with conventional optical microscopes.
However, since there is such a large industry-wide investment in the mi-
croscope and because there is a universal confidence in its use, an in-
vestigation aimed at altering the measurement techniques with optical mi-
croscopes was carried out.

A linewidth-measurement technique based on coherent illumination and
spatial filtering has been developed. In this technique, the spectrum,
or spatial-frequency content, of the object is imaged at one focal dis-
tance behind the objective lens. By occluding portions of the spectrum
prior to passage of the light through the system to form the image, we

are able to control certain aspects of the image. This operation is

called spatial filtering, and through its application, the image no
longer looks like the object. For a specific set of filter conditions,
the image manifests the edges of the original object by two dark, narrow
lines in a bright surround. These lines are easily observed with the
eyepiece in the microscope, and the measurement is symmetric. The tech-
nique thus transforms the object rather than alters the measurement meth-
od; but the object no longer requires an asymmetric measurement of its
width.

The technique appears feasible on all counts but one. Current microscope
objectives of the high numerical apertures required for the observations
of small lines are designed and fabricated so that the object spectrum,
located a one focal distance from the rear of the lens, lies inside of
the lens and is, therefore, inaccessible. Since spatial filtering re-

quires insertion of the occluding filter in the plane of the object spec-
trum, it is necessary to redesign objectives to locate this plane outside
of the last glass surface in the objective. No other aspect of the tech-
nique appears to be beyond the capability of current fabrication and
alignment technology. The article [32] given in Appendix A discusses
this technique.
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4. LINEWIDTH-MEASUREMENT ARTIFACTS

An artifact standard for length measurements is often described in terms
of its use, namely, to transfer the defined unit of length {wavelength of
radiation from krypton 85 [33] from a recognized standards laboratory to
a user. The artifact gives the user practical access to this unit of
length. The physical characteristics of a length artifact, such as shape
and material, depend to a large extent on the specific needs of the
users. For example, length artifacts currently available from NBS in-
clude end standards, such as gage blocks, and line standards, such as

linear scales. The linear-scale artifact has assigned values that relate
length intervals on the scale to the defined unit of length. These as-
signed values are obtained from displacement-measurement equipment at NBS
and have associated measurement uncertainties. In the present study,
the length artifact of interest is a linewidth-measurement artifact which
relates the separation of the left and right edges of a line to the unit
of length. The design and material selected for this artifact are based
largely on the measurement needs of semiconductor manufacturers and
others who routinely make linewidth measurements on IC photomasks.

4.1 Design and Materials

The basic pattern used for the initial linewidth-measurement artifacts is
shown in figure 4-1.* This pattern consists of opaque lines on a clear
background and clear lines (spaces) on an opaque background. The nominal
widths of these lines are 1, 3, and 10 ym. This pattern is repeated on
the artifact with groupings of up to four lines. Serrations on one side
of the opaque background are used as reference marks to locate the mea-
surement area on a line. A pair of 2-ym wide lines parallel to the mea-
sured lines are used for a line-spacing measurement.

The basic pattern shown in figure 4-1 is repeated at four locations on
the artifact. A photograph of an artifact is shown in figure 4-2. Clear
lines on the artifact help to locate the four basic patterns in the cen-
ter of the artifact. These four patterns are barely visible in figure
4-2.

The artifacts are either antiref lective (AR) chromium on glass or iron
oxide on glass. The soda-lime glass substrates are square, approximately
35 mm on a side, and 6-mm thick. The AR-chromium used in the current ar-
tifacts is a layer of chromium oxide on chromium and has a lower specular
reflectance than chromium without the chromium oxide. The thickness of
the AR-chromium as measured on a Talystep stylus instrument at NBS is ap-
proximately 150 nm. Figure 4-3a is an SEM photomicrograph of part of a
AR-chromium artifact observed at a magnification of about 500X. Figures
4-3b and 4-3c are SEM photomicrographs of four nominally 3-ym wide opaque
and clear lines, respectively, on the same AR-chromium artifact viewed at
2400X.

Subsequent to this initial artifact pattern, an improved version has
been developed at NBS. (See ref. [34].)
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(a) Clear and opaque lines at 600X.

Figure 4-3. SEM photomicrographs of an antireflective chro-
mium artifact.
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(b) Four nominally 3-ym wide opaque lines at 2400X.



The iron oxide is partially transmitting and equivalent to coatings used
on some see-through IC photomasks. The thickness of the iron oxide is

reported by the supplier to be about 180 nm. Figure 4-4 is a photomicro-
graph of four nominally l-ym wide clear lines on an iron-oxide artifact
observed in an optical microscope with bright-field transmitted light at

about 2900X. The description of these lines as opaque is only relative
to the surrounding area since the transmi ttance of these lines is about
50 percent. Viewing these specimens under transmitted light in an opti-
cal microscope shows a dark border at the edge of the iron oxide as shown
in this figure. The cause of this optical effect has not been identi-
fied, but it results in a large uncertainty in setting the filar and
image-shearing eyepieces for linewidth measurements. Since the iron-
oxide artifacts show the dark border under the optical microscope, initi-
al studies for linewidth calibration have been carried out only with AR-
chromiara artifacts. The optical effect with the iron-oxide artifacts is

under study.

Although linewidth measurements are sometimes made with reflected light
in an optical microscope, the theory and measurements developed in the
present project were initially restricted to the transmitted-light case.
Optical linewidth measurements are made with a scanning photometric mi-
croscope which is described in section 6. The primary means for trans-
ferring the length standard is an SEM/interferometer system which is de-
scribed in section 5. In order to measure linewidths in the SEM and
transfer these measured values to the optical microscope, it is necessary
that the artifacts be electrically conductive in addition to being trans-
parent to visible radiation in the clear part of the pattern. The first
requirement is imposed because electrons incident on the artifact in the
SEM must be conducted away from the measurement area to avoid a buildup
of electrical charges and the resulting image distortion.

An initial attempt to meet both of these requirements involved overcoat-
ing the glass substrates with about 100 nm of indium-doped tin oxide
prior to the chromium deposition. However, during the subsequent chemi-
cal etching of the pattern, it was discovered that the chromium appeared
to have diffused into the tin-oxide coating. As a result, not all of the
chromium could be removed from the pattern area designated as clear.
Other available coatings that are electrically conductive and optically
transparent were not desirable since they are not resistant to the chemi-
cal etchants used for processing chromium photomasks. The current ap-
proach is to overcoat the patterned artifact with approximately 50 nm of
carbon. This carbon layer provides the necessary conduction for elec-
trons in the SEM and does not affect the transparency of the artifact as

viewed in an optical microscope in transmitted light.

* Subsequent to the present report, work conducted at NBS has shown that
this dark border arises from the combination of low contrast and
optical path difference introduced by the iron oxide in conjunction
with the partial coherence of the illumination. (See ref. [35].)
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Figure 4-4. Photomicrograph of four nominally 1-ym
wide opaque lines on an iron-oxide artifact observed
in an optical microscope with bright-field transmitted
light at 2900X.
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4.2 Quality

The geometry of the line profiles is an important factor in both line-

scale and linewidth measurements. In particular, the edge profiles of

the lines must be sharp and clean with no raggedness along the line. An
ideal cross-sectional line profile might be rectangular as discussed in

the theory of image formation of lines in section 3.1. In practice, the

processing of lines and spaces on photomasks can give line profiles which
exhibit a wide range of geometrical irregularities. The artifacts se-
lected for linewidth measurements in the present study have lines and
spaces with very good edge quality as shown in figures 4-3b and 4-3c.
Some artifacts were cut and examined in the SEM to show the cross-
sectional line profiles. These results are discussed in section 5.5.

In making linewidth measurements with the SEM/interferometer system and
the photometric optical microscope, the electron and light probes cover a

finite area of the line along its length. In the SEM/interferometer sys-
tem, the electron beam has a diameter of 0.1 ym or larger and sweeps over
1 ym along the length of the line being measured. In the photometric op-
tical microscope, the effective scanning slit is 0.3 ym across the width
of the line and 1.3 ym along the length of the line. If the line ragged-
ness along the length of the line is significant, linewidth measurements
at various locations along the line could be statistically different.
Furthermore, since the scan areas of the SEM and optical probes are
slightly different, line raggedness could increase any difference in

linewidth measurements between these systems.

The line-edge profiles directly affect the magnitude of the offsets in

locating edges for linewidth measurements. It is desirable to have rela-
tively steep edges to help minimize these offset values and the offset
differences among various measurement systems. It is also desirable to
know the line-edge profile in order to correlate the modeling of the in-
teraction between the electrons and the physical line with the measured
edge profile in the SEM/interferometer system.

The quality of the artifact appears to be the major limitation in reduc-
ing the uncertainty for the linewidth measurements on both the SEM/in-
terferometer system and photometric optical microscope. Even with the
use of improved systems and techniques for linewidth measurements in the
IC industry, the quality of the measured photomasks will also be a pri-
mary limitation in reducing the associated measurement uncertainties.
For the calibration of these measurement systems, the artifacts to trans-
fer the measured linewidth values from NBS to industry are selected on
the basis of quality to minimize the measurement uncertainties.
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5. SEM/INTERFEROMETER SYSTEM

Arie W. Hartraan

Mechanical Processes Division
Center for Mechanical Engineering and Process Technology

National Bureau of Standards
Washington, DC 20234

Diana Nyyssonen
Electron Devices Division

Center for Electronics and Electrical Engineering
Washington, DC 20234

and

Richard E. Swing*
Frederick, MD 21701

The SEM/interferometer system relates the basic length measurement of a

linewidth to the defined unit of length throu^ the interferoraetric mea-
surement of the line-specimen displacement. A schematic of the SEM/in-
terferometer system is shown in figure 5-1. As the specimen is moved
during the measurement process, the electron beam of the SEM is used as a

very fine fiducial mark or cross hair. In an overly simple view of the

measurement process, a very small beam of electrons, nominally a few tens
of nanometers in diameter, is focused at normal incidence on the line
specimen and remains relatively stationary as the specimen is moved. The
interferometer records the motion of the specimen, and the location of

the line edges is determined by the change in the electron-scattering co-
efficient. The SEM, therefore, acts as a high-resolution electron-beam
probe

.

Conventional SEMs are not designed to operate as metrological instru-
ments. As a result, a number of changes were made in the operation of

the Etec Autoscan Research Model SEM used for the initial linewidth mea-
surements. The major modification was the replacement of the normally
used stage with a prototype system incorporating a specially designed
flexure-pivot stage [36] with extremely smooth motion during scanning.
This flexure-pivot stage has limited one-dimensional motion of about 50

yra; therefore, another positioning mechanism is required to place the
line to be scanned within the field of view. This positioning device
uses two piezoelectric inchworms with orthogonal motions. This novel
stage system and positioning devices are described in detail in section
5.3.

5.1 Requirements for the SEM

For linewidth measurements, the SEM is required to operate in an uncon-
ventional manner. The SEM used for these linewidth measurements does not
have the electrical circuitry necessary to hold the electron beam sta-

* Consultant.
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Figure 5-1. Schematic of the SEM/interferometer system for measuring

linewidths.



tionary during scanning with the stage. Therefore, the SEM is operated
in a line-sweep mode with approximately 1-ym sweep length on the speci-
men. This mode of operation is shown schematically in figure 5-2.

Hence, the beam averages the imperfections in the line over this sweep
length which is comparable to the effective scanning-slit length in the
photometric optical measurements discussed in section 6.

Many of the operating characteristics of the SEM and interferometer stage
affect the ultimate precision and systematic error of the measurements.
One obvious characteristic is the electron-beam spot size. Although beam
diameters on the order of 2 0 nm are theoretically achievable with the

present SEM, several comproraises were made which produced larger effec-
tive beam diameters. At operating voltages of 20 keV, where the smallest
beam diameter is found, there is an unacceptable level of contamination
buildup on the specimen. The contamination level is typical of conven-
tional SEMs and is not peculiar to this instrument. The contamination
was reduced by use of a nitrogen cold trap and lower voltage during the
measurements.

Fortunately, most of the contamination occurs during focusing or waiting
time. By moving to a new area of the line just before making a measure-
ment, minimal contamination results in the area where the measurements
are made. The beam is also blanked whenever possible while other adjust-
ments are made. Repeated scans of the same area of the line eventually
show profile changes due to contamination. Figure 5-3 shows the contami-
nation buildup for repeated scans of a nominally 3-ym wide clear line.

Another characteristic of the instrument which affects the measurement is

electron-beam stability. Rotational stability of the beam is particular-
ly important for maintaining alignment between the line sweep and the
line edge during measurement. Vibration and positional stability of the
beam also affect the accuracy of the measurement. However, in the pres-
ent mode of operation, it is difficult to separate these factors from the
averaging of the imperfections in the line edges. All of these factors
contribute to smearing of the edge profiles which in the present system
produce effective beam diameters of 100 nm or more.

5.2 Modeling of Electron Interaction with Material Line*

In the SEM, the line whose width is to be measured is moved throu^ an
electron beam as the movement is monitored interferometrically . The sig-
nal from the SEM is used to determine the line-edge locations so that the
linewidth, or the measured distance between the edges, can be based on

the wavelength of light. Thus, the SEM beam serves as an extremely accu-
rate cross hair in the calibration procedure.

The signal received from the SEM must be modeled so that the line-edge
locations can be specified with a minimum of systematic errors. Among
the many factors in this model are the secondary-electron emission coef-

* This model will be discussed in a subsequent NBS publication.
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Figure 5-2. Schematic of the effective path for the
scanning electron beam when the linear motion of the
scanning stage is combined with the line sweep of the
SEM.
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Figure 5-3. SEM photomicrograph showing contamination
from repeated scans across a nominally 3-ym wide clear
line on an AR-chromium artifact; SEM operating voltage
of 10 keV and magnification of 1700X.
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ficients [37] for the glass substrate, chromium and chromium-oxide over-
coating, the radius of the electron beam, the material thickness, and the
various operating adjustments of the SEM. Furthermore, since the SEM
system operates at high magnification (30,000X) for the linewidth mea-
surements, the nominally vertical line edge has a finite slope which is

also included in the model.

It was felt that the best approach to modeling the SEM output was to pre-
pare a simplified model that can subsequently be made more complex in any

or all of its components. In this way, effects can be isolated and anom-
alies can be interpreted at the least level of complexity. Furthermore,
such an approach allows the analyst to modify one consideration at a

time, thereby making only enough changes to bring the model into line

with the ejcperimental observations.

From SEM photomicrographs, it appears that the edges at the glass sub-
strate/chromium interface are faired in smoothly, rise monotonically, and
terminate abruptly at the chromium/chromium-oxide interface. The initial
model for the SEM edge trace is simplified in that it ignores the fairing
process and takes the edge as a linear ramp rising at an angle

(f)
from the

substrate to the top of the chromium-oxide layer. This model is repre-
sented schematically in figure 5-4a. The fabrication process for the ar-
tifact dictates that the material along the sloped portion of the edge is

chromium, while the bulk of the edge (at least at the surface) is chromi-
um oxide. This requires three secondary-electron emission coefficients
to characterize the glass substrate, chromium, and chromium oxide.

It is also known that the distribution of intensity in the electron beam
is Gaussian, at least in normal operation of the SEM. The initial model
ignores this and assumes the beam to have a uniform intensity within a

well-defined circular area. This simplification is made primarily to re-
duce the complexity of the analysis and to enable a more precise defini-
tion of beam width. A subsequent modification to the analysis is cur-
rently in progress to include the Gaussian-beam characteristics.

Because of the three secondary-electron emission coefficients and the
mathematical discontinuities associated with the edge model, the output
from the SEM cannot be calculated in closed form. Computer programs have
been written to carry out these calculations, and a companion program
prepared to plot the resultant output. In these calculations, it is nec-
essary to specify the chroraium/chromium-oxide thickness, the angle of the
edge slope (j) , the three secondary-electron emission coefficients, and the
diameter of the electron beam.

By referring the chromium and chromium-oxide secondary-electron emission
coefficients to the substrate coefficient (so that the latter value is

unity), only two coefficients must be determined. Measurements from SEM
photomicrographs show the edge slope to be about 55 deg. Interferoraetric
measurements of the chromium/chromium-oxide layer show a thickness of ap-
proximately 110 nm, while measurements on the Talystep stylus instrument
indicate a thickness of 150 nm. Although this difference in measured
thickness is presently unresolved, the measurements do provide a nominal
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(a) Model of the line edge; (j) is the angle of the line-edge slop

Calculated

O Experimental
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(b) Comparison of an experimental SEM line-edge trace with the

calculated trace; for the calculated trace, the electron-
beam diameter is 80 nm, the chromium/chromium-oxide thick-
ness is 114.3 nm, <}> is 55 deg, and the secondary-electron
emission coefficients for the glass substrate, chromium,
and chromium oxide are 1.0, 0.887, and 1.265, respectively.

Figure 5-4. Model of the line edge and a comparison of an experi
mental SEM line-edge trace with the calculat'^d trace based on the
model; broken lines show correspondence between edge location in

the model and the SEM traces.
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value of thickness with which to begin the calculations. Information
from line-edge traces with the SEM has established the range of beam di-
ameters as 40 to 120 nm at an operating voltage of 10 keV. In addition,
from an analysis of the SEM edge traces, the number used for the
secondary-electron emission coefficient for the chromium oxide is 1.265.

The remainder of the model parameters is determined from comparison of
actual SEM line-edge traces with calculations from the model. The simple
model fits the data well in the area of importance, namely, the region
associated with the edge. In the region past the edge (on the chromium-
oxide side), the SEM output does not fall off as rapidly as the model
predicts. This may be evidence of electrical charging of the specimen or

blooming phenomena [38] not included in the simple model. An example of
experimental SEM data to which the model has been fitted is shown in fig-

ure 5-4b. For these data, the SEM was operated at 20 keV with an approx-
imate beam diameter of 80 nm as determined from the curve-fitting. The
secondary-electron emission coefficient for the chromium at the edge was
calculated to be 0.877; however, on purely physical grounds, this coef-
ficient probably should be equal to, or greater than, unity.

One of the interesting aspects of the modeling of the edge-traces is ob-
served in the operating adjustments of the SEM. Focus adjustment appears
optimum when the output distribution has a marked peak at the edge, and
the electron microscopist adjusts the instrument to maximize both the

slope of the output at the edge and this peak value. In the model, the
maximum peak is obtained when the beam diameter is exactly equal to the
width of the edge. For an assumed nominal 80-nm beam diameter and an

edge-slope angle of 55 deg, the thickness is calculated from this model
to be 114.3 nm; this thickness is extremely close to the interferometric
thickness measurement of 110 nm. When the instrument is adjusted to pro-
duce a maximum peak such as shown in figure 5-4b, it is then possible to
determine the edge location from the trace: it is the point halfway be-
tween the lowest portion of the curve and the peak value. Because of the
physical basis for this interpretation, it ought to be independent of the
analytic form of the beam as long as the beam is symmetrical about its
center; that is, if a Gaussian cross section is assumed for the beam, the
edge location should still be the same.

It is clear, however, that the abrupt transitions implied in the edge
model are not physically realizable. Subsequent modifications of the
model might soften the transition regions through use of a continuous
function. However, specification of such a function must await more ex-
perimental data.

The present simple model gives a reasonable estimate of edge location and
is useful for interpreting the results of current experiments. The next
planned step in the SEM modeling is the characterization of the scanning-
beam distribution by use of a Gaussian function. Should these results be
inadequate to describe the SEM output, a reassessment of the edge and
line profiles is clearly in order.
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5.3 Apparatus

The in s-itu stage and interferometer developed in the present program
convert an existing SEM into a one-dimensional length-measuring device
with a range of 50 ym and a resolution of 1 nm. The SEM stage system
provides a specimen-mounting platform which can be moved around in two
modes: (1) a search mode to bring selected specimen areas into the

microscope field of view and (2) a scan mode in which the specimen is

moved in a programmed linear fashion under the relatively stationary SEM
electron beam. The search mode covers a 10- by 10-mm area in x and y
with submicrometer resolution while the scan mode provides a maximum
X-axis travel of about 50 pm with subnanometer resolution. The combined
stage travel in the x-direction is measured optically with an tn sttu
interferometer with 1-nm resolution. The specimen is mounted with the
lines parallel to the surface of the movable interferometer mirror. The
specimen and mirror are moved as a unit by the SEM stage.

5.3.1 Design

The design approach for the SEM/interferometer has been threefold: (1)

use of movement actuators that work by remote control and produce a mini-
mum of stray magnetic fields, heat, and mechanical vibrations; (2) adop-
tion of an interferometer featuring minimum light losses at the beam-
splitting and combining surfaces and multipass-beam characteristics to

increase interferometer sensitivity; and (3) construction of the stage,
light source, interferometer, and optical readout as a unit which can be

quickly mounted on the unmodified SEM, thus facilitating the setup and
maintenance of optical alignment.

The mechanical motions of the stage are carried out by piezoelectric
means. For the search mode, the actuators are inchworm drivers. These
are a set of three connected, tubular piezoelectric elements around a

movable shaft. When energized, the outer elements change internal diame-
ter and the center element changes length. They can, therefore, be made
to clamp, loosen, and stretch sequentially, resulting in a worm-like mo-
tion along the shaft. The actual devices have the shaft slide in and out
of a stationary housing containing the piezo-e lements. The interferom-
eter output as a function of the inchworm motion for a linear time base
is shown in figure 5-5.

For the scan mode, the actuator is a stack of tubular piezo-e lements
whose length changes are amplified by a 20X mechanical flexure-pivot sys-
tem [36] . A photograph of a flexure-pivot system like the one used for
the scan stage is shown in figure 5-6. This system is machined out of a
monolithic steel block and exhibits a smoothness of better than 1 nm over
a few micrometers.

The interferometer is a double-pass polarization one of the Michelson-
Bennett type [39] . A schematic of the interferometer is given in figure
5-7. The output is a rotational value of the polarization plane and is

proportional to the travel of the SEM stage in the x-direction. The
scale factor is 18 0 deg per X/4 travel where A is the wavelength of the
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Figure 5-5. The interferometer output as a function
of the inchworm motion for a linear time base.

60



if

Figure 5-6. Photograph of a scanning stage which uses
a flexure-pivot system; stage is fixed at points A,

while other stage sections move; F - a flexure pivot,
P - stack of piezoelectric elements, and S - specimen-
mounting area

.
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Figure 5-7. Schematic of the double-pass polarization interferometer
as viewed by looking downward on the scanning stage.
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He-Ne laser radiation (532.8 nm) . The reflections and transmissions of

the light beams at the beam-splitting plane occur virtually without
losses because the interfering beams are first polarized by an X/4 retar-
dation plate which they traverse twice. The specimen mirror reflects the

beam twice at neighboring locations, and the interferometer senses the
travel along the line of sight halfway between these two locations.

The interferometer is provided with an externally mounted, rotatable
analyser and a beam-power sensor system utilizing a silicon photocell.
For automated readout, the analyser is stationary and the linearly moving
scanning stage produces sinusoidal variations in the output beam; these
variations are digitized and recorded. For manual readout, the analyser
is rotated for minimum beam intensity and its angle is read.

The stage system is constructed as a unit comprised of the stage with a

built-in interferometer, the light source, and the interferometer read-
out — all mounted on a cover plate which seals off the specimen chamber
of the SEM during operation. The SEM door is simply swung to the side to
accommodate the new chamber cover plate. The laser is mounted in an ad-
justable fashion to provide proper routing of the beams and normally in-
cident illumination of the target mirror. All other components are se-
curely mounted to the SEM cover plate.

Proper angular and linear dimensions have to be maintained between the

elements of the stage system, or linewidth-measurement errors can occur.

Figure 5-8 defines angular errors for the specimen line (a), the mirror
orientations (3)/ and the beam alignment (y)« All of these angular er-
rors are measured relative to the direction of the scanning stage, and
all are assumed to be in a common horizontal plane. These angular errors
produce a measurement error given by the factor 1 + + - 3^ ~

26y-Y^. Considering an example in which all angles are positive and
equal to a relatively large value of 1 deg, the error factor is 1.0012,
that is, an error of 1 .2 nanometers per micrometer of measured length.
The errors introduced by incorrect rotational tilt and leveling of the
specimen are found in the same way.

If during a measurement ct, 3, or Y changes from its original value, co-
sine errors are introduced. For Y, the error is proportional to the mea-
sured length (about 1 to 30 ym) . For a and 3/ however, the error is pro-
portional to the distance (about 30 mm) from the itiirror to a point
inside the corner-cube prism. An angular error of 1 mrad results in a

linewidth error of 15 nm which is independent of the measured length.
Therefore, if a maximum error of 15 nm is allowed, the interferometer
system has to remain angularly stable to better than 1 mrad.

5.3.2 Construction

A convenient way to describe the construction of the stage system is
based on tracing the components from the outside inwards. Referring to
figure 5-9, we have a stage enclosure with a stiffened front plate (not
shown), a bottom plate, and an open top. The front plate has three pro-
truding lugs to provide fixed mounting of the complete stage structure to
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Figure 5-8. Schematic of the angular errors for misalignment of the

specimen lines in the SEM/interferometer system.
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Front plate and SEM cover plate

attach to this frame

Figure 5-9. Photograph of the SEM/interferometer stage system with

^
the front plate removed

.
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the SEM cover plate. The bottom plate carries three columns on which is

mounted a horizontal plate. This plate defines the x-y plane over which
the scan stage and specimen carrier slide during the search phase. The
three columns can be replaced by three piezoelectric drivers to level the
x-y plate so that during any long scans, no loss of focus will occur in

the SEM imagery. Underneath the x-y plate are mounted two inchworm
drivers which provide x- and y-motion by means of two lever systems. The
y-drive causes one arm of a L-shaped bracket to slide over the x-y plate
and along a fixed rail (y-axis). The x-drive causes the scan stage,

which is mounted on an adapter plate, to slide along the other arm of the
L-shaped bracket.

The scan stage carries a bracket on which is mounted the specimen mirror.
This mirror serves to measure the location of the specimen. The specimen
is easily mounted on the mirror bracket by pressing the specimen against
a mechanical reference edge while bolting the specimen down.

The interferometer (beam-splitter assembly and reference mirror) is rig-
idly mounted on a horizontal shelf which, in turn, is welded to a main
member of the stage enclosure. This construction is not visible in the
figure.

A trough-like structure carrying the laser, relay mirrors, and interfer-
ometer readout is attached externally to the SEM cover plate as shown in

figure 5-10. The laser can be aligned manually with the help of markers
defining the entrance and exit of the light beam. The interferometer
readout, which consists of a beam-sensing photocell and associated elec-
tronics, is also mounted on the cover plate. In this way, all alignments
can be done on a laboratory bench prior to installation of the entire as-
sembly in the SEM. The vacuum in the SEM assures a rigid mechanical
coupling between the assembly and the SEM.

5.3.3 Operation and Performance

The preparation for measurement of linewidths consists of three basic
steps. First, the alignment of the interferometer is checked to ensure
that the two interfering beams are coincident. If they are not coinci-
dent, a slight rotation of the specimen mirror in the horizontal plane is

sufficient to correct the misalignment; however, this correction has
rarely been necessary.

Secondly, the specimen carrier is mounted on the specimen-mirror holder
and is pressed against a reference edge. The specimen is mounted on its
carrier such that the line is nearly parallel to the front surface of the
specimen mirror. After mounting, the deviation from parallelism is

measured to within 2 min of arc; its. value is usually between 2 and 10

min of arc. After assembly, the specimen surface is perpendicular to the
specimen mirror surface to within 10 min of arc. This arrangement avoids
cosine errors and also helps to assure that the SEM focus is maintained
during scanning.
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Thirdly, the laser is adjusted such that its beam is perpendicular to the
specimen-mirror surface. This adjustment is checked by manually insert-
ing a A/4 retardation plate in the specimen beam. The insertion of the
A/4 plate adds A/2 retardation to the reflected beam which already has
A/2 retardation, thus sending the return beam back to the laser. In this
way, perpendicularity of the imaging laser beam can be observed to 8 min
of arc, and changes in this condition can be monitored to 2 min of arc.

Principal indicators of performance of the SEM/interferometer system in-
clude: (1) the level of distortion in the recorded sinusoidal fringes
and (2) the linearity of the scan. Fringe distortion can be caused by
stage vibrations, laser-beam power changes, and spurious beam reflections
entering the interferometer readout system. Scan linearity is controlled
by linearity of the ramp voltage and by response of the scan stage to a

linear ramp. At present, stage vibration is less than 10 nm peak-to-
peak, and efforts are under way to reduce this to 1 and 2 nm. An evalua-
tion of the SEM stage system for measurement errors caused by both short-
terra and long-term angular instabilities is also underway.

5.4 Linewidth-Measurement Procedures

For the initial linewidth measurements, the SEM was modified by replacing
the conventional stage and door with the interferometer described in sec-
tion 5.3. During data taking, the system is minicomputer controlled.
Two data channels are provided: (1) interferometer output consisting of
the sinusoidal voltage signal containing the position data and (2) the
SEM voltage signal proportional to the beam current at the detector. The
minicomputer is a 16-bit Interdata Model 716 with floppy-disc data stor-
age, a keyboard for entering instructions, a cathode-ray tube (CRT) dis-
play, and additional electronics to provide interfacing to the interfer-
ometer and stage. The minicomputer is programmed so that upon command
from keyboard, a trigger signal is generated which activates a linear
voltage ramp to drive the piezoelectric scanning stage.

After a given time delay, which is entered from the keyboard, data are
taken from both channels for 2 s at millisecond intervals to yield a to-
tal of 2000 data points from each of the two channels. Before initiating
this relatively short sequence, a long series of adjustments of all the
system components is required. These adjustments are as follows: the
interferometer adjustments described in section 5.3.3, positioning the
line specimen in the center of the SEM field of view by means of the
inchworms, focus and adjustment of the SEM as described in section in
section 5.1, alignment of the SEM line sweep with the line specimen to be
scanned, check of signal levels, and a lengthy set of computer instruc-
tions for setting up a data file. In addition, the slope and amplitude
of the voltage ramp, which drives the scanning stage, must be checked in-
itially; and the appropriate time delay before data taking must be deter-
mined in order to allow damping of the initial stage vibrations.
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5.5 Sample Data

The linewidth-measurement data given in this section are for three lines
on an AR-chromium artifact. These lines are a nominally 2-ym wide opaque
line, a nominally 3-ym wide opaque line, and a nominally 3-ym wide clear
line. A total of 34 measurements resulted from data taken on three dif-
ferent occasions; these data gave a minimum of ten measurements per line.

No more than four measurements were taken in exactly the same place due
to contamination buildup. All of the data were taken at an SEM operating
voltage of 10 keV and a magnification of 30,000X.

The edge quality of these lines represents the best seen on AR-chromium
artifacts during the present project. No imperfections were visible in
the SEM in the scanned regions; if there are any imperfections, their
sizes are below the vibration level of approximately 10 nm. Some devia-
tions of the line edges from straightness are visible as shown in the SEM
photomicrographs in figure 5-11. Figure 5-1 Id, which is a low-
magnification photograph taken after scanning, shows the contamination
that accrued during data taking.

A sample plot of the direct output of the two data channels (SEM and in-
terferometer) is shown in figure 5-12. The two channels are shown with
respect to the same linear time base, and the interval between data
points is 1 ms. For determining linewidth from such a data scan, the in-
terferometer data are first converted to length where one cycle of the
sine wave is equal to A/4 (X = 632.8 nm). In this conversion, a nonlin-
ear time base was first fitted to the full length of the scan to remove
any small drifts in the interferometer. Values of the constant, c, and
modulation term, m, over approximately one period of the data are then
found by curve-fitting; these values allow inversion of the equation

y = m cos(2x/P) + c , (5-1)

where x is the distance to be determined in multiples of A/4, P is the
spatial period equal to A/4, m is an integer, and y is the interferometer
data. Figure 5-13 shows a plot of the converted SEM signal as a function
of distance. With the data in this form, the remaining analysis requires
determination of the edge location from the SEM image profile as dis-
cussed in section 5.2.

From a simple model of the material line, which assumes a linearly in-
creasing thickness from zero to the maximum thickness of the combined
chromium and chromium-oxide layers, the edge location is determined as

illustrated in figure 5-14. The midpoint of the sloped portion of the
SEM image profile corresponding to the start of the physical slope is de-
termined and a correction term is added, or subtracted (depending upon
whether the line is clear or opaque), so that the edge is located at the
physical thickness corresponding to the 25-percent intensity transmit-
tance of the chromium. This correction is based on a slope angle of 55

deg and an optical absorption coefficient for chromium of 1.8. The cor-
rection corresponding to these values is +0.023 ym for one edge or +0.046
ym for a linewidth measurement. The slope angle of 55 deg was determined
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(a) A nominally 3-ym wide opaque line; 30,000X.
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Figure 5-12. Direct output of the SEM and interferometer data channels
for a nominally 2-ym wide opaque line.
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Figure 5-13. SEM image profile for a nominally 2-ym wide opaque line.
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m is the distance between the midpoints of the sloped
portion of the SEM image profiles which correspond to

the left and right line edges

Aw is a correction which is added to, or substracted
from, the distance m for opaque and clear lines, re-

spectively; Aw = 0.023 ym for one edge of a chromium/
chromium-oxide line with (() = 55 deg and an optical
absorption coefficient of 1.8

linewidth = m - 2 (Aw) for an opaque line with
symmetric left and right
edges

Figure 5-14. Relationship between the SEM image profile and the model
of an opaque line; the points defined as edge locations of the line cor-

respond to a 25-percent intensity transmittance (50-percent amplitude
transmittance)

.
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from an SEM photomicrograph shown in figure 5-15. This photomicrograph
was taken at an angle of approximately 1 deg from the surface. At this
low angle, the view shows the cross section of a line which has been cut
perpendicular to its length.

The results of measurements on the three lines are shown in table 5-1.

The brackets are used to group repeated measurements made on an identical
area of the same line. If the mean of the multiple measurements is cal-
culated, the standard deviation associated with this local mean is 0.015
ym. This value is an estimate of the precision, or repeatability, of the
measurement process. One may also look at the variation of the measure-
ments made at different places along the length of the li ne. This analy-
sis yields a sample standard deviation of 0.007 y m for the linewidth
variation which is less than the reproducibility of a single measurement.
This means that the method of SEM scanning which averages over a sweep
length of approximately 1 ym is successfully averaging out the imperfec-
tions along the length of a line. When these data were taken, the prin-
ciple limitation on the precision was vibration which appears in the in-

terferometer data of figure 5-12 as high-frequency modulation. The noise
in the SEM data represents the statistical nature of the electron-
scattering process.

The limitation on the accuracy of the measurements is dependent on the
physical profiles of the line edges. Although the method of averaging
over a 1-ym length of the line guarantees repeatability of the measure-
ments, this method introduces considerable degradation in the steepness
of the edge profile as compared with the edge profiles seen during normal
SEM operation. Normally, a single sweep of the beam is perpendicular to
the edge without the interferometer stage in operation. It should be

noted that there also appears to be a difference in the edge profiles of
clear and opaque lines; this difference could affect the measurement ac-
curacy. The effect of differences in the physical edge profiles on the
measurements is presently being studied.
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Table 5-1 - Linewidth Measurements Made with the SEM/Interferometer
System on an AR-Chromium Artifact.

Linewidth, Local Mean, Deviation from Mean of all

ym ym Local Mean, ym Measurements, ym

Nominally 2-ym Opaque Line:

1.8111
1.800

-0.011
1.789J +0.011
1.7731

1.787
+0.014

I.BOIJ -0.014 1.799
1.7991

1.800
+0.001

1.800

J

0.000
1.8041 +0.004
1.823 1.808 -0.015
1.797 +0.011
1.797

Nominally 3-ym Opaque Lines:

2.876 +0.002
2.877 2.877 +0.001
2.879 -0.002
2.863
2.782 +0.065
2.866

2.847
-0.019 2.863

2.860 -0.013
2.880 -0.033
2.847
2.852 +0.021
2.889 2.873 -0.016
2.878 -0.005
2.870

Nominally 3-ym Clear Line:

3.388
3.3511

\ 3.361
+0.010

3.370 -0.009
3.366 -0.005
3.358

3.361
+0.003 3.374

3.381 -0.020
3.339 +0.042
3.429 -0.030
3.404 3.401 -0.003
3.371 +0.030
3.356
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6. PHOTOMETRIC OPTICAL MICROSCOPE

Diana Nyyssonen
Electron Devices Division

Center for Electronics and Electrical Engineering
National Bureau of Standards

Washington, DC 20234

There is no standard photometric optical microscope for measuring line-
widths on photomasks. The present approach is to determine under what
operating conditions the image profiles from a photometric optical micro-
scope can be made to agree with the theoretical profiles in order to make
accurate measurements. This approach requires a system which can be used
to examine detail in the image profiles smaller than the diameter of the

Airy disc of the imaging optic [40] . For diffraction-limited optics and
green light (530 nm), the Airy disk diameter is approximately 1 ym for an

objective with an 0.65 numerical aperture and about 0.7 ym for an objec-
tive with an 0.9 0 numerical aperture.

Initially, a test system for determining the amounts of aberrations pres-
ent in microscope optics was not available; thus, only diffraction-
limited optical performance could be expected to agree well with theory.
For this reason, scanning of the line was achieved by moving the sample
with a translating stage instead of scanning the image, thereby avoiding
possible off-axis aberrations. Moving the sample during the measurement
places additional demands on the stage in terms of accurate positional
information. Since the Airy disc diameter is about 1 ym or less for a

high-resolution objective, the stage position must be known accurately at

the submicrometer level. The measurement system based on these consider-
ations is discussed in this section, and a detailed description is given
in Appendix B [41].

5.1 Apparatus

A photograph of the photometric optical-microscope system is shown in
figure 6-1. The basic microscope consists of a Zeiss Universal micro-
scope with a photometer head. This microscope is modified to include the
best available mechanical stage driven at a slow, constant speed by a

stepping motor and function generator developed at NBS [42] . The posi-
tional readout is given by a linear-voltage transducer (LVTD) gage so
that the readout is independent of the mechanical wobble in the stage.
The stage motion, therefore, does not have to be perfectly smooth pro-
vided that the gage can accurately track the scanning motion. The limi-
tation on the positional accuracy is vibration which was successfully re-
duced to a level of 0.0 1 ym. At this level, the repeatability of focus
settings becomes more significant in determining the overall repeatabil-
ity of the measurement system.

Other modifications to the basic Zeiss microscope system are based on
theoretical considerations and earlier experimental work in the present
project. These experimental results indicate that diffraction-limited
performance cannot be achieved with white-light illumination. Ejqperimen-
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tal edge profiles for white light and filtered green light (Wratten 50

filter and hot mirror) are shown in figure 6-2. (In this figure, the

edge locations are arbitrary.) The filtered data are close to

diffraction-limited performance. An examination of a large variety of
available optics indicates that these differences between edge profiles
for white light and filtered light are typical of most optics; in some
cases, even further degradation is observed for white-light illumination.

As a result of filtering the illumination for peak response of the opti-
cal system and the use of smaller scanning apertures for submicrometer
image resolution, the wattage of the tungsten-halogen lamp was boosted to
150 W. Initially, a SO-ym diameter circular scanning aperture was used
with a system magnification of 158X. This aperture was later changed to
a 20- by 200-ym slit yielding less noisy image profiles because of the
higher flux density reaching the detector and the averaging effect over
small imperfections in the edges of the scanned lines. The effective
slit dimensions in the present system are 0.13 by 1.3 ym which, according
to theoretical calculations, have a negligible effect on the imagery.
Contrary to conventional usage, this scanning slit is chosen smaller than
the diameter of the impulse response of the imaging optics in order to

preserve detail in the image. This image detail is related to the struc-
ture of the Airy disc and yields information about edge location.

The optics for linewidth measurements are chosen to given the best opti-
cal resolution as determined by the agreement of experimental and theo-
retical line-image profiles. A Zeiss planachromat (63X, 0.90 N.A., and
designed for use without a cover glass) shows the best agreement and,
consequently, is the only objective used for linewidth calibrations. The
choice of condenser aperture is based on theoretical considerations. As
shown previously in section 3.2, the choice of transmittance threshold
for locating the edges is dependent upon the contrast of the object or,

in this case, the background transmittance of the anti reflective (AR)

chromium. An analytic expression for the proper threshold is derivable
only in the limiting cases of coherent or incoherent illumination. For
wide-field illumination, the incoherent case would require a condenser
numerical aperture much larger than the numerical aperture of the imaging
optics (by a factor of two or more). The high numerical-aperture imaging
optics required to achieve the best possible resolution makes that choice
impossible. However, sufficiently coherent illumination can be achieved
by selecting the numerical aperture of the condenser smaller than that of
the objective. The calculated image profiles of figure 3-6a show that a

condenser numerical aperture of 0.60 with an imaging objective of 0.90 is
sufficiently coherent to use eq (3-12) for deterrtd ning the proper
threshold for edge location. (See sec. 3.2.)

Another modification to the microscope system is the incorporation of a
piezoelectric focus-adjustment mechanism. This fine-focus device con-
sists basically of a piezoelectric ring stack in between two plates. A
hole in the center of the ring stack and corresponding holes in tixe

plates allow the condenser to be brought up through the ring stack into
focus at the object plane for transmitted light measurements. The lower
plate is supported by the stage while the photomask to be measured rests
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Figure 6-2. Comparison of experimental line-edge profiles in white
light and filtered green light for the photometric optical microscope
with a 0.90 N.A. objective, a 0,60 N.A. condenser, and an effective
scanning slit of 0.13 ym.
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on the upper plate. Focusing accuracy to better than 0.1 ym is achiev-
able with this device. Because of hysteresis in the piezoelectric ele-
ments, one must go through focus in one direction only. This extremely
smooth, fine motion allows an enormous improvement over conventional
fine-focus adjustments.

Both the photometer and LVTD gage have dual analog and digital output.
The analog output is used to drive an x-y recorder which is used primari-
ly for monitoring the accuracy of focus. The digital output is fed to a

microprocessor developed especially for this application. Its sole pur-
pose is digital recording of the position and photometer data from which
the linewidth is determined. The microprocessor is controlled from a

printer which allows input of scan information such as run number, date,

and number of data points desired. The data recording is initiated by a

carriage return, and at the conclusion of the scan, there is an option to
transfer the data to punched paper tape. As the linewidth-measurement
procedure becomes more formalized, a higher degree of automation is pos-
sible by suitable changes in the microprocessor software.

6.2 Comparison of Theory and Experimental Data

Figures 6-3a through 6-3d show calculated and experimental image profiles
of a nominally 10-ym wide clear line for different combinations of con-
denser and objective numerical apertures. The calculated curves are ob-
tained from eq (3-10) with the amplitude transmittance t of the sample,

the pupil function F of the imaging objective and relay optics, the in-
tensity transmittance function S of the scanning aperture, and the mutual
coherence function T as the input parameters. (See sec. 3.2.) The opti-
cal model assumes that the amplitude transmittance profile is discontinu-
ous at the line edge, corresponding to a material line profile with a

90-deg edge slope. Thus, the amplitude transmittance is 0 on one side of
the edge for samples with no background transmittance and 1.0 on the
other side of the edge. For edge slopes from 90 deg down to approximate-
ly 50 deg, the optical model adequately describes the line-image profile.
For the calculated curves shown in figures 6-3a through 6-3d, the imaging
objective and relay optics are assumed to be diffraction- limited, and
therefore, the pupil function has a value of 1.0 at all points. The in-
tensity transmittance function of the scanning aperture has a value of
1.0 over an effective slit width of 0.13 ym and 0 elsewhere. The numeri-
cal aperture of the imaging objective determines the mutual coherence
function.

Differences between the calculated and ejq>erimental profiles in the low-
transraittance region are readily attributable to the small but finite
background transmittance of the AR-chromium. All of the calculated
curves assume zero background transmittance; there is a substantial in-
crease in computing time for the more general case of a finite background
transmittance. As the numerical aperture is increased, the edge ringing
in the shoulder of the experimental curves is reduced as compared with
the edge ringing in the calculated curves. This difference is expected
from using eq (3-9), instead of the two-dimensional solution given by eq

(3-11), to calculate the image profiles and from the presence of a small
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amount of spherical aberration in the objective. That this is indeed the
case is more apparent from figures 6-4a, 5-4b, and 6-4c. As the line-
widths are reduced so that the coherence interval is comparable to the
linewidth and the illumination is effectively coherent, there is better
agreement between the calculated and experimental profiles. In each of

these figures, the calculated profile is computed for a linewidth corre-
sponding to the width of the experimental profile at the appropriate
threshold, namely, the 25-percent value corrected for the finite trans-
mittance of the photomask. Figure 6-4b shows the only calculated curve
computed for a finite background transmittance.

The remaining differences between calculated and ejcperimental profiles
appear to be related to the physical profiles of the lines. The samples
scanned were chosen for best possible image quality. Raggedness along
the line edges was barely visible, thereby indicating that the edge vari-
ations were 0.1 ym or smaller. However, some variations in edge images
were observed. An indication of these variations may be found in compar-
ison of the right and left edges of the experimental profiles shown in
figures 6-3a through 6-3d. Variations have also been observed between
artifacts manufactured at different times. The effect of edge quality,
including edge slope, on optical measurements is presently under study.

Theoretical calculations show that there is an error in a linewidth mea-
surement if the proper threshold for edge location, as given by eq
(3-12), is not used. This result is supported by table 5-1 which com-
pares experimental measurements made on a nominally 3-ym wide opaque line
on an AR-chromiura artifact for various combinations of microscope objec-
tives and condensers. In all cases, the width was determined from the
photometric image profile in green light. For one set of linewidth val-
ues, the proper threshold for line-edge location was determined from
eq (3-12). The other linewidth values are based on the conventionally
used 50-percent threshold. The nominally 3-ym wide line was chosen so
that it was well resolved for all of the combinations of optics and for
some cases with obvious spherical aberration. The experimental results
agree with theory even where aberrations are present; namely, as long as
the line is well resolved, accurate measurements may be made within the
precision of the measurement system (0.025 ym) provided that the proper
threshold is used. This table also illustrates the linewidth errors with
the conventionally used threshold of 50 percent. The first three mea-
surements in this table are made from the photometric image profiles re-
produced in figure 6-5. The dashed lines in that figure indicate the
line-edge locations determined from the proper threshold.

Figures 6-6a, 6-5b, and 6-6c illustrate experimental profiles with defo-
cus and spherical aberration present. The curves show good agreement
with the calculated profiles of figures 3-9 and 3-10, exact correspon-
dence is impossible because of the difficulties of determining both abso-
lute focus position and the amount of spherical aberration. One impor-
tant finding was made in regard to focus: the theory of incoherent imag-
ing indicates a focus tolerance corresponding to a quarter-wave aberra-
tion of +0.30 ym for a 0.90 N.A. objective. Differences in image pro-
files and resulting linewidth measurements are observable unless focal
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DISTANCE i/jim]

(a) Nominally 3-ym wide line; the dashed lines indicate
line-edge locations based on a 3 3.5-percent transmit-
tance threshold for the experimental profile (back-
ground transmittance for the sample is 2.5 percent).

Figure 6-4. Comparison of calculated and experimental image
profiles of clear lines of varying width for an optical mi-
croscope with a 0.90 N.A. objective, 0.60 N.A. condenser,
illumination wavelength of 560 nm, effective scanning slit
of 0.13 ym, and diffraction-limited optics; the experimental
profiles are for AR-chromium artifacts.
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Nominally l-ym wide line; the dashed lines indicate
line-edge locations based on a 33-5-percent trans-
mittance threshold for the experimental profile
(background transmittance for the sample is 2.5
percent) ; the background transmittance for the cal-
culated profile is also 2.5 percent.

0.50-iJm wide line; the dashed lines indicate line-
edge locations based on a 25-percent transmittance
threshold for the experimental profile (background
transmittance for the sample is 0 percent)

.

Figure 5-4. Concluded.
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Table 6-1 - Comparison of Linewidth Measurement Made with the Photoelec-
tric Optical Microscope on a Nominally 3-ym Wide Opaque Line
for Various Combinations of Objectives and Condensers.

Object i ve

N.A.

Condenser
N.A.

Measured at
^

Proper Threshold,
(ym)

Measured at

50-percent Threshold,
(ym)

0.45 (Wild) 0.60 2.90 3.06

0.45 (Wild) 0.40 2.92 3.15

0.45 (Wild) 0.22 2.91 3.16

0.90 (Zeiss) 0.60 2.92 3.01

0.90 (Vickers) 0.60 2.95 3.01

0.65 (Vickers) 0.60 2.90 3.10

Twenty-five percent threshold corrected for finite transmittance of
opaque area.

88



3DNViilWSNVili 3AliV13a

4-)

1 CP
fO cH QJ

U --f

to 0)

g tn

3 H
•H £
e -tJ

0

X! •

o <

(0 W -H
c

C Q) •>

O T)
C

<U 0

in

u
•H
-p
a,
o

ti o
•H 1 14-*

1 1

rH <t3 •H 0
i-l c

d) •H •H
"""I

i>i B r—

1

(1)

1

fO fd iH
O.U^ t> rH u
u t1

-P
QJ O

13 Ah
•H *H +-' to
•>

_|j t \4-*

O n 1 4-*

n\U/ u H
C3R
CO

0 U (-«
U*

1—

I

ni

lit I
1w ^1

iH
o diU/

rO

C U »-«

•H Ln O U ni

g C U
0
c o 0 QJ

(0 rtJ OJ 1

QJ lO
4-( U
0 +J CP ro

OJ 1—

1

w
(U O
iH 0)

r^ M-l c
*4-l 0 O 0
0 u

tn c -M
Da 0 •H •H (1)

rH CO

O u C t;3

CP •H 0 XI
(0 g H tP
e J-> C Ul

fC •H c
•H C 0

iH u U c H
•H fd +J
4-) > u Ifl

c CO O
0) 0 0
g 0) rHH u 0 >
i>4 •H 4-) •H 0)

Q) V4 -P CP
CO o T)

X (1) QJ 0)

w g c U-l 1

0 0 M-l 0)

-u Q^ QJ c
0 CO •H

in
1

ph
re

-H

^ OJ

0 4J
0) o O OJ

M +J O
3 c ID H
CP u 0 -d
•H 0 •H iw c

<+-l -p 0 •H

89



J I I

0 1.0 2.0 3.0 «0

DISTANCE [nm]

(a) 0.90 N.A. objective and 0.60 N.A. condenser.
(Compare with fig. 3-9.)

Figure 6-6. Experimental image profiles of one edge of a nominally
lO-ym wide clear line on an AR-chromi\jm artifact for the photometric
optical microscope with an illumination wavelength of 560 nm, ef-
fective scanning slit of 0,13 ym, and nearly diffraction-limited
optics; profiles a through e are for different focus settings with
submicrometer displacements between them, (Registration of all
profiles at edge is not exact.)
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(b) 0.65 N.A. objective, 0.22 N.A, condenser, and
an improper cover-glass thickness (0.12 mm in-
stead of 0.17 mm). (Compare with fig. 3-10.)

0 1.0 2 0 3.0 4 0

DISTANCE (Mm)

(c) 0.95 N.A. objective, 0.22 N.A. condenser, and
an incorrect microscope tube length (160 mm in-
stead of 215 mm) . (Compare with fig. 3-10.)

Figure 6-6. Concluded.
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displacements are less than 0.10 ym (+0»05 ym)« Within this tolerance,
variations in linewidth measurements do not appear to be related to any
single parameter.

Table 6-2 shows a summary of measurement data on a nominally 1~ym wide
clear line made under the following nonstandard operating conditions:
(1) 0.90 N.A. objective (Zeiss planachromat 63X, designed for use without
a cover glass) with 2X Optovar and 1.25X tube lens yielding a total mag-
nification of 157. 5X; (2) 0.60 N.A. condenser; (3) effective scanning
aperture of 0.13 by 1.3 ym? (4) Wratten 60 filter and a heat reflecting
mirror; and (5) scanning speed of approximately 0.03 micrometers per sec-
ond. Best focus is determined from maximum transmittance overshoot at
the line edge; for lines under 1 ym in width, best focus is determined
steepest slope. The threshold used for linewidth measurements is deter-
mined from eq (3-12). Although the daily precision is better than 0.025
ym (standard deviation), the uncertainty in the measurement is dependent
upon the physical-edge width, that is, the width of the sloped portion of

the physical edge which is estimated to be about 0.1 ym.

Better agreement between calculated and ejcperimental image profiles can
be achieved if the optical aberrations of the imaging system and the ef-
fects of the physical profile of the line on its image profile are known.
Both of these problems are currently being studied. Several commonly
used methods for measuring aberrations of optical systems involve inter-
ferometers [43] . Interferometer measurement of the optical aberrations
of microscope objectives with 0.90 numerical aperture is, however, ex-
tremely difficult because of the need to generate a perfect spherical
wave front to fill this high numerical aperture. Since the objective in
the photometric optical microscope is used on axis, we are primarily in-
terested in the symmetric aberrations, viz, spherical aberration. A
wavefront-shearing interferometer developed at NHS [44] is currently
being adapted to measure spherical aberration in microscope objectives.

Concurrently, an effort is underway to obtain more details about the
physical line profile from high resolution SEM photomicrographs of the
cross-sectional line profiles. (See sec. 5.5.) This additional informa-
tion can be included in both the optical and SEM modeling to reduce fur-
ther the uncertainty in the measurement processes.

6.3 Optimum Operating Conditions

It appears that scalar one-dimensional theory may be used to predict line
image profiles in the optical microscope for ratios of condenser-to-
objective numerical apertures less than 1.0 where the objective numerical
aperture is equal to or less than 0.90. Good agreement between theoreti-
cal and experimental profiles exists for a microscope operating under the
following conditions: (1) spectrally filtered illumination to eliminate
chromatic aberrations, (2) on-axis scanning of the line to eliminate
off-axis aberrations, and (3) an effective scanning aperture smaller than
the impulse response of the objective to preserve detail in the line-edge
image. Under these conditions, theory predicts that accurate linewidth
measurement may be made using the 25-percent threshold (corrected for the
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Table 6-2 - Summary of Linewidth Measurements Made with the Photoelectric
Optical Microscope on a Nominally 1-ym Wide Clear Line.

Number of Runs Daily Dai ly Standard Mean of All Measurements (ym)

Per Day Mean (ym) Devi at ion and Standard Deviation

5 1.09 0.025

5 1.06 0.024

5 1.07 0.018 1.08 + 0.01

5 1.09 0.020

5 1.08 0.010

5 1.08 0.015
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finite transmittance of the photomask material or film). For ratios of
condenser-to-objective numerical apertures less than 1.0, this threshold
is nearly invariant with condenser numerical aperture and spherical aber-
ration provided that accurate focus position is used. Focus may be de-
termined by either maximum slope or maximum overshoot at the edge.

Presently, the only known method of determining the 25-percent threshold
is from a photometric image scan. Measurement eyepieces frequently used
for linewidth measurements, such as filar or image-shearing eyepieces,
measure different thresholds. Theory predicts that, depending on the
transmittance of the photomask, measurement of the 50-percent threshold
will yield linewidth-measureraent errors up to 0.15 ym with a 0.90 N.A.
objective; the errors increase with lower N.A. The errors introduced by
measurement of the wrong threshold are additive and constant for a given
optical system. Attempting to correct for them by the usual calibration
methods produces greater nonlinear errors at linewidths smaller and
larger than the calibration linewidth. These errors also increase with
defocus or spherical aberration.

In summary, the largest sources of variations in linewidth measurement
with optical microscopes include: (1) nonrepeatabi lity of focus at high
numerical apertures with conventional fine-focus adjustments, (2) varia-
tion in edge quality which has a particularly noticeable effect for mea-
surements on state-of-the-art photomasks, and (3) the effect of chromatic
aberrations in the microscope with white light. These sources of error
affect measurements made with filar and image-shearing eyepiecs as well
as photometric image scans; however, these effects may be masked by

larger variations in the response of the human eye.
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7. CONVENTIONAL OPTICAL MICROSCOPES

Fred W. Rosberry and Dennis A. Swyt
Mechanical Processes Division

Center for Mechanical Engineering and Process Technology
National Bureau of Standards

Washington, DC 20234

Measurements of linewidths on photomask- like artifacts have been made
with filar and image-shearing eyepieces in order to: (1) define quanti-
tatively the problem of discrepancies in similar measurements reported by
the IC industry [5] and (2) establish an information base for the use of
NBS-calibrated linewidth artifacts by the IC industry. In the first part
of this section are presented results of an initial study of the filar/
image-shearing problem. These measurements were made on the best arti-
fact then available to NBS, namely, an artifact with nominally 2-, 5-,

and 10 ym-wide clear lines in bright chromium on a glass substrate and
similar to a widely used commercial photomask standard. In the second
part of this section are presented the results of a later study of the
effects of line-scale versus linewidth calibrations of microscopes.
These measurements were inade on an NBS prototype artifact (see sec. 4.),
namely, an AR-chromium artifact with opaque and clear lines of nominally
1-, 3-, and 10-ym widths.

7.1 Precision Characteristics of Microscopes

An ejcperimental comparison of linewidth measurements was made using opti-
cal microscopes and operating conditions representative of those
employed by the IC industry for photomask inspection. At the outset of
this study, photomask linewidth measurements in industry were being made
with conventional optical microscopes fitted with visually measuring eye-
pieces of either the filar or image-shearing type; to a limited degree,
automatic TV-microscope systems were in use.*

The majority of measurements reported here were made with a monocular
research-quality microscope with separate filar and image-shearing eye-
pieces. During the study, a binocular image-shearing microscope and an
automatic TV-microscope system were available for short-term use.

The monocular microscope was equipped with an objective lens with a 0.95
N.A. and a magnification of SOX, and either bright-field or dark-field
illumination; the image-shearing eyepiece had an intensity beamsplitter
as the shearing element. The binocular microscope was equipped with an
objective lens with a 0.90 N.A. and a magnification of 63X and bright-
field illumination only; the image-shearing eyepiece had a polarization
beamsplitter as the shearing element. The TV-microscope system was
equipped with an objective lens with 0.95 N.A. and a magnification of

* By the time of issuance of this report, automatic TV-microscope systems

were in much wider use.
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SOX, and bright field illumnation only. All three microscopes had capa-
bilities for both reflected and transmitted light.

The three systems differed in their fundamental principles of operation
and means of data output. The filar and image-shearing eyepieces
required operator judgment for locating image edges in linewidth measure-
ments; the TV system used automatic image scanning and electronic thresh-
olding. The filar eyepiece had a vernier-scale readout which required
the calculation of linewidths from arbitrary scale divisions. This filar
eyepiece, which had a magnification 7X and a movable, full-field pair of

cross hairs, had the best repeatability of three available filar eye-
pieces and was used throughout this study. The binocular image-shearing
system had direct digital readout as did the TV-microscope system. Pre-
liminary tests to determine the precision for each of the optical
microscope-measurement systems resulted in variations from the mean of
ten measurements of the width of a nominally 5-ym wide clear line of 0.03
to 0.09 ym (standard deviations). The linearity of each of the micro-
scope systems was checked for gross misbehavior by measuring four line
spacings which had been calibrated with the NBS line-standard interferom-
eter [45] . Within the measurement precision and the calibration uncer-
tainty, no significant deviations from linearity were observed.

A cosine error results when the axis of measurement is not perpendicular
to the line whose width is to be measured. In a filar eyepiece, cosine
error is minimized when the cross hair lies parallel to the line and
travels perpendicular to it. In the image-shearing eyepiece, the direc-
tion of shear must also be perpendicular to the length of the line, simi-
larly with a TV-microscope system. For filar and image-shearing eye-
pieces, the degree to which the line to be measured can be made to lie

along the axis of measurement depends on: (1) the fraction of the field
of view the line occupies and (2) the least detectable increment of field
of view between some part of the line and a reference mark on the
the viewer. A series of experiments showed that, provided the line fills
at least 5 to 10 percent of the field, misalignment need not be a signif-
icant source of measurement error.

Detailed linewidth measurements were made with each of the systems on
clear lines of 2-, 5-, and 10-ym nominal width on an opaque background.
Each microscope was calibrated in magnification using a line spacing pre-
viously measured to be 34.927 + 0.007 ym with the NBS line-standard in-
terferometer. In addition, the TV-microscope system was adjusted to mea-
sure a line-to-space ratio of a value predetermined by the manufacturer-
supplied artifact.

The results of the measurements appear in table 7-1. Each of the entries
in the table represents the mean of ten sequential measurements. To de-
termine how much significance can be attributed to each entry, measure-
ments on each of three systems were repeated ten times successively on
nine occasions for measurements of the nominally 5-ym wide line in
bri^t-field, transmitted illumination. Typical data for a series of ten
measurements on a single occasion are summarized in table 7-2 which also
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Table 7-1 - Apparent Widths of Clear Lines.

Microscope Apparent Linewidth, ym

a. Bright-Field Transmitted Illumination:

Filar Eyepiece 2.25
Shearing Eyepiece (Intensity) 1.95
Shearing Eyepiece (Polarization) 2.00
TV Display 2.55

5.25

4.65
4.85
5.25

10.05

9.10
9.40
9.75

b. Bright-Field Reflected Illumination:

Filar Eyepiece 2.15
Shearing Eyepiece (Intensity) 2.45
Shearing Eyepiece (Polarization) 2.50
TV Display 2.55

5.00
5.35
5.40
5.25

9.80
9.75
9.90
9.75

c. Dark-Field Transmitted Illumination:

Filar Eyepiece 2.10
Shearing Eyepiece (Intensity) 2.15

4.80
5.15

9.30
9.65

d. Dark-Field Reflected Illumination:

Filar Eyepiece 2.25
Shearing Eyepiece (Intensity) 2.25

5.15
5.20

9.50
9.55
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Table 7-2 - Typical Data for Linewidth Measurements Repeated on Same

Li ne.

Image-Shearing
... Filar Eyepiece TV
Microscope

Eyepiece (Intensity Display
Type)

Results of Mean, ym 5.25 4.65 5.40

Ten Measurements
on Same Occasion Sample Std. Dev. , ym 0.077 0.014 0.009

Average Sample Standard Deviation , ym 0.078 0.015 0.010

Mean of Means of Mean, ym 5.22 4.65 5.40
Ten Measurements
on Nine Occasions Sample Std. Dev. , y m 0.072 0.034 0.028

Reproducibility, ym 0.28 0.10 0.08
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shows the arithmetic means for nine such series taken on different occa-
sions.

The spread in the means of measurements taken on different occasions can-
not be explained by the spread within measurements on one occasion. If

the standard deviations associated with n repetitions of a measurement
made on a single occasion is a^, the sample standard deviation of the
means of these n repetitions taken on a number of occasions is a measure
of the total standard deviation [46] , namely.

where og is the between-laboratory component of the variance. The re-
producibility can be defined as the spread about the grand mean which in-
cludes 95 percent of all test results. Therefore, the reproducibility
associated with test results based on a single measurement on each oc-
casion [45] is

These results suggest that the reproducibility is about +0.3 ym for the
filar eyepiece and about +0.1 ym for both the image-shearing eyepiece
and the TV-raicroscope system.

The results of table 7-1 also show some general trends between the appar-
ent sizes of lines measured with the two different types of eyepieces.
For a clear line on an opaque background viewed in bright-field trans-
mitted li^t,

w (width measured by filar) > w (width measured by image shearing)

;

^ ^ (7-3)

and for the same clear line viewed in bright-field reflected light,

w (width measured by filar) < w (width measured by image shearing).
^ ^ (7-4)

These observed trends, or relationships, are the basis of a phenomeno log-
ical model to account for differences in linewidths as measured under
various combinations of three viewing variables, namely, eyepiece (filar
or image shearing), illumination (transmitted or reflected), and line

polarity (clear or opaque). The model is discussed in Appendix C [47] .

This model is consistent with the relationships (7-3) and (7-4) given
earlier and implies a number of other relationships among apparent line-
widths. For a clear line (space) and opaque line of equal width, table
7-3 gives twelve expected relationships of apparent linewidths for dif-
ferent combinations of the three viewing variables.

Table 7-4 gives experimentally measured values of clear and opaque lines
on an NBS AR-chromium artifact. Each entry in the table is the mean of
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Table 7-3 - Expected Relationships of Apparent Linewidths Measured Under
Various Viewing Conditions (W, apparent width; F, filar eye-
piece; S,

fleeted;
image-shearing eyepiece;

C, clear line; 0, opaque
T, transmitted; R, re-

line).

Clear Line Opaque Li ne

Transmitted > Ws Wp < W3

Reflected < W3 Wf >

Filar Image Shearing

Clear Line

Opaque Line W, > W,

Transmitted Reflected

Filar
^C > ^0 Wc < %

Image Shearing Wc<Wo
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Table 7-4 - Apparent Linewidths of Opaque Lines and Clear Spaces Measured
on AR-Chromium Artifact in Bright-Field Illumination.

Nominal Linewidth, ym
Measured Linewidth, ym

Filar Image Shearing

Clear Space, Transmitted Light:

1

3

10

1.12
3.17
10.16

0.85
2.91
9.97

Opaque Line, Transmitted Light:

1

3

10

0.91

2.90
9.77

1.19

3.14
10.03

Clear Space, Reflected Light:

1

3

10

0.78
2.86
9.91

1.00
2.99
10.03

Opaque Line, Reflected Light:

1

3

10

1.04

3.07
9.98

1.08
3.08
9.99
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measurements taken on ten occasions. Each eyepiece was calibrated using
a line-scale calibration. Comparison of tables 7-3 and 7-4 shows that

all but 2 of the 12 relationships in table 7-3 are present in the experi-
mental results of table 7-4. Two relationships in table 7-3 (indicated
by asterisks) are not entirely supported by the ejcperimental data in

table 7-4. These differences involve reflected- light measurements and
may indicate that the model is not entirely satisfactory for describing
linewidth measurements in reflected light with filar and image-shearing
eyepieces.

The most consistent relationships are shown in table 7-5 where signifi-
cant differences between filar and image-shearing results are shown for
clear and opaque lines viewed in transmitted light (the usual means of

photomask inspection). Both measurement eyepieces were first calibrated
with a single line scale having a nominal spacing of 35 ym.

Table 7-6 also shows differences between linewidths measured in trans-
mitted light by filar and image-shearing eyepieces, but for these data
the eyepieces were first calibrated with lines having nominally assigned
linewidths of 3 and 10 ym. Within the range of calibration, the differ-
ences are effectively zero since they are small fractions of the uncer-
tainty in either the filar or image-shearing measurements. Comparison of

tables 7-5 and 7-6 shows the efficacy of linewidth calibration compared
with line-scale calibration.

Details of the calibration study are given in table 7-7. Filar and
image-shearing eyepieces were first calibrated with respect to lines mea-
sured photometrically and then used to measure unknown linewidths which
were also measured photometrically. The widths of eleven lines were mea-
sured on the photometric optical microscope discussed in section 6. With
one pair of 3- and 10-ym wide lines treated as calibration lines, each
eyepiece was calibrated and the widths of the other lines of similar po-
larity (clear or opaque) were measured; then each pair of calibrated
lines was remeasured to check the constancy of the eyepiece calibrations
relative to the calibrated linewidths. (Each entry in table 7-7 is the
mean of 9 measurements - 3 each on 3 occasions. ) The results show that,
with the exception of the combination of the image-shearing eyepiece and
opaque line which shows a slight bias, the eyepieces can be made to read
proper linewidth relative to a linewidth calibration.
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Table 7-5 - Apparent Linewidths Measured in Transmitted Light with Filar
and Image-Shearing Eyepieces Calibrated with Line Spacings.

Width of Clear Lines, ym

Filar 1.12 3.17 10.15

Image Shearing ' 0.86 2.91 9.97

Difference +0.26 +0.26 +0.19

Width of Opaque Lines, pm

Filar 0.91 2.90 9.77

Image Shearing 1.19 3.14 10.03

Difference -0.28 -0.24 -0.26

Table 7-6 - Apparent Linewidths Measured in Transmitted Light with Filar
and Image-Shearing Eyepieces Calibrated with Linewidths.
(Note: Results of tables 7-5 and 7-6 are for different
artifacts.

)

Width of Clear Lines, ym

Filar 0.75 2.95 10.14

Image Shearing 0.77 2.97 10.16

Difference -0.02 -0.02 -0.02

Width of Opaque Lines, ym

Filar 0.90 3.00 9.97

Image Shearing 1.05 . 3.05 9.97

Difference -0.15 -0.05 0.00
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Table 7-7 - Comparison of Linewidths Measured in Transmitted Light by

Filar and Image-Shearing Eyepieces Calibrated with 3- and
10-ym Linewidths as Measured on NBS Photometric Optical
Microscope.

Nomi nal Photometric Filar Image Shearing

Width of Clear Li nes, m

3 2.98 2.98* 2.98*
10 10.17 10.17* 10.17*

1 0.78 0.75 0.77
3 2.98 2.95 2.97

10 10.10 10.14 10.16

Width of Opaque Lines, ym

3 3.00 3.00* 3.00*
10 9.95 9.95* 9.95*

1 0.96 0.90 1.05
2 1.86 1.87 2.02
3 2.96 3.00 3.05

10 10.03 9.97 9.97

*
Measurement eyepieces were first calibrated with respect to these line-
widths which were previously measured with a photometric optical micro-
scope.
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8. LINEWIDTH CALIBRATION

A primary objective of the present project is to calibrate linewidth ar-
tifacts that can be used by the IC industry for the accurate measurement
of linewidths on photomasks. The calibration of artifacts and instru-
ments is basically a refined form of measurement. In particular, cali-
bration is a comparison procedure in which an unknown, or test item, is

compared with a known, or standard, and the value of the test item is de-
termined from the accepted value of the standard.

8.1 Calibration Hierarchy

For length calibrations, several calibrations are successively linked in
order to relate, by comparative measurements, the generally inaccessible
defined unit of length to an accessible artifact for the user. At each
stage of this calibration hierarchy, there are three items of interest:
(1) a standard item with announced values and associated uncertainties
(systematic and random errors), (2) an assembly of equipment and proce-
dures required for comparing the items, and (3) the items to be measured
or calibrated for some useful task.

The hierarchy of the linewidth calibration is shown in figure 8-1. The
first stage in linewidth calibrations relates the physical standard for
the defined unit of length (wavelength of radiation from krypton 85) to
the width of a material line. The measurement system developed for this
purpose is the SEM/interferometer described in section 5, and the item to
be calibrated is a photomask- like artifact such as the one described in

section 4. The wavelength of the laser in the interferometer is moni-
tored by comparison with the radiation wavelength from a stabilized laser
which, in turn, is compared with the krypton radiation. In any case,

this interferometric approach obviates the need for an intermediate cali-
brated length artifact with its associated measurement uncertainties.
For this reason, the SEM/interferometer is considered a primary measure-
ment system.

The second stage for linewidth calibrations relates the linewidths cali-
brated by the SEM/interferometer on the first artifact to the user arti-
fact. The measurement system used for this comparison is the photometric
optical microscope discussed in section 6, and this system is considered
to be the secondary measurement system. The artifact to be calibrated
for the user is the same type of artifact calibrated in the primary mea-
surement system.

The third stage relates the linewidths calibrated by the photometric op-
tical microscope on the second artifact to the readout of a linewidth-
measurement instrument used in the IC industry. The user then desires to
make accurate measurement of unknown photomask linewidths with this cali-
brated instrument. In some cases, the user may even desire to calibrate
other working artifacts by comparison with the NBS artifact and, subse-
quently, calibrate other instruments by means of these additional arti-
facts.
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Measurement System
SEM/ inter ferometer Stabilized Defined Unit
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Photometric
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User in
IC Industry

Optical -Microscope
Measurement System

Figure 8-1. Hierarchy of NBS linewidth calibrations.
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8.2 Preliminary Comparison of Linewidths Measured on
SEM/Interferometer and Photometric Optical Microscope

The measurement uncertainties of the NBS linewidth-measurement systems
(SEM/interferometer and photometric optical microscope) have not yet been
fully evaluated. A preliminary comparison of linewidth measurements made
on the same lines by these two systems has been made, and the results are
presented in this section. A more detailed discussion is given in Appen-
dix D [48] .

Known sources of systematic error in the SEM/interferometer are currently
being investigated. Based on preliminary measurements presented in sec-
tion 5.5, a standard deviation associated with nine or more repetitions
made on a single occasion is 0.015 ym for the SEM/interferometer . This
value is dependent, in part, on the random noise in the interferometer
output. Some of this noise is being introduced from stage vibrations.
An effort is currently underway to eliminate or reduce this vibration
and, thereby, decrease the present value of the standard deviation.

The linewidth-measurement uncertainty (systematic and random errors) for
the photometric optical microscope is currently estimated to be about
+0.1 ym and the standard deviation is better than 0.025 ym. By compari-
son, the SEM/interferometer has the potential for a significantly lower
uncertainty than the photometric optical microscope because of the better
resolution of the SEM. The project goal for the measurement uncertainty
of linewidth measurements in the 1- to 10-ym regime with the SEM/inter-
ferometer is +0.05 ym.

Table 8-1 shows the means of linewidth measurements made with both the
SEM/interferometer and the photometric optical microscope for two opaque
lines and a clear line on an AR-chromium artifact. After completion of

the SEM/interferometer measurements, the artifact was placed in the pho-
tometric optical microscope and measurements were made in approximately
the same area of the artifact. The contamination deposited on the sur-
face of the artifact by the SEM/interferometer is not visible in trans-
mitted illumination in the optical microscope; thus, this contamination
appears not to have affected location of the edge profiles in the optical
microscope. The contaniination, however, is easily observed in reflected
light. The measured linewidths in this table are the mean of nine or

more measurements for each measurement system; the 3a standard deviations
for these mean values are also given in the table. These values are pre-
liminary data and, as such, only indicate trends in the comparative line-
width measurements of these two systems for a given line. The difference
between the mean values of the opaque lines as measured by the SEM/inter-
ferometer and the photometric optical microscope is 0.05 ym. The corre-
sponding difference between the mean values of the clear line is 0.24 ym;
this difference appears to be an anomaly and is currently being investi-
gated. Considering that the estimated uncertainty is about +0.10 ym for
the photometric optical microscope and assuming that the uncertainty for
the SEM/interferometer should be less than the uncertainty for the photo-
metric optical microscope, the agreement of the measured linewidths for

the opaque lines is very good.
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Table 8-1 - Comparison of Linewidth Measurements from SEM/Interferometer
and Photometric Optical Microscope.

3 b
SEM/Interferometer Photometric Optical

3a standard deviation of 0.016 ym.

b
3a standard deviation of 0.025 ym.

Opaque 1.80 1.85

Opaque 2.86 2.90

Clear 3.37 3.13
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8.3 Transfer of NBS Measurements to Inciustry

Several methods are available for transferring the linewidth values mea-
sured at NBS to the user. These methods include the issuance of a Stan-
dard Reference Material (SRM) [49], a calibration service to measure ar-
tifacts submitted to NBS by the user [50] , or a formal Measurement Assur-
ance Program (MAP) [51,52]. At present, these methods are under consid-
eration, and data are being collected in NBS/IC-industry collaborative
tests to help select the means for transferring NBS measurements to in-
dustry.

The SRMs are typically samples of materials of well-known, thoroughly de-
scribed properties or compositions which may be used to calibrate mea-
surement systems, to check on-line quality control, or to evaluate device
performance at the user's plant or laboratory. For linewidth measure-
ments, the resulting SRM might be an AR-chromium-on-glass artifact which
has been measured on the NBS photometric optical microscope. The mea-
surement uncertainty assigned to the artifact would be based primarily on
the NBS measurement process. The artifact would become available to
users through the NBS Office of Standard Reference Materials.

The calibration, measurement, and testing services of NBS are aimed pri-
marily at those user needs requiring accuracy or uncertainty that can be
obtained only by direct comparison of the user's item with NBS standards.
However, NBS also provides services for items requiring lesser accuracy,
but suitable for working standards in the user's plant or laboratory. A
service for linewidth measurements might become available whereby a user
would submit a photomask to NBS, NBS would make measurements with the
SEM/interferometer system or photometric optical microscope, and the pho-
tomask along with the measurement data would be returned to the user. It

should be noted that the measurement uncertainty associated with these
measurements would be very dependent on the quality (edge uniformity and
steepness) of the photomask submitted by the user. Such measurement ser-
vices are usually arranged throu^ the NBS Office of Measurement Ser-
vices.

A MAP is the approach to the development of a length-measurement process,
such as a linewidth calibration, which assures the user that the measure-
ments are suitably accurate for their intended use. This approach is

carried out at NBS to support its own measurements as well as those par-
ticipating users. Calibrated artifacts issued by NBS under a MAP are as-
signed measurement uncertainties which are realistic for the intended ap-
plication regardless of the number of comparisons or transfers between
the defined standard and the user.

For linewidth measurements under a MAP, the specified measurement process
might include the following: measurement systems at NBS, such as the
SEM/interferometer and photometric optical microscope; measurement sys-
tems in industry, such as the optical itiicroscopes used for measurement of
critical dimensions; the NBS-calibrated artifact, NBS-recommended mea-
surement procedures, the photomask being routinely measured by industry;

and conditions at NBS and in industry under which the measurements are
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made. Linewidth-measurement data collected from this entire measurement
process over an extended time would be analyzed to alert the users of a

shift in their measurement process, to establish the limitations of this
measurement method, and to define clearly the level at which various per-
formance factors significantly affect the measurement uncertainty. As-
suming that the appropriate realistic uncertainties are assigned to the
linewidth artifacts and both the NBS and the user's measurement processes
are in control, the linewidth measured at these different facilities
would have overlapping uncertainty bands, i.e., closure between the mea-
surement systems would exist.

This discussion is not meant to imply that the three methods mentioned
here are independent of one another. The distinction is primarily one of
the ways in which the measurement uncertainty is derived for the NBS-
calibrated artifact or the NBS calibration service. For example, a MAP
could also lead to the issuance of a linewidth SRM or to a linewidth-
calibration service for a user-submitted photomask.

8.4 NBS/IC-Industry Collaborative Test

For linewidth-measurements in the IC industry, many different procedures
are used with several basic types of measurement systems. The possible
combinations of these procedures, instruments, and in addition, operator
conditions have given rise to a wide range of measurement uncertainties
for linewidths. Based on the present study, certain procedures and in-
strument conditions have been developed that reduce the measurement un-
certainties for linewidth measurements. Thus far, these results have
been demonstrated only at NBS. (See sec. 7-2.)

A pilot collaborative test involving NBS and three participants from in-
dustry was undertaken to evaluate the linewidth-measurement procedures
developed at NBS. In a full-scale collaborative test, there is a risk of
wasting much effort if the test reveals differences among the results
that can only be explained by shortcomings and ambiguities in the in-
structions for performing the measurements. Therefore, the initial ef-
fort was a relatively modest collaborative test.* A larger test
involving ten companies followed this pilot study.

One AR-chromium artifact of the type described in section 4 was sent to
each participant and was returned directly to NBS after the measurements
by the participant. Prior to sending these artifacts to the partici-
pants, NBS measured certain linewidths by means of the photometric opti-
cal microscope described in section 6. In addition, NBS measured a line
spacing on the artifact by means of the line-scale interferometer [45]

.

None of these measured values was supplied to the participant. Using in-
struments and procedures prescribed by NBS, each participant measured the

* This test was completed prior to issuance of this report; results have
been presented in several publications [53,54]

.

+ This test was in progress at the time of issuance of this report.
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same linewidths and line spacing that NBS measured. Some of these line-
widths were labeled "control lines," and the participant made measure-
ments on these lines before and after the measurements on the other
specified lines.

The type of instruments, operating conditions, and data-acquisition pro-
cedures were defined in detail for the participants. Although these
items are not described fully in the present report, it is worthwhile to
mention some of their general characteristics. Equipment specifications
included filtered illumination, specified range for numerical apertures
of condenser and objective, and type of condenser illumination; operating
conditions included alignment of artifact, criteria for best focus, same
operator for all measurements, and only specified allowable changes in
adjustment after initial setup; and data-acquisition procedures included
following a prescribed measurement routine, entering data on forms sup-
plied by NBS, and restarting the entire set of measurements if procedures
were inadvertently not followed.

Participants furnished their data to NBS in the form of direct readings
from their instruments. The participants were neither to modify their
data in any way nor to try to make their data agree with any other mea-
surements made previously on their instruments. These data were analyzed
at NBS and the over-all results furnished to the participants. The re-
sults were not identified with a particular participant except to the ex-
tent that each participant was given his own results.
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9. CONTINUING MICROMETROLOGY PROJECT

The results of the initial two-year effort in the NBS micrometrology pro-
ject have been presented in this report. The micrometrology project is

continuing, and in addition to the basic goals outlined in section 1,

this project is addressing several other measurement needs of the IC com-
munity. The current effort includes: (1) developing theory and proce-
dures for accurate linewidth measurements on see-through masks in trans-
mitted light, (2) developing theory and procedures for accurate linewidth
measurements on silicon wafers in reflected light, and (3) extending
linewidth calibration into the submicrometer regime. In addition, pro-
ject results are presented at technical meetings and in technical publi-
cations. Throughout the project, there continues a strong effort to

interact directly with the IC community through visits to plant
facilities, visits by industry personnel to NBS, and NBS participation in

voluntary standards organizations.

9.1 Measurements on See-Through Masks and Silicon Wafers

The optical-microscope theory presented in this report is for the imaging
of opaque lines on a clear background and clear lines on an opaque back-
ground in transmitted light. (See sec. 3.1.) In particular, this theory
does not consider phase changes for light transmitted through objects or

for light reflected from objects. For the AR-chromium artifacts measured
in transmitted light, the opaque areas have, in fact, a finite transmit-
tance of about two percent. However, the effects of a phase change in

the transmitted light on the image profiles of lines have been considered
to be relatively small for the artifacts measured. It is recognized that
even though there is good agreement between the line-image profiles cal-
culated from theory and those obtained ejcperimentally from the artifact,
the slight differences may be due to the phase changes in the light
transmitted through the AR-chromium.

A type of photomask which has a relatively significant transmittance is a
see-through iron-oxide photomask. An example of a mask-like, iron-oxide
artifact with a visual transmittance of about 50 percent has been de-
scribed in section 4.1. The visual transmittance of the coating varies
depending on the type of material and the manufacturer, but these masks
are all partially transparent. This transparency reduces the difficulty
of registering multiple masks that are used to form successive patterns
on a single wafer. The use of these see-through masks in the IC industry
has increased significantly since the beginning of the current program.
The IC industry has encountered large measurement uncertainties for line-
widths measured on these masks and, therefore, has requested that NBS
consider them in the linewidth-metrology program.

For viewing see-through masks in transmitted light, there is a signifi-
cant change in the phase of light as it passes throu^ the iron oxide.
For viewing these masks in reflected light, there is a phase difference
between the light reflected from the top and bottom surfaces of a step
height on the iron oxide. The wavelength of the incident illumination
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must be narrowly filtered for repeatable and accurate measurements with
reflected light/ as compared with transraitted-light measurements. This
filtering of illumination leads to a relatively low signal-to-noise ratio
for a photometric line-image profile, and therefore, linewidths on see-
through masks should generally be measured in transmitted light.*

Silicon wafers, on the other hand, must be viewed in reflected light.
Measurements of linewidths and oxide windows on a wafer help to establish
how well the circuit geometry has been transferred from the mask to the
processed wafer. The surface of a processed wafer can be relatively com-
plex in comparison with that of a mask; the materials on the wafer sur-
face often have widely varying indices of refraction, and the surface
topography exhibits step heights over a wide dimensional range. For re-
flected light on a wafer, there are phase changes from the reflection at

the air/material interface and from the difference in heights of two

adjacent surface areas.''"

The optical theory is being modified to include phase changes for trans-
mitted and reflected light. Based on the results of this more general
theory, accurate estimates of the line-edge locations for see-through
masks and wafers should be possible. Accurate measurements with an opti-
cal microscope may require modifications to the photometric optical mi-
croscope or alternative approaches. In the interim, an effort is under-
way to make some accurate linewidth measurements on these masks and wa-
fers with the SEM/interferometer system. These measurements can eventu-
ally be compared with those from the optical microscope.

9.2 Submicrometer Linewidth Calibration

The IC industry continues to reduce the size of critical dimensions in
order to increase both the circuit response time and the packing density.
Currently, special devices with linewidths in the 0.5- to 1-ym regime are
being fabricated at the research level. Some IC manufacturers have pro-
duced a few circuits with geometries below 0.5 ym.

One project objective is to calibrate linewidths in the 0.5- to 1-ym re-
gime with an uncertainty of +0.01 ym. The measurement artifacts with
submicrometer lines must meet tighter tolerances on geometry than the
initial artifacts for the 1- to 10-ym regime. Fabrication of the newer
artifacts may require electron-beam or x-ray lithographic techniques and
plasma etching or ion milling. The basic approach for the primary
sxabmicrometer- linewidth calibration is to use an interferometer in an
electron-beam instrument which is manufactured with tighter tolerances
than existing commercial SEMs. (See sec. 5-1.) With improvements, such
as the use of an oil-immersion objective, a vibration-isolation table.

* Additional information is given in reference [55] which was published
prior to the issuance of this report.

+ Additional information is given in reference [55] which was published
prior to the issuance of this report.
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and an improved translation stage, it should be possible to use the pho-
tometric optical microscope for the secondary calibration of these submi-
crometer linewidths.

114



10 . REFERENCES

1. Horne, D. F., Dividing, Ruling and Mask-Making, Chapter 8 (Crane,

Russak and Co., New York, N. Y., 1974).

2. Holyfield, S., Optical Comparators: A Look at Visual Inspection Sys-
tem, Eleatvon. Vaokag . Pvod. 1^, No. 3, 54-51 (March 1976).

3. O'Calla^an, F. G., Automatic Mask Inspection System, Teahniaat 'News

S_, No. 1, 8-10 (Optical Group, Perkin-Elmer Corp., Wilton, Connecti-
cut, July 1976).

4. Kasdan, H. L., and George, N., Linewidth Measurement by Diffraction
Pattern Analysis, Proa. Soa, Photo-Optical Instrumentation Engineers
80 , Developments in Semiconductor Miarolithography, 54-63 (1976).

5. Jerke, J. M., Semiconductor Measurement Technology: Optical and
Dimensional-Measurement Problems with Photomasking in Microelec-
tronics, NBS Special Publication 400-20 (October 1975).

6. Swyt, D. A,, NBS Program in Photomask Linewidth Measurements, Solid
State Technol. Jl_9, No. 4, 55-61 (April 1976).

7. Semiconductor Measurement Technology: Progress Report, October 1 to
December 31, 1974, W. M. Bullis, Ed., NBS Special Publication 400-

17, pp. 36-38 (November 1975).

3. Semiconductor Measurement Technology: Progress Report, January 1 to
June 30, 1975, W. M. Bullis, Ed., NBS Special Publication 400-19,

pp. 34-43 (April 1976).

9. Semiconductor Measurement Technology: Progress Report, January 1 to
June 30, 1976, W. M. Bullis, Ed., NBS Special Publication 400-29,

pp. 48-56 (March 1977).

10. Jerke, J. M., Hartman, A. W. , Nyyssonen, D., Rosberry, F. W. , Swing,
R. E., Swyt, D. \, , and Young, R. D., Accurate Linewidth Measure-
ments at the National Bureau of Standards, Proc. Microelectronics
Seminar INTERFACE '78, Monterey, California, October 3-5, 1976, pp.
51-59 (Eastman Kodak Co., Rochester, New York), publication G-47.

11. Young, R. D., Length Calibrations in the Micrometer and Sub-
Micrometer Range, Annals of the CIRP 25, 245-250 (1977).

12. Considine, P. S., Effects of Coherence on Imaging Systems, J. Opt,

Soc. Am. 56, 100 1-1009 (August 1966).

13. Weinstein, W., Images of Incoherently Illuminated Bright and Opaque
Disks, J. Opt. Soc. Am. 45, 1005-1008 (December 1955).

14. Slater, P. N., Measurement of Submicron Circular Apertures by Scan-
ning Microscopy, J. Opt. Soc. Am. 49, 562-567 (June 1959).

115



15. Osterberg, H., and Smith, L. W. , Diffraction Theory for Images of

Disk-Shaped Particles with Kohler Illumination, J. Opt, Soa. Am. 50 ,

362-369 (April 1960).

- 16. Smith, L. W., Diffraction Images of Disk-Shaped Particles Computed
for Full Kohler Illumination, J. Opt. Soa. Am. 5£, 369-374 (April
1960)

.

17. De, M., and Som, S. C, Diffraction Images of Circular Openings with
Partially Coherent Illumination, Opt. Adta 9, 17-31 (January 1962).

18. Welford, W. T. , Length Measurements at the Optical Resolution Limit
by Scanning Microcopy, Optics in Metrology^ P. Mollet, Ed., pp.
85-90 (Pergamon Press Inc., Elmsford, N.Y., 1960).

19. Barakat, R. , Partially Coherent Imagery in the Presence of Aberra-
tions, Opt. Acta. r7, 337-347 (May 1970).

20. Martin, L. C, The Theory of the Miarosoope, pp. 422-428 (Blackie
and Son, Ltd., London, 1966).

21. Grimes, D. N., Imaging of Tri-Bar Targets and the Theoretical Reso-
lution Limit in Partially Coherent Illumination, J. Opt. Soo. Am.

61, 870-876 (July 1971).

22. Rowe, S. H. , Light Distribution in the Defocussed Image of a

Coherently Illuminated Edge, J. Opt. Soa. Am. 5£, 711-714 (June
1969)

.

23. Hopkins, H. H., Applications of Coherence Theory in Microscopy and
Interferometry, J. Opt. Soa. Am. 47, 508-526 (June 1957).

24. Kinzly, R. E. , Partially Coherent Imaging in Microdensitometer, J.

Opt. Soa. Am. 62, 386-394 (March 1972).

25. Charraan, W. N., Diffraction Images of Circular Objects in High-
Resolution Microscopy, J. Opt. Soa. Am. 415-419 (April 1963).

26. Richards, B., and Wolf, E. , Electromagnetic Diffraction in Optical
Systems II, Structure of the Image Field in an Aplanatic System,
Proa. Roy. Soa. A253, 358-379 (December 1959).

27. Goodman, J. w., Intvoduation to Fourier Optias, p. 127 (McGraw-Hill
Book Co., N.Y., 1968).

28. Reference [18], pp. 322-323.

29. Born, M., and Wolf , E. , Prinaiples of Optias, Fifth edition, pp.
522-526 (Pergamon Press Inc., Elmsford, N.Y., 1975).

30. Swing, R. E. , Conditions for Microdensitometer Linearity, J. Opt.
Soa. Am. 62, 199-207 (February 1972).

116



31. Swing, R. R. , The Case for the Pupil Function, Pros. Soc. Photo-
Optiaat Instrumentation Engineers 46, Image Assessment and Specifi-

cation, 104-113 (1974).

32. Swing, R. E. , The Theoretical Basis of a New Optical Method for the
Accurate Measurement of Small Line-Widths, Proa. Soe. Photo-Optisal
Instrumentation Engineers 80, Developments in Semiaonduotor Miaro-
lithography , 65-77 (1976).

33. The International System of Units (SI), C. H. Page and P. Vigourex,
Eds., NBS Special Publication 333, 1972 Edition, 45 pages (April
1972).

34. Swyt, D. A., Design of a Pattern on a Photoraask-Like Physical Stan-
dard for Evaluation and Calibration of Linewidth-Measuring Systems,
Solid-state Teehnol, 2\, 35-42 (January 1978).

35. Nyyssonen, D., Optical Linewidth Measurements on Silicon and
Iron-Oxide Photomasks, Pvoe. Soe, Photo-Optisal Instrumentation
Engineers 100 , Developments in Semiaonduetor Miarolithography II,

127-134 (1977).

36. Scire, F. E. , and Teague, E. C, Piezodriven 50-ym Range Stage with
Subnanometer Resolution, ReV. Sai. Instrum. 49, 1735-1740 (December
1978)

.

37. Oatley, C. w. , The Scanning Electron Microscope. Part 1 - The In-
strument, pp. 156-161 (Cambridge University Press, London, 1972).

38. Young, R. D., Surface Microtopography, Phys. Today 25, No. 11, 42-49
(November 1971).

39. Bennett, S. J., A Double-Passed Michelson Interferometer, Opt. Com-
mun. 4, No, 6, 428-430 (February/March 1972),

40. Reference [29], pp, 395-398,

41. Nyyssonen, D., Linewidth Measurement with an Optical Microscope:
Effect of Operating Conditions on the Image Profile, Appl. Opt. 16 ,

2223-2230 (August 1977).

42. Layer, H, P., High-Resolution Stepping Motor Drive, ReV. Sci. In-
strum. 47, No. 4, 480-483 (April 1976).

43. Briers, J. D., Interferometric Testing of Optical Systems and Com-
ponents: A Review, Opt. Laser Teehnol. 4, 28-41 (February 1972).

44. Nyyssonen, D., and Jerke, J. M. , Lens Testing with a Simple Wave-
front Shearing Interferometer, Appl. Opt. V2, No. 9, 2061-2070 (Sep-
tember 1973).

117



45. Cook, H. D., and Marzetta, L. A., An Automatic Fringe-Counting In-
terferometer for Use in the Calibration of Line Scales, J . Res, 'Rat.

But, Stand, (U,S,) 65C, No. 2, 129-139 (1961).

46. Mandel, J., Repeatability and Reproducibility, Matev, Res. Stand,
11 , No. 8, 8-15, 52 (August 1971).

47. Swyt, D. A., and Rosberry, F. W. , A Comparison of Some Optical Mi-
croscope Measurenments of Photomask Linewidths, Solid State Teehnot.
20, 70-75 (August 1977).

48. Jerke, J. M., Hartraan, A. W. , Nyyssonen, D., Swing, R. E. , Young, R.

D., and Keery, W. J., Comparison of Linewidth Measurements on an
SEM/Interferometer System and an Optical Linewidth Measuring Micro-
scope, Pros. Sos. Photo-Optical Instrumentation Engineers 100 , De-

' velopments in Semioonduetor Miarolithography, 37-45 (1977).

49. Catalog of NBS Standard References Materials, R. w. Seward, Ed.,
NBS Special Publication 260, 1979-80 Edition, 102 pages (April
1979)

.

50. Calibration and Related Measurement Services of the Rational Bureau
of Standards, NBS Special Publication 250, 1978 Edition (April
1978)

.

51. Cameron, J. M., Measurement Assurance, J, Qual, Technol. 8, No. 1,

53-55 (January 1976).

52. Pontius, P. E. , Measurement Assurance Program - A Case Study:
Length Measurements. Part 1. Long Gage Blocks ( 5 in to 20 in), Nat.
Bur. Stand. (U.S.), Monogr. 149, 75 pages (November 1975).

53. Swyt, D. A., Rosberry, F. W. , and Nyyssonen, D., Calibration of Op-
tical Microscopes for Photomask Linewidth Measurements, Proc, Micro-
electronics Seminar INTERFACE '77, pp. 131-144 (Eastman Kodak Co.,
Rochester, N.Y., 1978).

54. Swyt, D. A., Rosberry, F. W. , and Nyyssonen, D., Photomask Linewidth
Measurement, Circuits Manufacturing _18, 20-26 (September 1978).

55. Nyyssonen, D., Optical Linewidth Measurements on Silicon and Iron-
Oxide Photomasks, Proc, Soc. Photo-Optical Instrumentation Engineers
100 , Developments in Semiconductor Microlithography II, 127-134
(1977).

56. Nyyssonen, D., Optical Linewidth Measurements on Wafers, Proc. Soc,
Photo-Optical Instrumentation Engineers 135 , Developments in Semi-
conductor Microlithography III, 115-119 (1978).

118



APPENDIX A
Reprinted from Vol. 80—Semiconductor Microlithography

THE THEORETICAL BASIS OP A NEW OPTICAL METHOD FOR
THE ACCURATE MEASUREMENT OP SMALL LINE-WIDTHS*

Richard E. Swing
National Bureau of Standards

Washington, D. C. 2023'<

Abstract

As part of the effort conducted at NBS to solve some of the fundamental problems asso-
ciated with width measurement of very small (1-5-Mm) lines and spaces, the performance of
an optical microscope with coherent Illumination Is investigated. Prom these studies, the
theoretical basis for a new method of accurate width measurements is developed and ex-
plored. The new method, in effect, produces an optical transformation in which the image
no longer resembles the original line but in which the location of the line-edges is
marked by two narrow, dark lines within a bright surround. The correct line-width is
then given by the distance between these two lines, a measurement that eliminates the
orientation problems normally associated with filar eyepieces and sidesteps the coherence
problem that affects shearing eyepieces. Suggestions are made about implementing the
technique. Available microscope objectives are not suitable for such a system, and a re-
design Is recommended.

Introduction

Problem of Line-Width Measurement

An outstanding unsolved dimensional measurement problem is the accurate measurement of
small (1-5-Mni) line and space widths. Current methods employ the optical microscope,
generally at the limit of its resolution. Since the Illumination of these lines cannot be
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*Contfibution of the National Bureau of Standards. Not subject to copyright. The program
is part of a larger Program on the Advancement of Reliability, Processing, and Autom.atlon
for Integrated Circuits sponsored by the Advance Research Projects Agency through the NBS
Electronic Technology Division with funding provided jointly by NBS and ARPA (Order No.
2397).
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optlcs(l'2,3).

The most commonly-used measurement apparatus utilized with the microscope are the filar
and shearing eyepieces. The latter requires Incoherent illumination for an accurate
judgement of shear^^) whereas the former involves two judgments of hairline position, one
of which is the inverse of the other; i.e., the measuring reticle moves from the left-hand
to the right-hand edge (or viae versa) and does not "see" the same thing on both sides.
Measurements of the same line with these two eyepieces are rarely in agreement (5) and it
is common practice for an institution to accept the inherent inaccuracy of one to the ex-
clusion of the other, in the interests of in-house reproducibility.

Line-edge location, even assuming a perfect rectangular cross-section imaged by a dif-
fraction-limited system is difficult to specify without knowledge of the illumination par-
tial coherence. For incoherent illumination with the object well-resolved by the optics,
the half-power point corresponds to the edge-position; with coherent Illumination and the
same resolution conditions, the edges are found at the quarter-power point. For inter-
mediate states of partial coherence and/or marginally-resolved lines the correct measure-
ment locus falls somewhere between. Unless the state of partial coherence is correctly
known, the line-edge locations cannot be stated without a large uncertainty ( 6 , 7 ) . Non-
rectangularity and non-symmetry of the line cross-section compounds this problem.

In seeking a solution, to this measurement problem, some needs predominate. We need to
provide a means to image this line so that the edges are sufficiently defined (in the
optical sense) for measurement of its width. Since the filar and shearing eyepieces are
accurate measurement devices, we would like to retain their use, but must eliminate the
problem of orientation of hairline placement with the former and the image ambiguity of
the latter when used in partially coherent Illumination.

At the same time, we would like to tamper as little as possible with the basic micro-
scope system, since it is a familar instrument, its operation is comparatively simple and
it exists in large numbers in industry (and would be expensive to replace or extensively
modify). Further, we would like to minimize or compensate systematic errors introduced by
any new configuration, make the system independent of the partial coherence of the il-
lumination and retain the real-time measurement aspects of present systems.

These goals severely restrict the domain of investigation, but serve to delineate the
necessary approaches. A more detailed discussion of the line-width measurement problem
as it applies to the microelectronics industry, as well as the program undertaken at NBS
to solve it, is given by Swyt^5).

An Approach Through Coherent Illumination

The employment of systems using coherent illumination is well-summarized in Ref. 7.
Generally, they exhibit non-linear response because of the sharp frequency cutoff at the
lens aperture; this is manifested by "ringing" at points in the image corresponding to
sharp edges of the object, a fine example of which is shown in Ref. 6, Fig. 2. Such an
image is a poor source for accurate measurements because of this. For measurements on an
image that resembles the object, the illumination ought properly to be Incoherent.

However, one of the properties of coherent optical systems is the capability for spa-
tial filtering. This allows the user to modify the frequency content of the image so that
certain aspects of the image can be enhanced, suppressed or even drastically changed.
Thus, with suitable filtering, it might be possible to concentrate on the measurement as-
pects of lines and spaces while disregarding the linearity of their image formation.

Such techniques are certainly not new. Investigators in Prance in the 1950 's and
i960 ' s

(

° J 9 J 10 ) applied the technique to a wide class of problems. O'Neill followed their
work in this country and was especially successful in filtering periodic signals from
noisy backgrounds ( ^ . The technique proposed in this paper is similar to one reported
by O'Neill for raising the contrast of an image. In applying filtering methods to an
optical system suggested by Suzuki, et a Mueller stored and retrieved multiple images
on the same photographic plate(13). Subsequently, he was able to recreate color Imagery,
with essentially the same optical system, from black-and-white, single-exposure photo-
graphyd'*). Recently, Considlne varied the partial coherence of the Illumination to ex-
ploit the information inherent in the relief Image of the photographic emuls ion ( 15 )

.

Thus, the use of spatial filtering with coherent illumination appears to be adaptable to
a wide variety of problems, and the technique to be presented in this paper widens the
field further.

The Proposed Measurement Technique

The detailed analysis of the technique will follow shortly, but will be summarized here
to outline the major considerations. The microscope will employ a single-lens coherent
system (discussed and analyzed in Appendix A). Pig. 1 illustrates this. An opaque line
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In a clear background (for Illustration) Is the object (A). When it is illuminated coher-
ently, its spectrum Is imaged in a plane one focal length behind the lens (C). An opaque
obstacle inserted in the plane prevents a selected portion of the spectrum from passing
through the system to form the .image at the conjugate distance, Z2, in the plane (D)

.

When the obstacle is the correct size, the image that is produced consists (essentially)
of two very thin, dark lines that correspond to the location of the two line-edges. Fig. 1

shows this pair, spaced to exhibit the system magnification. Measurement of the distance
between these two lines by either filar or shearing eyepieces determines the line-width'.
This measurement eliminates the orientation problem associated with the filar eyepiece and
sidesteps the coherence problem that affects the shearing eyepiece.

While this is essentially a theoretical investigation, the ideas developed will be
applied to a suggested implementation of the ideas and conclusions. Some of the practical
problems that will be encountered will be discussed, and some areas for further investi-
gation will be outlined.

Analysis

General Considerations

In a microscope, the objective lens forms a real image at a fixed distance from its
rear mounting shoulder. This distance is called the "tube length," and has been standard-
ized at 160 mm (more or less). An ocular is added to form a virtual image at an apparent
magnification given by the product of the separate magnifications of both elements. These
two are designed to be used together, but in an elementary sense the ocular adds only mag-
nification to the system; the significant imagery is carried out by the objective. We
will therefore eliminate the ocular from subsequent consideration, and reduce the optical
system under investigation to an objective lens working at finite conjugates.

The system will be analyzed as a single-lens coherent system (see Appendix A), employing
coherent Illumination at a wavelength X. We will assume paraxial and sagittal approxi-
mationsdo), and the Impulse response will be taken to be constant over the region of
interest (assumption of stationarlty ^17)

) , The analysis will be scalar. While the perfor-
mance of microscope objectives at high numerical apertures cannot be rigorously so char-
acterized, the simplification it provides will permit a clear look at the underlying
physics. The analysis will be one-dimensional, and unless otherwise noted, all integrals
are to be evaluated between Infinite limits.

The optical system to be studied is sketched in Pig. 1. The lens Is assumed to be thin,
diffraction-limited and in correct focus, with object and image distances related by the
thin-lens equation^ 1^ ) . Z]_ and Z2 are object and image distances, respectively. We will
calculate the effect on the image at 2.2 of the opaque obstacle placed in the system at a
distance, f, from the lens, in image space.

In Appendix A, it is shown that the Fourier transform of the object field is located a
distance, f, in the rear of the lens. This is the complex object spectrum and its cal-
culation is the first step in the anlysls of system performance. We will used a line in
two manifestations as the object: 1) a clear line on a dark background, and 2) a dark
line on a clear background. The cross-section will be rectangular, the width uniformly
2a. It will be placed in a aperture 2ug units wide. Details of these objects are shown
in Fig. 2.

The complex image spectrum, fj^(a)5 for the lines of Pig. 2 is given by the Fourier
transform of the object field. After integration, application of limits and normalization,
we will have ^ _

fjC") = ^Tj^ slnc(23t<Tn^) + (^T^ "VT^) sinc(2n<ra) , Q)
for the clear line, dark background, and

f^Ca) = ^2 slnc(2n<rn^) - (.^^ -^^) slnc(2K <r a)
, (2)

for the dark line, clear background, where sln(x)/(x) is defined as sinc(x), and the re-
maining symbols are defined in Pig. 2.

The Spatial Filter

The physical makeup of the microscope in the o-plane determines the frequency content
of the image. The outer aperture of the system determines the spatial frequency limit of
this plane; the origin of the o-plane is equivalent to optical "dc" and spatial frequency
increases outward to the aperture limit, linearly. A clear aperture therefore acts as a
low-pass filter, passing without attenuation all frequencies below its upper cutoff, but
truncating all those above.

Let us specify a filter known as "band-pass." This has the normal lens cutoff at the
upper limit, but will also have a lower cutoff centered about the origin. It is accom-
plished by inserting an opaque abstacle of width 2a-|_ in the center of the a-plane. A

121



sketch of the transmittance of such a filter Is shown In Fig. 3- For the present, we as-
sume this filter Is centered perfectly in the o-coordlnate system.

The Filtered Image

The filtered image field is given by the
Fourier transform of the product of the
image spectrum (either Eq. (1) or (2)) and
the spatial filter of Fig. 3. We will
first treat the clear line on a dark back-
ground, so that

f(x)

Jo,

) exp(-2iti a x/m) dir

f^(ff) exp(-2iti tr x/m) do-

sinc(2rt<,n^) exp(-2jti<7 x/m) d

-"2

+ (Vt

T

--I 0

Fig, 3. Sketch of the transmittance of the
spatial filter to be located in the plane
one focal length to the rear of the lens,
in image space. Upper and lower cutoff
frequencies are 02 and a^, respectively;
units are cycles/mm.

\/t^) ysinc(2ir<r a) exp(-2si <t x/m) d«r

- / sinc(2«<rn^) exp (-2nl „ x/m) d»

(Vt^ -Vt^) / sinc(2n<Ta) exp(-2jri a x/m) d<r
,

(3)

where the transform kernels are specified in Appendix A, and m is the magnification.
After a lengthly evaluation and normalization, it can be shown that the observable image
luminance (given by the squared modulus of Eq . (3)) is(19)

I(x) = |f(x)j2

=
[ V^l

j

S. [2« + x/mt.^)] + 2«^^„2(1 -
^/"^s^^l

+ (v/t^ -Vt^)
j

S^[ l%ao^(^\ + x/ma)] + [2rta<T2(l - x/ma)J
|

- (\rT2 -VTi^
j

[2«acr^(l + x/ma)] + 2Ka<7^(l - x/ma)]
j

1\
If we normalize the distribution to the object-edge, so that

C = x/ma, (5)

and restrict the domain of the equation to the vicinity of the line-image (by eliminating
terms that describe the imaging of the object aperture), we will have the observable,
filtered line image ,

Ui) = (1/«^)(Vt2 -^P^ jsj. [27ta<r2(| + 1)] - Sj2naa2(l-1)]

(6)
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When we consider a clear line in an opaque background, 1-^ = 0 and T2 = 1. The filtered
image for those transmlttance conditions, and the one we will subsequently study in this
analysis, is then given by Eq . (7) for the cited transmittances

:

KO = (1/ n^)

I

S. [ asaa^CI + D] - S^[2rtaa^(^ - 1)]

[2jta<7^(| + D] + S.
[
2rtaa^(^ - D]

(7)

If we follow the same form of analysis for the second line-type, we can show that for
the image of the dark line on the clear background.

K

- [2na<T2(| + 1)1 + 2naa^(^ -

+ [2rtaa^(^ + D] - S^[ 2jta<r^(| - D]

(8)

and when we let Tt = 0 and = 1, as before, and require the object aperture to be large
enough so that S^t2iTpga]_) passes to Its limiting value of Tr/2, Eq . (8) will reduce to Eq

.

(7), exactly. We thus have the important result that when we use an oaaluding band-pass
filter, the images of clear and opaque small lines are identical. This result is very
useful since we need only consider one filtered line-image for both cases, and engineering
applications of this technique need not differentiate between the two.

Line-Edge Location: The Optimum Filter

Let us now investigate one of the properties of the image in Eq . (7). Since we have
normalized the image in terms of the line-edges, the value of image luminance there will
be given by 1(5) for C = + 1. Thus, at the right-hand line-edge (where 5 is positive).

1(1) = (1//) [s^(4na<r2) - S.(4ita<7pJ
(9)

If we now demand that the luminance drop to a value of zero at the exact location of the
line-edge, it is clearly necessary that

S.CAjtao-^) S^(4na<rj^) (10)

The obvious approach of taking the Inverse of both sides of the equation and solving for
a]_ leads to an Invalid result (upper and lower cutoffs are equal). Since the Inverse Sine
Integral is multiple-valued, we must specify the region of tabulation that must be used so
that the solution of Eq. (10) gives a meaningful result. Prom physical considerations,
the less energy occluded, the more there will be available for observation in the Image.
Thus, to obtain the smallest we will stipulate that the lowest possible value of the
Inverse Sine Integral must be taken (i.e., values between 0 and n ) , and denote this by a
small superscripted zero on the inverse symbol. Thus,

1/ [(2«)(2a)]
j
°S.-1

I

S.[ (2«)(2aa2)]| .

(11)

and we have defined
off frequency (ap).
it relates a, and a

the lower cutoff value in terms of the line-width (2a) and upper cut-
Thls pairing of upper and lower cutoffs is the optimum filter, since

J
for a specific line width, 2a.

To examine imagery with this system and illustrate the filtering effects, we can calcu-
late representative examples. Table I lists three microscope objectives and their para-
meters and equivalent frequency values. Table II lists the optimum filters for several
lenses and line-widths of Interest. The lower cutoff is determined from Eq . (11), while
the upper cutoff value is determined from

02 (NA)/X, (12)

Figures ^, 5which is the diffraction-limit as defined by the numerical aperture (NA)
and 6 contain plots of Images calculated for 5, 2 and 1-ym lines, respectively, with dif-
ferent numerical apertures. These figures show A) the line object, B) the line Imaged
with coherent illumination at full aperture and C) the line-image after optimum-filtering.
Comparison of the plots in each figure clearly shows that while the coherent Image is an
extremely poor representation of the original line, the filtered version converts the es-
sential width information into two dark lines in a bright surround; measurement of the
distance between them is essentially identical to the measurement of periodicity, and this
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TABLE I: Some Microscope Objective Parameters
(X = 500 nm.) TABLE II: Optimum Filter Parameters (\ = 500 ran.)

Nvmerlcal Typical Focal i

Aperture Length (tnm) (cycles /mm)

.50 8 1000

.65 4 1300

.95 4 1900

Values of ff, Ccycles/mm)

Numerical
Ape rture

'z
I /'v^lo<j/mm I

Lin

1

e -Widths (

2

jm)

5

.50 1000 262.2 141.2 59.3

.65 1300 314.5 162.1 63.0

.95 1900 287.1 151.5 62.4

Is an established art. The orientation problem of filar eyepieces no longer Is present,

The sequence of Figures 6, 7 and 8 show three lines (1, 2 and 5-pm) with the same nu-
merical aperture, for the appropriate optimum filters. The improvement in measurement
with use of the filtered image is clear for all three cases

.

Measurement with Non-Optimum Filters

Since line-width and cutoff frequencies always occur as multiples, the optimum filter
is always determined by the line-width it is desired to measure. Since, in a real situa-
tion, we will not know the exact line-width, a priori, we will generally be observing an
image modified by a non-optimum filter. We therefore must devise a means for compensating
errors produced in measuring such images.

We can show (by calculation of the distribution of Eq. (7)) that when a line is imaged
with a filter optimum for a different width, two zeroes do, in fact, occur. If the mea-
surement is made between two zero positions, the result will be in error by a small amount,
since the zeroes have shifted from their nominal positions at + 1(1).

When we hold everything else fixed and allow the line-width to change by an amount 26,
we will have for the image luminance

I(n = (l/rt^)
j

[itT^Caa + 2S)(| + 1)] - S^[3t»2(2a + 28)(|- 1)] (13)

- S^|^n<7^(2a + 28)(4 + 1)] + «aj^(2a + 28) ( | - 1)

When we now observe the distribution, we will find that the line-edge zeroes occur at
+ Thus when the new zero locations are determined for a given set of upper and lower
cutoff values (optimum for 2a), we can ask for the value of (2a + 26) that makes KEq) S°
to zero, and then solve the equation

[rta2(2a + 28)(|^ + l)j - S^^ria^ila + 2Z) -
1)^

- [^5t<Tj^(2a + 28)(J^ + l)j +
S^l^

rtcr^(2a + 28)(f^ - l)j = 0 (14)

for 26. Thus we can determine the correction to the nominal line-width, 2a, since 5q, a-^

and 02 are experimentally measured. Since we know this equation describes the variation
of the image field about the zeroes, it should undergo a sign change in the region of
interest, and the solution can easily be Implemented through digital computation.

Analytical Experiments

Non-Optimum Filters

To assess the ability to correct routine measurements with non-optimum filters, we will
carry out "measurements" on two sets of lines. One will be in the 5-pm width range (and
is therefore well-resolved by the optics), while the other will center about 2-m (and
therefore be marginally resolved). If we consider a set of filters that deviate from the
nominal value by -20%, -5%, +10f. and +20%, we will require four filters optimum for 4.0,
4.75, 5.5 and 6.0-um for the 5-pm range, and 1.6, 1.8, 2.1 and 2.4-ijm for the 2-ym range.
The two sets of optimum filters are listed in Tables III and IV for the optics of Table I.
The lower cutoff frequencies are specified to three decimal places. This is well beyond
any normal fabrication capability, but will enable us to eliminate errors due to compu-
tational roundoffs. No other errors are assumed in the "measurement" process..
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X (MICROMETERS)

Pig. 4. Calculated images of a 5-um clear
line in an opaque background for coherent
illumination at 500 nm, using a 0.50 numer-
ical aperture lens; A: object line; B;

image without filtering; C: (optimum)
filtered image (See Table II).

X (MICROMETERS)

Fig. 6. Calculated images of a 1-ura clear
line in an opaque background for coherent
illumination at 500 nm, using a 0.95 numer-
ical aperture lens; A: object line; B:
image without filtering; C: (optimum)
filtered image (See Table II).

For each of these filter ranges we will
choose three line-widths , none of them
paired with the filters already selected:
^1.6, 5-0 and 5.75-ym for use with Table III
and 1.7, 2.0, and 2.3-ym for use with
Table IV. Because we know these dimensions
in advance, we will be able to calculate
relative errors.

The general technique for the experi-
ment is as follows:

1) Determine the image distribution in
the vicinity of the line-edge zero
for each filter, with each line
(within the two sets);

2) Determine the position of the line-
edge zero; calculate the relative
error of the uncorrected line-width
based on the measurement;

3) Determine the corrected line-width
(by solving Eq. (l4)) and calculate

-2-1012
X (MICROMETERS)

Fig. 5- Calculated images of a 2-ym clear
line in an opaque background for coherent
illumination at 500 nm, using a 0.65 numer-
ical aperture lens; A: object line; B:
image without filtering; C: (optimum)
filtered image (See Table II).

X (MICROMETERS)

Pig. 7. Calculated images of a 2—ym clear
line in an opaque background for coherent
illumination at 500 nm, using a 0.95 numer-
ical aperture lens; A: object line; B:
image without filtering; C: (optimum)
filtered image (See Table II).

3
_l ,8 -

LlJ

X (MICROMETERS)

Fig. 8. Calculated images of a 5—ym clear
line in an opaque background for coherent
illumination at 500 nm, using a 0.95 numer-
ical aperture lens; A: object line; B:
image without filtering; C: (optimum)
filtered image (See Table II).
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the relative error of the result.

For the tests, we will also vary numerical aperture, using 0.50, 0.65 and 0.95, three of
the most commonly-employed microscope objectives. 72 separate sets of calculations are
required and are best presented in tabular form. Tables V and VI are two such summaries,
and show values of "measured" width accompanied by the relative error (in percent) in
parentheses. Rather than exhibit the remainder of the tables, we will summarize the es-
sential results briefly.

TABLE III: Optimum Filters for Four Llne-Uldths (X = 500 nm.)

Values of o (cycles/mm)

Nuine ri ca 1

Aperture (cycles/mm)

Line -Widths (^un)

4.75 5.50 6.00

TABLE IV: Optimum Filters for Four Line-Widths (X = 500 nm.)

Values of 9 (cycles/mm)

Numerical
Aperture (cycles /mm) 1.60

Line-Widths (tim)

1.80 2.10 2.40

1) For all lines and filters, the zeroes can be quickly established and the widths
measured. The largest errors are found when the test line-widths are smallest and the
optimum filter widths are largest; e.g., the 4.6-ym line with the 6.0-ym optimum filter.
The opposite case, when the test lines are largest and the filter-widths the smallest,
does not produce nearly as large an error. The size of these relative errors is generally
a function of numerical aperture, and tends to diminish with increasing numerical aperture.
The magnitudes of these errors vary, being smallest (less than 1%) when within 10% of the
nominal value for the range, and growing to about 6%, in some instances, when calculated
at the +20% limit. It is clear that the closer the filter-width is to the test line-width
the less the relative error, considering those "measurements" that are not corrected by
application of Eq . (l4).

2) The corrected measurements appear to be independent of numerical aperture. The
ability to apply corrections through Eq . (l4) is generally very good, and the error for
those "measurements" that could be corrected is vanishingly small (0.01% or less). In
a few Instances, no sign change in the domain of calculation is observed for Eq . (I'J).

This seems to stem from a disparity in the arguments in the region of the zero-crossing,
so that the point of interest has either not been reached or has been passed by, or be-
cause the function is tangent to the axis. In other _ instances , unreasonable a priori
knowledge of the test line-width is necessary to make the judgment of the correct zero
from several in the region of calculation. These difficulties most often arise for the
smallest line-widths and the lower numerical apertures, and it may result from the mar- .

glnal resultlon of the lines in question. In a practical microscope system, the micro- '

scopist would change his filter and try to remove the ambiguity.

3) In all cases where the optimum filter is paired with its corresponding line, an un-
ambiguous determination of line-width is always possible. But this is impossible to im-
plement with fixed filter sets in a real system. However, if continuously-adjustable
filters were used, we could approximate the optimum filter for each test line. It should
be noted that the calculated images of Pigs . 4 through 8 show nearly equal luminance peaks
on either side of the zeroes with the optimum filter. If the mlcroscopist were to adjust

to produce approximate equality in those peaks (which he would estimate visually),
his subsequent measurements would be very near the proper value; they could be further
refined by application of the correction algorithm.

Filter Misalignment

We assumed throughout the preceding developments that the filters were accurately made
and perfectly located. We will continue to specify the fabrication accuracy but will now
look quickly at misalignment. Appendix B develops the necessary relation, calculating :

the image for a displacement of upper and lower cutoff frequencies by A and e, respectively.!
Because the shift in the cutoff values results in unequal portions of negative and posi-

'

tive sides of the spectrum passing through to the image, the zero at the line-edge loca-
tion now becomes a minimum; i.e., there is a constant (non-zero) illuminance in the image
that lowers contrast. The line-edge location remains unchanged; its determination and
correction become more difficult.
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red Llne-Wldtha for a 0.65 HA Objective (X - 500 r

(iiro) and ?. Relatl

TABLE VI: (Ar^LytlcolIy) KcABurcd Llne-Uldchs for a O.SO KA ObJccClv* (X - 500 nn.)

Oprlmum Filter Llna-Wldtha (um)

Teat Line

Width (um) 1.60 1,80 2.10 2.40

1.70 C

u 1.697 C-0.20) 1.700 (-0.03)

1.700 (-0.01)

1.7i* (+2.82)

1.700 (-0.01)

1.796 (+5,7i,)

2.00 c 2.000 (+0.00)

1.979 (-1.04)

2.000 (+0,00)

1.9S2 (-0.92)

2.000 (40.00)

2,022 (+1.08)

2.000 (+0.00)

2.066 (+3.30)

2.30 c

2.2Zi (-3.29) 2.226 (-3.21)

*2.300 (-0.00)

2.262 (-1,64)

2.300 (+O.00)

2.307 (+O.30)

ttcduse of rapid varlac:

ir general ambiguity of

alue vichcuc absolute i

I o£ sign, broad regions of tangency along the (

icuB, It Is not poaalble to detennlno the corre(

irlort knowledge of the true llne-uldch.

,
fore-knovledge of a tough

C - Corrected; U - Uncori

Test Line
Width (iin) i;.oo

red Llruj-HldthB

Optljiwin Filter I

4.75

m) and 7, Etelatlve

Ine-Uldcha fural

5.50

Error

6.00

^..60 C

u

4.600 (-0,00)

4,581 (-0.42

4.600 (-0.00)

4.619 (+O.40)

4,600 (40.00)

4,655 (4-1.19)

4,600 (-0.00)

4,701 (+2.19)

5.00 c

u

*5.000 (+0.01)

4.936 (-1.25)

5.000 (-0.01)

4.974 (-0.53)

5,000 (+0.00)

5.010 (40,19)

5,000 (-0.01)

5.057 (+1,14)

5.75 c

u

5,750 (40.00)

5.671 (-1.37)

5.750 (+O.00)

5.698 (-0.91)

5.750 (-0.00)

5.728 (-0.38)

5.750 (-0.00)

5.772 (+0.38)

Decensinaclon oC correction required InterprecaClon of calculation by the

observer that Implies Core-knowledge of a rough estimate of llne-vldch.

Type of measurement: C - Corrected; U - Uncorrected.

As In the preceding experiment, a large number of calculations are carried out, the
results of which will be summarized here.

1) It Is felt that when ordinary alignment tolerances are met In adjusting such a
system, the error produced will be virtually negligible. When a test line Is Imaged with
Its optimum filter, a misalignment of the lower cutoff by 20% of the value of a]_ results
In a relative error In llne-wldth of 0.5%. A 5% misalignment results In errors typically
0.03% or less.

2) The misalignment of the lower cutoff has larger effect on the Image (an order of
magnitude) than does misalignment of the upper cutoff. The errors due to each add alge-
braically, so that it is possible to eliminate small errors by stopping the system down
(the procedure Is not recommended).

Discussion

During the course of this study, a number of microscope objectives were examined to see
if the technique of this paper could be demonstrated. It was found that for numerical
apertures above approximately 0.3, the plane of the object spectrum fell inside the last
glass surface, and was therefore inaccessible for filtering. The design of such systems
is not so rigid the the repositioning of this plane cannot be accommodated. However, until
such lenses are made available, the present technique cannot be Implemented. Use of re-
flecting objectives ( 20 ) or catadloptric systems might also be feasible, but none were
studied in this program.

Line shapes for this analysis had a rectangular profile, and possessed symmetry about
the centerllne. Not very many lines in practice have such a perfect profile, and the
modeling of lines to accommodate these variations in their description is necessary before
we can extend the results of this paper to the prediction of measurement accuracy on real
lines and spaces. It is an area for further study and can best be carried out by analyz-
ing profiles of current lines and edges in terms of the physical processes that formed
them. Hopefully (and preferably through first principles) we can obtain a line-model that
will not only serve our analytical purposes but also assist in understanding the physics
of the problem.

The analysis indicates that fixed spatial filters are not desirable, not only because
of the larger number required, but also because their alignment becomes a problem. Of the
various possibilities, one configuration that appears to have a good chance for success is
the diversion of the light path in image space by a front-surface mirror split in the
center to form a slit whose width is adjustable. Thus, the lower cutoff is the edge of
the slit that allows the light to pass out of the system instead of occluding it. A
sketch of such a system is shown in Fig. 9. It would work as follows: the system would
be focused on the line with the slit closed. The slit would then be slowly opened, until
a pattern such as those typified in Figs. 4 through 8 was obtained. Final adjustments to
the width would be made with a piezo-electrlc micrometer. Calibration of the slit adjust-
ments would provide a precise and accurate determination of filter width (2a-|_). The pat-
tern width (dark-line to dark-line) would then be measured with a shearing or filar eye-
piece, to which the correction algorithm of Eq. (l4) would then be applied. This ap-
proach appears to be feasible; many microscope systems use reflecting surfaces to bend
the light path for viewing convenience, so the configuration Is not unusual. Since non-
uniformly opening slit jaws can be compensated through calibration, imperfect jaw motions
need not be a bar to application.

The large number of reflecting surfaces in microscope systems precludes the use of il-
lumination with a large temporal coherence. The resulting interference patterns would
seriously affect image clarity. Further, because the size of the intended objects is so
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small, lateral coherence intervals need not be extremely large. Both of these consider-
ations appear^to rule out the laser as a source. The mercury arc, filtered for
the 5^161 A line will provide sufficient lateral coherence and virtually no temporal
coherence, and would seem to be ideal because the green wavelength is near the peak of
the eye response and would be reasonably comfortable for
viewing. On the other hand, since radiance falls-off as the square of the magnification,
and because the central portion of the spectrum where most of the image energy is
located is occluded in the filtering process, high illumination power is required. Some
testing to choose among the available light sources is clearly indicated.

A great many simplifications have been introduced in the analysis. The simple scalar
theory employed is sufficient to illustrate the technique and develop the basic concepts,
but at the high numerical apertures that must eventually be used in a practical system, a
more rigorous analysis is recommended. In addition the assumption of diffraction-limited
optics ignored the spherical aberration, flare light and the difficulty of focusing in
coherent illumination that are commonly present with such systems . Flare light alone is
sufficient to significantly reduce the contrast of the imagery of the zero-crossings at
the line-edges. Those interested in extending and developing this technique will have to
take these practical aspects of the microscope into account.

Conclusions

The study of measurement of small line and space widths by spatial filtering in a
microscope system employing coherent illumination shows that such a methods is feasible
in principle, although experimental verification is not immediately possible. The major
constraint at present is that suitable microscope objectives of high enough numerical
aperture are not available. Development of the technique must await the design and
fabrication of such objectives.
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Appendix A: Single-Lens Coherent Optical System

The single-lens coherent system discussed
by Goodman^^-'-) will form the basis for anal-
ysis, since It can be Incorporated Into a
microscope system. A general single-lens
system Is sketched In Fig. (A-1), where the
distances and Z2 are arbitrary. The lens
Is thin, has a focal length, f, and the
object has complex transmlttance character-
istics (the object field), 'liQiv)

.

The object will be illuminated by a plane
wave of wavelength X, and we will assume
paraxial optlcsri6). in characterizing the
lens, we will employ the sagittal approxi-
mations^"^; the pupil function is given by
P(a). The system Impulse response will be
considered Invariant over the region of
Interest ( statlonarity ) . Then, the field
in x is given by the expression Fig. A-1. Sketch of general optical system,

showing planes of Interest, object and Image
distances and coordinate systems. i>o(v) is
the complex field representation of a gen-
eralized object.

When we expand the exponentials, recombine them and focus the lens so that the thin lens
equation holds (I.e., l/z^ + 1/Z2 = l/f)j the field becomes

*i(x) - yi-^Oi) exp[(ik/2) (u^/z^ + x^/z^]jy*F(a) exp (lk<.)(|i/z^ + x/z^) da
j

d|i (A-2)

The expression In braces is a Fourier transform. The transform of the pupil function is
the complex Impulse response, and is the image of a geometrical point, the smallest image
obtainable with a given lens. Since the lens now obeys the thin lens equation, we will
have, for the lens magnification, m,

Zt = (1 + l/m)f; Z2 = (1 + ra)f.Z2

When we carry out the transform indicated in Eq.
(A-3), we obtain

+ ra)f. (A-3)

(A-2) and employ the relations of Eq.

exp(ikx''/2z2)/— r X + mu T 5
•I'^i^i) ^\(l+m)\f\ exp(lknV2zp d^ (A-il)

The quadratic phase terms exemplify the Imaging of a spherical field onto a sphere (22) j-mt

since we are imaging lines of extremely small width (compared to z^ and Z2) the exponent-
ial arguments are also very small. Under these ' circumstances , we drop further consider-
ation of the exponentials, and the observable luminance in the x-plane is

(A-5)

This is a known result(23) and represents the convolution of the complex Impulse response
with the object amplitude. It also shows that the system is linear in complex amplitude,
but non-linear In luminance. When the Convolution theorem is applied to the field in
Eq. (A-5), we will have

o exp(-2jtix<T/!n) d<r (A-6)

and it Is clear that the Image is the Fourier transform of the product of the complex
spectrum and the pupil function. It is Important because it implies that if we can image
the spectrum somewhere in the system, we could physically modify it before the image is
formed, and thereby control the frequency content of the image.

It is known that when object and image are each located a distance of one focal length
from the lens, the image is the Fourier transform of the object field: the object spec-
trum^^^) . It can also be shown that when the lens obeys the thin-lens equation, the
spectrum is also formed at f (In the image space) for all finite values of object dis-
tance's, 13) . The field there is given by

\A^(x) - exp[(ikx^/2f^)(f - zp]
1 ^^(n) F(x + \x) exp (-ik^x/f) dn.(A-7)
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In this equation, for a dlffraction-limited lens, the pupil function P(x + y) has the
value of unity over the region of Interest, and hence makes no contribution to the Inte-
grand. The remainder of the Integral Is a Fourier transform. When we employ the relation
of Eq. (A-3) and carry out the indicated transformation, we obtain

\M = exp[(-ikx^)/(2mf)] 7^(x/X£)

=• exp(-2rtia \f/2m) a )

= x/Xf,

(A-8)

(A-9)

which shows the existence of the object spectrum (Independent of the system magnification)
In the plane at f, but Imaged onto a spherical surface whose radius Is given by the expo-
nential argument. We therefore have the spectrum available for modification by a filter.
If we Insert such a filter, g(a). In the plane at f, the Image field will be given by

/
> ) F exp(-2itixer/ni) da „ (A-10)

and what will be observed there will be the squared modulus of this expression.

The analysis of such a system follows a simple procedure, and this will be done In the
main text: calculate the spectrum of the complex object, multiply It by the function that
describes the spatial filter, Fourier transform that product and then (complex) square the
result. This produces the filtered Image In the Image plane of the microscope objective.

Appendix B: Effect of Filter Misalignment

We need to determine the effects caused by a misalignment of upper and lower filter
cutoff frequencies. We will restrict the analysis to the vicinity of the line so that we
neglect the object aperture boundary terms. We achieve this by eliminating the "dc"
portion of the Image spectrum. Thus, both line types will have the same spectrum,

f(a) = sine (2rroa), (B-1)

and If the system Is low-pass, the Image will be that of a clear line In a dark back-
ground. This occurs because we have taken out the Image polarity In Eq . (B-1).

(B-2)

We will consider a band-pass filter with the lower and upper cutoff frequencies shifted
laterally by e and A (cycles/mm), respectively. The geometry Is sketched In Pig. (B-1).
For the spectrum of Eq . (B-1), the Image field Is given by

exp (-23ti<rx/m) dw - j fi" ) exp (-2iti<Tx/tn) do- .

- <^2 + ^

This can be written In functional form so that
f(x) = fj^(x, a^, A) - I2V.X, (Tj^, c ; , (B-3)

and the Integrals can be evaluated through use of the Sine and Cosine Integrals ( 19 ) . Be-
cause the limits are not syrarrietrlc, and because these Integrals are odd and even functions,
respectively, we will have ^-^^

(1/x) cos(x) dx

fi.
-IT, + t

f (X, <T^,t )

/ (1/x) sin(x) dx S,(a^) + S.Ca^)

(B-4)

(B-5)

When these are applied to the evaluation of Eqs. (B-2) and (B-3), and the image coordinate
is normalized to the object-edge by

we will obtain
A) (1/2)

(i/2)

= x/ma.

[^2jta((T2 + A) ( ^ + 1)] + |^2«a(a2 - A)(l + 1)]

[2«a(a2 + A) ( J - 1)]
- S^^2na(a^ - A)(l - 1)]

|^2na(<T2 + A)(l + 1)] - 1^2113(^2 - A)(l + 1)]

C^[2«a(c.2 + A) ( f - 1)] - [2«a(<T2 -
1)]

j
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and
(1/2)

(1/2)

S^j^ 2na(a^ + 0(^ + l)j + S^j^2rta(aj^ -€)(!+ 1)]

- [^2jta(a^ + « )(l -
1)]

- j^27ta(<7j^ - < )(l - 1)]

C^^2na(a^ +€ )(| +
1)]

- |^2na(<r^ - t )(| + 1)]

- [^2«a(a^ +0(l -
1)] - Cj_ [^2jta(<7j^ - « )( f - 1)]

(B-8)

Finally, when we calculate the observable Image, we must form the squared modulus of
Eq. (B-3). Thus, the Image luminance is given by

1(1 ) (l/4« ) Re [f^(l, A) - f2( I, -1, «)]|^

+ |lin[f^(l, o^, A) - t^a. "l'')]!'!'

(B-9)

where we have Inserted the factor {l/^'^ ) for normalization, and where the real and
(B-7) and (B-8) are denoted by Re and Im, respec-imaginary parts of the arguments in Eqs

,

tively.

It is clear that when there is a filter misalignment (e and/or
zero normally expected at the line-edge location will be raised to
luminance contributed by the second term of Eq. (B-9). This is a
and serves mainly to add a constant to the image luminance.

A are non-zero), the
a finite value by the
slowly varying factor.

Fig. (B-1). Sketch of the misaligned spatial
filter, showing the shifts of upper and lower
passband cutoff frequencies; A: original,
aligned filter; B: misaligned filter.

Fig. 9- Sketch of one possible configura-
tion for a microscope system employing the
spatial filtering system suggested In the
text. A: substage condensor; B: sample
(object) plane; C: objective lens; D:
front-surface mirror located so that its
center lies one focal length from the
objective, and the opening of which can
be varied as the Jaws of a slit; E: plane
of intermediate image (system is shown
collapsed to save space), located at a
tube-length's distance from C; F: micro-
scope eyepiece. The portion of the image
spectrum that Is eliminated passes through
the center of the reflecting surface and
does not pass to the image plane.

Note Added In Acknowledgement

During the investigation and subsequent preparation and submission of this paper, the author was unaware
of a prior study by K. G. Birch (Optica Acta i5, 113 (1968)) that considered essentially the same problem
in a more general context. However, the methods of approach and some of the conclusions of the two papers
differ; the idea of optimum filter, correction of measurements for non-optimum filters and the application
of the technique to micrometer-size lines and spaces in the optical microscope are the basic contributions
of this present paper. This work was a resumption of earlier spatial-filtering studies reported by the
author (J. Opt. Soc. Am. 51, 478A (1961)).
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APPENDIX B

Reprinted from APPLIED OPTICS, Vol. 16, page 2223, August 1977

Linewidth measurement with an opticai microscope: the

effect of operating conditions on the image profile

D. Nyyssonen

A theoretical model of the optical microscope based on the theory of partial coherence is used to predict the

image profiles of lines on IC photomasks and assess factors contributing to measurement errors for different

conditions of microscope operation. A comparison of experimental and theoretical image profiles is given,

showing good agreement with theory for a 0.9 N.A. and linewidths as small as 0.5 Mm. The primary sources

of differences appear to be edge quality and accuracy of focus. The theory indicates that for well-corrected

microscope optical systems, spectrally filtered to eliminate longitudinal chromatic aberration and chromatic

difference of magnification, accurate determinations of linewidth may be made from the image profile using

a threshold of 25% of maximum intensity (corrected for finite background transmittance in the opaque re-

gion). The correspondence between the edge location and the 25% threshold appears to be nearly invariant

with small amounts of defocus and spherical aberration as well as variation in the numerical aperture of the

condenser.

Introduction

The variation in linewidth measurements on IC
photomasks made with different optical microscope
systems, especially for linewidths below 10 nm, has
prompted a more thorough investigation of the imaging
properties of the optical microscope and a study of

possible sources of measurement error. The effects of

diffraction and partial coherence on the mensuration
of small objects have been discussed in the literature.^"^"

The application of the theory of partial coherence to

describe image formation in the optical microscope is

well developed,^!'^ but the complexity of the numerical
calculations involved in treating even simple line objects

has prevented a systematic study of the errors intro-

.duced under different conditions of operation. For
diffraction-limited optical systems, the images of
edges,^'i2 circular disks,^"^ and lines'^ have been com-
puted for specific ratios of condenser to objective nu-
merical apertures. The combinations of defocus and
coma with partial coherence were treated by Barakat.'^

Rowe^*^ calculated the images of defocused edges at the
coherent limit. Difficulties in applying these results

to practical microscope systems have been encountered
for the case of circular objects^'' and have been attrib-

uted to the breakdown of scalar theory at high numer-
ical apertures.^ i^ However, calculations by Lin^^ based
on Sommerfeld's exact solution to the problem of dif-

fraction at an edge indicate that the far-field diffraction

patterns of very small slits, down to widths of half a

wavelength, may be described by scalar theory.

Deviations begin to appear only at high angles of in-

cidence of the illuminating field. One would therefore

expect that in an optical system with high magnification

such as a microscope, scalar theory would apply once the

diffracting field reaches the lens aperture assimiing that

the lens response is characterized by the appropriate

pupil function. The results described here support this

view for numerical apertures up to 0.9 and slit widths

as small as 0.5 nm. The work described here includes

numerical computation of line images for actual con-

ditions of microscope operation using a mathematical
model which incorporates partial coherence, optical

aberrations including defocus, amplitude transmittance

of the sample allowing for degraded edges, and the effect

of the scanning aperture. These theoretical profiles are

compared with experimentally measured data for

varying numerical apertures. The effects of defocus,

spherical aberration, chromatic aberrations, and edge
quality are discussed.

Calculation of Image Profiles

Starting with the scalar mutual coherence function

r at the sample plane and propagating to the scanning
aperture, the flux / at the detector as a function of the

sample displacement may be described in 1-D for

quasi-monochromatic illumination by

The author is with U.S. National Bureau of Standards, Washington, ^^^"^ ~ C// Jr(a)J(a - ^2)t*{a - m) exp[-i/j^o(Mi - M2)/zi1

D.C. 20234. . - Mi\
Received 4 November 1976. •F(mi)F*(m2)S —

J
dadmdm, (1)
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where 2 1 are the object and image conjugates, re-

and 2 2 spectively;

t is the ampHtude transmittance of the

sample;

F is the pupil function of the imaging objec-

tive and relay optics combined;

S is the intensity transmittance function of

the scanning aperture, and
~ denotes the spatial Fourier transform.

This 1 D description is accurate for one-dimensionally

varying objects in circular lens systems only at the co-

herent limit.^ The equivalent description for partially

coherent 2-D lens systems is

= C/J.rj'f - M2)t*{a - Ml) expl-ik^oim - M2)/2l]

F{tii,ri)F*{iJ.2,v)S
\ \Z2 I

dad\x\d\xidT\. (2)

The calculations shown here are based on Eq. (1). In

photomask linewidth measurements, the glass plate

dictates use of condenser apertures less than that of the

high resolution objective commonly employed because

of unavailability of long working distance high numer-
ical aperture condensers. It appears from the com-
parison of theoretical and experimental results that for

ratios of condenser to objective numerical apertures R
less than 1.0, the system is closer to the coherent limit,

and the imagery may be approximated by the 1-D so-

lution given by Eq. (1).

When the condenser aperture is uniformly illumi-

nated so that it is the limiting aperture in the illumi-

nation system and the illuminated area of the sample
is large compared to the dimensions of the impulse re-

sponse of the condenser, f is the flux distribution in the

condenser aperture.^^-'^ When the area of illumination

becomes very small, the system must be treated theo-

retically as a microdensitometer for which a different

description applies.^^ Wide field illumination is as-

sumed in the following calculations.

The amplitude transmittance function of the sample
t is usually related to optical density by the function

exp(— /jKcf ), where k is the wavenumber, k is the imagi-

nary part of the complex index of refraction, and d is the

thickness of the absorbing layer. For chromium and
other metallic photomasks, accurate determination of

K may be difficult. It is known that the physical prop-

erties of thin films of these metals are different from the

bulk properties. However, if perfect edges are as-

sumed, the transmittances of the semiopaque and clear

areas may be determined optically. When the edge
slope begins to affect the image profile, however, a more
detailed description of the nonideal transmittance
function is required.

The pupil function of the imaging objective includes

the optical aberration function, thus defocus and
spherical aberration are included. This formulation has

assumed quasi-monochromatic illumination and does
not take into account the variation of the aberration

terms with wavelength. Results of this study indicate

that chromatic aberrations in the microscope cause
deviations in white light imagery which contribute to

linewidth measurement errors.

0 1,0 2,0 3.0 4,0 5,0

DISTANCE (MICROMETERS)

Fig. 1. Theoretical image profiles of a 5-Mm clear line with micro-

scope parameters as follows: 0.9 objective N.A., condenser N.A. (a)

0.22, (b) 0.40, and (c) 0.60, wavelength 560 nm, effective scanning slit

0.13 Mm, and diffraction-limited optics.

0 1.0 2.0 3.0 4.0 5.0

DISTANCE (MICROMETERS)

Fig. 2. Same as Fig. 1 except the objective N.A. is 0.65.
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Using Eq. (1), image profiles of a clear line were

computed using straightforward numerical integration

techniques. The particular parameters of the system

were chosen in order to explore the imaging behavior of

the microscope to be used for optical linewidth mea-
surements. Figures 1 and 2 show the image profiles of

a 5-nm line for different combinations of condenser and
objective numerical apertures. These are similar to

edge image profiles found in the literature'-^ and exhibit

the suppression of the coherent edge ringing as the

numerical aperture of the condenser is increased. They
also indicate that the true edge location corresponds to

the 25% threshold with only a slight deviation beginning

to show as the ratio of condenser to objective numerical

apertures R approaches one (curve c of Fig. 2). Figures

3 and 4 show image profiles of progressively smaller

linewidths for the numerical aperture combination

0.60/0.90 (R = 0.66) which appears to be a reasonable

choice for linewidth measurement. As shown in Fig. 3

the detail in the vicinity of the edge of a line significantly

wider than the impulse response scales with N.A. and
wavelength. These two figures indicate that the 25%
threshold corresponds to the true edge location for

linewidths down to 0.5 iim, despite the influence of the

neighboring edge on the image profile. In order to ex-

plore the effects of defocus and spherical aberration on

the 25% threshold, Figs. 5 and 6 were calculated. The
profiles correspond to stepping through focus in steps

of X/4 without (Fig. 5) and with (Fig. 6) spherical aber-

ration. The particular choice of 2X spherical aberration

corresponds to the amount that would be introduced at

a numerical aperture of 0.65 by use of the incorrect cover

glass thickness (i.e., a 0.05-mm error resulting from use

of 0.12 mm instead of 0.17) or use of an objective at the

wrong tube length (160 mil instead of 220 mm). The
condition of steepest edge slope occurs at OX defocus
without spherical aberration and at — l.OX with spher-

ical. This indicates that the usual aberration balancing

of spherical and defocus used in incoherent illumination

is not applicable to partially coherent images. Also,

with no spherical aberration, maximum slope and
maximum intensity overshoot at the edge coincide while

with 2X spherical aberration present, maximum contrast

in the ring structure occurs at —0.5X of defocus. With
no spherical aberration, the 25% threshold yields the
true edge location only within the Rayleigh focus tol-

erance of X/4 corresponding to ±0.35-Mm displacement
at an N.A. of 0.9 (see Ref. 19), whereas with 2X spherical

aberration, any focus position between —1.0 and —0.5X

(steepest slope and maximum ring constrast) would
yield the true edge location at the 25% threshold. The
25% threshold therefore appears to be the best criteria

to use for linewidth measurement even when spherical
aberration is present. This threshold, however, must
be corrected for finite transmission of the opaque area
of the photomask. The correction is easily derived from
consideration of the coherent limit case. Figure 7 shows
the condition corresponding to the true edge location,

that is, when a symmetric impulse response is centered
at the edge. When the photomask is opaque, the am-
plitude transmittance is 50% of maximum. Squaring
to get intensity yields the 25% threshold in this case. If

0 7

<o

^ 06

^ 0.5

-8.0 -4 0 0 4 0 8.0

DISTANCE (MICROMETERS)

Fig. 3. Theoretical image profiles of 5-Aim, 3-Mni and \-^m clear lines

with microscope parameters: 0.9 objective N.A., 0.60 condenser N.A.,

wavelength 560 nm, effective scanning slit 0.13 Mm, and diffraction-

limited optics.

0 4 0 5 0 6

DISTANCE (MICROMETERS)

Fig. 4. Same as Fig. 3 except linewidths are 1.0 ^m, 0.8 ^m, 0.6 ^m,

0.5 txm, and 0.4 ^m.
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DISTANCE (MICROMETERS)

Fig. 5. Theoretical image profiles of a h-nm clear line with defocus

in steps of X/4 or ±0.35-Mm displacement from (a) O.OA to (b) il.OX.

Remaining microscope parameters are the same as Fig. 3.

J.

2

I.I

0 10 2 0 3 0 4 0 5 0 6.0 7,0 8.0

DISTANCE (MICROMETERS)

Fig. 6. Theoretical image profiles of a lO-^m clear line with defocus

and 2X spherical aberration. Defocus runs from (a) O.OX to (b) — 2.0X

in steps of X/4. Microscope parameters are 0.65 objective N.A. and

0.22 condenser N.A.

1.0 To

Fig. 7. Method of determining the proper threshold for locating true

edge position.

DISTANCE (MICROMETERS)

Fig. 8. Comparison of theoretical image profiles at the coherent limit

(very small condenser aperture) for 0.9 objective N.A. and 0.60 con-

denser N.A. for 0% and 4% background transmittance.

the transmittance is taken as 1.00 in the clear area and
To in the opaque area, the threshold corresponding to

the true edge location is given by

T, = 0.25(1 + \/To)2 (3)

For a transmittance To of 0.04, the threshold increases

to 0.36, but the corresponding change in determination

of the edge location for 0.9 N.A. is 0.04 ^m, resulting in

a linewidth error of 0.08 ^m if the uncorrected threshold

is used. This error increases with defocus or spherical

aberration present. Figure 8 shows a comparison of

image profiles for 4% and zero background transmit-

tance at the coherent limit.

Experimental Image Profiles

Since there is no standard microscope arrangement
for measuring photomask linewidths, the approach
taken here was to determine under what conditions of

operation the image profiles could be made to agree with

the theoretical profiles so that the edge location could

be determined and accurate measurements made. A
test system for determining the amounts of aberrations

present in given microscope optics was not available at

the time of this work so that only objectives exhibiting
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near diffraction-limited performance were used. For
the same reason, scanning was achieved by moving the

sample instead of image scanning, so that the optical

system is always used axially and is therefore devoid of

off-axis aberrations such as coma, distortion, and cur-

vature of field. This choice puts severe demands on the

stage in terms of accurate positional information.

However, extremely good performance was achieved by

use of a mechanical stage driven at slow constant speed

by a combination stepping motor and function gener-

ator.20 The positional readout came from an LVTD
gauge so that it was independent of the mechanical

wobble in the stage. The stage therefore does not have

to be perfect as long as the gauge can accurately track

the motion. The limitation on the positional accuracy

is vibration which was successfully reduced to a level of

0.01 ixm by moving the whole system to a basement with

solid foundation and isolating acoustical and mechan-
ical sources of vibration. The microscope system was
adapted to use a 150-W tungsten halogen lamp filtered

in most cases for green light with a Wratten 60 filter and
a hot mirror producing a bandwidth of approximately

60 nm. Initially a 50-/;im circular scanning aperture was
used with a system magnification of 158 X. This was
later changed to a 20 X 200-Mm slit yielding less noisy

image profiles because of the higher flux at the detector

and the averaging effect over small imperfections in the

edges of the objects scanned. The effective slit width
in the latter case is 0.13 /um which theoretical calcula-

tions indicate has a negligible effect on the imagery.
Contrary to conventional use, the scanning slit here is

deliberately chosen smaller than the diameter of the

impulse response of the imaging optics in order to pre-

serve detail in the image that relates to the structure of

the Airy disk and yields information about the edge

location. The samples used in the examples shown
consisted of custom-made black chrome photomasks
with nominal 0.5-jum, l.O-^m, 3.0-Mm and 10.0-/um clear

and opaque lines. For the 0.5-/nm line, the background
transmittance was less than 1%, while for the other lines

it varied between 2% and 6%.

Figures 9-12 show comparisons of theoretical and
experimental image profiles of a nominal lO-jum clear

line for different combinations of condenser and ob-
jective numerical apertures. Best focus was achieved
by maximizing the intensity overshoot at the edge in

\r ^

, , , . 1 , , , ,

Fig. 10. Same as Fig. 9 except 0.9 objective N.A. and 0.22 condenser

N.A. (most coherent case).

-2,0 0 2.0

DISTANCE (MICROMETERS)

Fig. 9. Comparison of theoretical (— ) and experimental (-") image
profiles of a 10.2-|um clear line and microscope parameters of Fig. 3

(0.9 objective N.A. and 0.60 condenser N.A.).

DISTANCE (MICROMETERS)

Fig. 11. Same as Fig. 9 except 0.6.5 objective N.A. and 0.60 condenser

N.A. (least coherent case).
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Fig. 14. Same as Fig. 13 except 1.0-Mm clear line.

-1.0 -0,5 0 0.5 !
DISTANCE (MICROMETERS)

Fig. 15. Same as Fig. 13 except 0.5-Mm clear line.

accordance with theoretical results discussed previously.

Differences in the low transmittance region of the curve

are readily attributable to the finite background
transmittance of the black chrome photomask. This
region compares with the curve of Fig. 8. In the

shoulder of the curves, the edge ringing is damped in the

experimental curves as compared to the theoretical ones

as the condenser numerical aperture is increased. This

difference is what one would expect from use of Eq. (1)

instead of the 2-D solution of Eq. (2) as well as the

presence of a small amount of spherical aberration in

the objective. That this is indeed the case is more ap-

parent from Fig. 13, 14, and 15. As the linewidths are

reduced so that the illumination is effectively coherent,

there is better agreement between the theoretical and
experimental profiles. In each case, the theoretical

profile was computed for a linewidth corresponding to

the width of the experimental profile at the appropriate

threshold (25% corrected for the finite transmittance

of the photomask).
Figures 16, 17, and 18 illustrate experimental profiles

with defocus and spherical aberration present. The
curves show good agreement with the calculations of

Figs. 5 and 6 although exact correspondence is impos-
sible because of the difficulties of determining both
absolute focus position and the amount of spherical

aberration present.

Several sources of differences with theory were im-

mediately apparent in the course of this research.

Ability to focus an objective with 0.9 N.A. within the

Rayleigh tolerance is difficult with conventional fine

focus adjustments found on microscope systems. The
sample cannot be stepped through focus repeatedly in

submicrometer increments to determine best focus
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Fig. 16. Experimental image profiles at the edge of a nominal lO-^m

clear line as a function of focus displacement in submicrometer steps

of approximately 0.1 Mm from a to d, 0.90 objective N.A., and 0.60

condenser N.A. Registration at edge may not be accurate. Compare

with Fig. 5.

DISTANCE (MICROMETERS)

Fig. 18. Experimental image profiles at the edge of a nominal 10-Mm

clear line as a function of focus displacement in submicrometer steps

from a to e for a 0.90 objective N.A. and 0.22 condenser N.A. with the

objective used at the incorrect tube length (160 mm instead of 215

mm). Registration at edge may not be accurate. Note similarity to

Fig. 6.

DISTANCE (MICROMETERS)

Fig. 17. Experimental image profiles at the edge of a nominal 10-Mm
clear line as a function of focus displacement in submicrometer steps

of approximately 0.3 nm from a to e for a 0.65 objective N.A. and 0.22

condenser N.A. with improper cover glass correction (0.12 mm instead

of 0.17 mm). Registration at edge may not be accurate. Note simi-

larly to Fig. 6.

photometrically. One must therefore depend on a vi-

sual determination which varies increasingly with op-
erator fatigue. To eliminate this problem, a piezo-
electric fine focus adjustment is being incorporated into
the system.

It is also apparent that the use of white light illumi-
nation introduces measurement errors. Diffraction-
limited imagery at all wavelengths would not affect the
correspondence between the 25% threshold and the true

edge location as shown in Fig. 19(a). The white light

image was computed by integrating the responses at

different wavelengths assuming a Gaussian spectral

response (illumination and photomultiplier combined)
peaked at 530 nm with a halfwidth of 160 nm. The
comparable differences in the experimental curves is

much greater as shown in Fig. 19(b). All the microscope

objectives examined exhibited this difference to a

varying degree indicating the presence of varying

amounts of longitudinal chromatic aberration and
chromatic difference of magnification.

The remaining source of error is the edge quality of

the photomask. The samples used were the best ob-

tainable with less than 0.1-nm variations barely ob-

servable optically at high magnification. However,
variations in the edge response were observed. Some
indication of the variation may be found in comparison
of the right and left edges of the experimental profiles

given in Figs. 9-15, although these profiles have been
selected for edge sharpness in order to get the best

possible correspondence with theory. It appears that

the edge quality may be the limiting factor in the ac-

curacy and repeatability of linewidth measurements
below 10 nm.

Conclusions

It appears that scalar 1-D theory may be used to

predict line image profiles in the optical microscope for

ratios of condenser to objective numerical apertures less

than 1.0 and objective numerical apertures equal to or

less than 0.9. Correspondence between theoretical and
experimental profiles was found for a microscope op-

erated under the following conditions: (1) filtered

spectrally to eliminate chromatic aberrations; (2) op-

erated axially by moving the stage and keeping the

scanning slit fixed to eliminate off-axis aberrations; and
(3) using an effective scanning aperture smaller than the
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(b)

Fig. 19. Comparison of (a) theoretical ( ) white light and (—

)

filtered green light and (b) experimental white light (left) and filtered

green light (right) edge profiles with microscope parameters same as

Fig. 3. Theoretical curve is based on diffraction-limited performance

at all transmitted wavelengths.

impulse response of the objective. Under these con-
ditions, theory predicts that accurate linewidth mea-
surements may be made using the 25% threshold (cor-

rected for the finite transmittance of the photomask).
For ratios of condenser to objective numerical apertures

less than 1.0, this threshold is nearly invariant with
condenser numerical aperture, and the presence of

spherical aberration providing accurate focus position

is used. Focus may be determined by either maximum
slope or maximum overshoot at the edge.

At this time, the only known method of determining
the 25% threshold is from a photometric image scan.

Measurement eyepieces frequently used for linewidth

measurements, such as filar or image shearing eyepieces,

measure different thresholds. Theory predicts that

measurement of the 50% threshold will yield linewidth

measurement errors up to 0.15 nm with a 0.9 N.A. ob-

jective (increasing with lower N.A.) depending on the

transmittance of the photomask. The errors intro-

duced by measurement of the wrong threshold are ad-

ditive and constant for a given optical system. At-

tempting to correct for them by the usual calibration

methods will produce greater nonlinear errors at larger

and smaller linewidths than the calibration linewidth.

These errors increase with defocus or spherical aber-

ration present.

The largest contributions to variations in measure-

ment appear to be due to (1) nonrepeatability of focus

at high numerical apertures with conventional fine focus

adjustments found on microscopes, (2) variation in edge

quality which has a noticeable effect for state-of-the-art

photomasks, and (3) the effect of chromatic aberrations

in the microscope when white light is employed. These
sources of error will affect measurements made with

filar and shearing eyepieces as well as photometric

image scans although they may be masked because of

larger variations contributed by visual factors.

This research was conducted as part of the NBS
program on semiconductor measurement technology

with partial funding from the Defense Advanced Re-
search Projects Agency through ARPA order 2397.
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APPENDIX C

Reprinted from Vol. 20, Solid State Technology (August 1977)

A Comparison of Some Optical

iVIicroscope iVIeasurements of

Photomasl( Linewidths*
Dennis A. Swyt and F. W. Rosberry

Optics and Micrometrology Section

National Bureau of Standards
Washington, D.C,

Results of photomask linewidth measurements which depend systematically on the type of

linespacing-calibrated optical microscopes used for the measurements have been observed

during National Bureau of Standards work on developing caObrated photomask linewidth

standards. Depending on the combination of microscope, measuring device, illumination

type and object polarity present, repeatably regular differences in the apparent width of

the same line, most often in the range from -|>0.25 jum to —0.25 /tm, were seen. Opaque
lines and clear spaces from 1 to 10 ^m in width on chromium-on-glass photomask-like tar-

gets were measured. For the most part, a filar eyepiece microscope and an image-shearing

eyepiece microscope were used. Some data for an automatic TV/microscope system and a

second type of Image-shearing microscope were obtained. Results support the contention

that proper calibration of measuring instruments for photomask linewidth measurements
requires true linewidth standards rather than line-spacing standards.

As A RESULT of a National Bureau of Standards study

of measurement needs within the microelectronics

industry/ work is proceeding at NBS on the overall

problem of how to make accurate dimensional measure-

ments of photomask pattern linewidths in the important

1 to 10 jxm range. ^
'^ The general program includes de-

velopment of photomask-like targets bearing lines of cal-

ibrated widths, and development of recommended pro-

cedures for the calibration of the measuring instruments

used by industry for mask measurements.

Currently, the usual instrument for measurement of

pattern elements on production photomasks is the optical

microscope. Most measurements are made visually, using

either filar or image-shearing microm.eter eyepieces; some
are made using automatic scanning-type instruments.

The purpose of this paper is to present the results of

an empirical study of the relationships between optical

microscopes as used in the microelectronics industry and
the linewidth measurement results they yield. The pur-

pose of the study, in turn, was twofold: to determine
the nature and magnitude of the "discrepancies" in line-

*This effort was conducted as part of the Micrometrology Pro-
gram and of the Semiconductor Technology Program at the
National Bureau of Standards and was funded by the National
Bureau of Standards and by the Defense Advanced Research
Projects Agency Order 2397, Contribution of the National
Bureau of Standards and not subject to copyright.

width measurements encountered in industry,^ and

to establish a basis for recommended procedures for in-

strument calibration and use.

The Equipment

The majority of measurements were made on two sys-

tems: a monocular filar-eyepiece microscope and a binoc-
j

ular image-shearing microscope. Also reported are some

measurements made with a monocular image-shearing i

microscope and an automatic TV microscope system.
'

All microscopes were of the general quality and type

typically used for photomask inspection in industry. Each

microscope was used with 0.95 N.A. objective lenses for

bright-field transmission (substage) and bright-field re-

flection (surface) illumination. Each had electronic digi-

tal display of linewidth measurement readings.

The monocular filar-eyepiece microscope was equipped

with an SOX objective, a 2X extender and a 16X eye-

piece for an overall magnification of 2560X. The binocu-

lar image-shearing microscope was equipped with a maxi-

mum 63X objective, nominal lOX eyepiece, and an

estimated 1.5X added magnification for a probable over-

all magnification of lOOOX. The automatic TV micro-

scope sys.tem had an SOX objective; the effective magni-

fication on the TV viewing screen was not determined.

The filar system's condenser had a 0.90 N.A. while the

numerical apertures of the built-in condensers of the

other two systems were not determined.



Hach microscope was used in the unmodified form as

supplied by the manufacturer and set up as described in

the operating manuals. The TV-microscope system was

adjusted according to instructions to read a prescribed

"linc-to-space ratio" (width of opaque line relative to

width of clear space) using a standard supplied with the

instrument.

The Targets

The majority of measurements reported were made

on NBS prototype line-width standards; hard-surface non-

conformable masks commercially made to NBS speci-

fications. One such target was of "black chrome", that is,

chromium oxide-on-chromium-on-glass. A second such

target was of "bright chrome," that is, chromium-on-

glass. The overall pattern of 1, 3, and 10 jum-wide opaque

lines and clear spaces on the NBS target is shown in

Fig. 1. Measurements were made on the single isolated

lines and spaces.

Some measurements briefly noted here for comparison

were made earlier^ on the best target then made available

to NBS, a widely used commercial photomask standard

of bright chrome-on-glass bearing nominally 2, 5, and

10 um wide clear spaces only.

Procedure

Measurements on each photomask line were made in

groups of ten on ten separate occasions over periods

from 5 to 10 days. For each of the ten separate occa-

sions, the light source of each microscope was restarted

and allowed to warm-up for 30 minutes at the same

power setting, and the target restaged. For each of ten

separate measurements on any one occasion, each micro-

scope was refocussed. One operator performed all of the

visual measurements. The significance of the measure-

ment repetition scheme and the implications of its results

will be discussed below.

Each microscope had been calibrated at its working

magnification using lines of known spacing. These line

spacings had been determined to an accuracy of better

than ±0.01 fim by direct and transfer calibrations from

the NBS line standard interferometer.^

The calibration procedure followed was the conven-

tional one in which the drum readings of the micrometer

/ SHEARING*\
FILAR V

TRANSMITTANCE

(a) Clear

TRANSMITTANCE

(b) Opaque

Fig. 1—Schematic of clear and opaque line image profiles

in transmitted light for an optical microscope with filar and

image-shearing measurement eyepieces; A/ is the measure-

ment error for the filar eyepiece, and \s is the measurement

error for the image-shearing eyepiece.

screw of a visual eyepiece, or their analogues in elec-

tronic instruments, are calibrated in terms of known cen-

ter-to-center spacings of line scale graduations.

This method has a deficiency with regard to accurate

linewidth measurements and it is an object of this paper

to point it out. Since linewidths are measured between

a left edge and a right edge of a line, linespacing cali-

brations of a measuring instrument can neither reveal

the presence of nor compensate for any broadening or

narrowing of the image of a line due to optical effects of

object size, lens aberrations, degree of illumination co-

herence, etc. The consequences of this deficiency in the

use of line-scale calibration technique for linewidth

measurements are demonstrated later in this paper.

Table I—Apparent Widths of Clear and Opaque Lines as Measured in

Transmission and Reflection Illumination with Filar and Image-Shear-
ing Eyepiece Microscopes; "Black Chrome" Target.

TRANSMISSION ILLUMINATION

WIDTH OF OPAQUE LINE

j

Filar

0.91 1

2.90

9.77

WIDTH OF CLEAR SPACE

Filar

1.12 I

3.17

10.16

Shear

1.19
1

3.14

10.03

2.91

9.96

REFLECTION ILLUMINATION

WIDTH OF OPAQUE LINE

1.04
1

3.07

WIDTH OF CLEAR SPACE

Shear

1.00
I

2.99

10.03

Table II—Apparent Widths of Clear and Opaque Lines as Measured in

Transmission and Reflection Illumination with Filar and Image Shear-
ing Eyepiece Microscopes; "Bright Chrome" Target.

TRANSMISSION ILLUMINATION

WIDTH OF OPAQUE LINE

Filar

0.61 I

2.62

9.50

2.92

9.91

WIDTH OF CLEAR SPACE

Filar

1.21 V

3.30

10.30

ILLUMINATION

WIDTH OF OPAQUE LINE

0.79 I

2.78

9.56

WIDTH OF CLEAR SPACE

0.74 1

2.71

Filar

1.07 PI

3.18

10.25

Shear

1.24 ui

3.27

10.37
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Prior to calibration, the mechanical movement of each

visual eyepiece was checked quantitatively for linearity

and repeatability. Contributions to the imprecision of

measurements coming from this source, it was concluded,

would be small compared to uncertainties in locating

line edges. Similarly, effects of cosine errors (arising when

the axis of measurement is not perpendicular to the mea-

sured line) were computed. Conscious alignment of the

target line (perpendicular to the direction of reticle

travel, sheared image travel or TV scan sweep) easily

reduced misalignments to less than 2.5°, corresponding

to errors less than 0.01 ^um in 10 jjin.

The mean widths of nominally 1,3, and 10 jum-wide

opaque lines and clear spaces as measured in transmis-

sion (substage) and reflection (surface) illumination ap-

pear in Table I for a black-chrome NBS target and in

Table II for a bright-chrome NBS target.

Each entry in Tables I and II is the arithmetic mean
of 100 measurements taken in groups of ten on ten occa-

sions. The computed average standard deviations of these

means ((Jm) are 0.014 fixn for the filar-eyepiece measure-

ments and 0.009 Mm for the image-shearing eyepiece

measurements.

DIMENSIONS

MICROMETERS

III

Fig. 2—Basic pattern of the NBS prototype photomask line-

widlh-ineasurement target.

Linewidth Measurement Results

The results in Tables I and II show some general

trends between the apparent sizes of lines measured with

the two different types of micrometer eyepieces. For ex-

ample, in the case of a clear line on an opaque back-

ground viewed in transmitted bright-field light:

Wf > (1)

and for the same cleai' line viewed in reflected bright-

field light:

w, < w.,. (2)

where hv is the width measured by filar, and is the

width measured by shear.

The existence of such trends for some combinations of

three viewing variables, namely, eyepiece (filar or shear),

illumination (transmission or reflection), and object po-

larity (clear or opaque lines), leads to the development of

a phenomenological model to account for this behavior.

In an article describing the NBS photomask program,

published before an NBS target with both clear and

opaque lines became available, the following argument
was given-: Figure 2a may be considered to represent

an opaque line illuminated in reflection or a transparent

line illuminated in transmission; its 'width' at a high in-

tensity level on the image profile is less than its 'width'

at a low intensity level. Figure 2b may be considered to

represent an opaque line illuminated in transmission or

a transparent line illuminated in reflection; its 'width'

at a high intensity level is greater than its 'width' at a

low intensity level. Given that a shearing eyepiece locates

an edge high on this type of image profile (e.g. near the

50 percent intensity), and that a filar eyepiece locates

that edge low on this profile (e.g. near the 10 per cent

intensity), the figure is consistent with relationships (1)
and (2) given above.
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Table III—Relationships of Apparent Linewidths under

Various Viewing Conditions. (W—Apparent Width; F—
Filar; S—Image Shearing; T—Transmission; R— Reflec-

ton; C—Clear Space; O—Opaque Line).

Transmission

The phenomenological model of Fig. 2 implies, how-

ever, a number of other relationships between apparent

widths. For clear-space and opaque-line objects of equal

widths, Table III gives twelve relationships of apparent

image widths for the different combinations of viewing

variables.

Comparison of Tables I and II with Table III shows

that all but two of the twelve relationships in Table III

are present in the experimental results of Tables I and

II; the two odd relationships (asterisked in Table III)

both involve the image-shearing eyepiece/opaque line

combination. The cause of these deviations from ex-

pected behavior is not known.

The most consistent relationships are presented in

Table IV where differences between filar and image-



shearing results ;ire shown in clear and opaque Hpes

viewed in transmitted light (the usual means of photo-

mask inspection). These systematic difTerenccs occur

even though both measuring eyepieces were calibraled

with the same line scale and the same line spacing. Fur-

ther, these dilTcrenccs are significantly greater than their

uncertainty; the standard deviation of the differences of

these mean line widths is 0.05 ixm*.

The differences in Table IV are also equal within mea-

surement uncertainties with results obtained early in the

program on a non-NBS target.'' For example, measure-

ments made with filar eyepiece, image-shearing eyepiece

and TV microscope systems on the same clear space

on a bright chrome target yielded apparent widths of

2.25 ,xm (filar), 1.95 (shear) and 2.55 ^.m (TV); the

difference between the filar and shear values is 0.3 ;;m

compared to the average value in Table IV of 0.24 ^im.

Table IV— Differences between Apparent Widths of

Lines on a "Black-Cinrome" Target as Measured in

Transmitted Light with Filar and Image Shearing

Eyepieces Calibrated with Line Spacings.

clear Spaces

Filar Shear Difference

1.12 vm
3.17

10.16

0.86 urn

2.91
9.96

+ 0.26 um
+ 0.26
+ 0.20

Opaque Lines

Filar Shear Difference

0.91 iim

2.90
9.77

1.19 m
3.14

10.03

- 0.28 urn

- 0.24
- 0.26

Measurement Statistics

The many individual linewidths given in Tables I and

II were measured repeatedly to: (1 ) obtain stable, repre-

sentative mean values; and (2) gauge the scatter likely

encountered by others doing similar measurements. The

repetitions were done on an "occasion," usually the

morning of one day, to establish a stable mean T, for

that day:

^' =4" 2 -^'J
^

(3)

J" 1

where /;
—- number of measurements on one occasion

/ — individual measurement
(' = occasion

and then repeated over a number of occasions, usually

mornings of following days, to establish an over-all-

occasions mean J:

2 ^> (4)

/ =
1

where k = number of occasions

Measurements were repeated often {n ~ ]0, k = 10)

in order to obtain reasonable approximations of the

limiting means on A individual occasions //,.

Ml = lim
^ X, (5)

and the one limiting mean of all occasions:

M = lim| (6)

The repeated measurements were characterized by

scatter among the individual measurements on individual

days and among the means on different days. Used to

describe the behavior was an overall standard deviation

having two components"':

: a "within occasion" standard deviation which sta-

tistically relates a-,,, a single measurement on one

occasion, to /i,, the limiting mean of that one

occasion; and

T|.: a "between occasion" standard deviation which

statistically relates the limiting mean of one

occasion, to ;/, the limiting mean of all occasions.

While both o-^ and <t„ are population standard devi-
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ations related lo limiting means, good estimates (t,,. and

1/, ) can be achieved by computations where n and k

arc large but finite. In that case, .t,- ^ and J --- /»;

then i„- and T|, can be computed from:

V = X
i = I

( Vj -^)'

(k- \ )

2 k(n~ \)
(7)

(8)

Combination of the "within occasion" variance (tw)

and the "between occasion" variance (fTn) produced one

which relates x, the computed mean of numerous occa-

sions, to /I, the limiting mean of all occasions:

(9)

They may also be combined to give ihe variance which

relates .v,,, a single measurement on one occasion to jj.:

tI = + (10)

For [lurposcs of comparison and clarity. Table V lists

the different variances (<t'), their relationships to each

other, and the variables and means which they relate.

Given for inspection in Table VI are the computed

standard deviations (in /iin) associated with the indi-

vidual mean linewidths given in Tables' 1 and H for clear

lines viewed in transmitted light. Similar results were

obtained for reflected light measurements on clear lines

as well as for both types of illumination on opaque lines.

The relative independence of each type of i from effects

of nominal linewidths. illumination type, and object po-

larity allows the characterization of these <j's by the rms

values (t) given in Table VIl.

These average t"s apply to the filar and image-shearing

measurements made on the black-chrome NBS prototype

target. For these conditions, the relative precision of the

image-shearing eyepiece data was about twice as good.

'"Derived by combining the for the filar and image-shearing

entries of Table VII.



Table V—Variances (a^) Useful for Describing Data which

Exhibits "Within Group" and "Between Group" Scatter.

TYPE OF RELATED VARIABLE AND MEAN
VARIANCE VARIANCES WHICH a2 RELATE DESCRIPTION

2
Relates single m
CO limiting mean

2asurement on one occasion
for that one occasion

2

°B
Relates limiting
limiting mean of

mean of one occasion to

all occasions

2

s

2^2
° °B * "„ ij

Relates single m
to limiting mean

jasurement on one occasion
of all occasions

2

i
= "> Relates sample m ;an of measurements on one

occasion to limi ing mean for that one occasion

2
Relates sample m ;an of measurements on one
occasion to limi ing mean of all occasions

2
Relates sample m ,an of numerous occasions to

limiting mean of all occasions

as that of the filar data. Both types of data exhibit large

day-to-day variations (cr,j) which demonstrates that any

evaluation of the "precision of an instrument'" requires

not only a careful definition of the meaning and scope

of the term, but an extended evaluation data taking

period to take these effects into account.

Table VIF also provides quantitative answers to ques-

tions related to the purposes given at the beginning of

this section: ( 1 ) on how well the mean values of Tables

1 and II are known. Using cr„ In Table VII to determine

the three-standard-deviation limit (3<ii/), one could say

that the mean of an "infinite" number of measurements

on each line would be no further than 0.042 jxm away
from the filar values given and no further than 0.027 nm
away from the shear values given; and (2) on how much
scatter is inherent in the data (and supposedly in the

data of other people doing similar measurements), o-, in

Table VII shows that the likely range, R. of single mea-

surements taken on ten different occasions {R = 3.077

would be 0.186 //m for the filar data and 0.105 ,im

for the shear data, whereas the ranges on one day would

be the smaller 0.135 /^m and 0.063 nm for the filar and

shear, respectively.

The general statistical character of these results is simi-

lar to that obtained from the earlier application of the

same ten by ten repetition scheme to another photomask-
like standard of bright-chrome on glass, one sold com-
mercially. On that target, measurements were done with

a vernier filar eyepiece, a monocular image-shearing

eyepiece, and a commercial automatic TV system. The
computed t's are shown in Table VIII.

Summary of Findings

Some of the more important effects observed during

this study were'

(
1 ) For optical microscopes calibrated with line-spac-

ings, the apparent widths of photomask lines depend
.systematically on the specific combination of mea-
suring device, illumination type and object polarity

used in the measurements. Both visual and auto-

matic types of measuring devices are susceptible to

these effects.

Table VI—Computer Deviations (<r) for Repeated Measure-

ments with Filar and Image-Shearing Eyepieces of 1, 3, and
10 Am-Wide Lines in Transmitted Light.

Filar Eyepiec

w
°M °B °H

1 urn 0.047 0.028 0.010 0.055

3 0.044 0.052 0.017 0.068

10 0.044 0.045 0.015 0.063

Image-Shearing Ey epiece

W
°W "b "s

1 um 0.021 0.024 0.008 0.030

3 0.020 0.025 0.008 0.032

10 0.022 0.035 0.011 0.041

Table VII—Mean Deviations (a) Averaged Over Lines of Three
Widths for Both Illuminations and Both Object Polarities

for the "Black-Chrome" Target.

Table VIII—Computed Deviations (<r) for Repeated Measure-
ments with Filar, Image-Shearing, and TV Microscope Sys-

tems on a Commercial, Bright Chrome Linewidth Standard.

FILAR

SHEAR

W

0.078

0.015

0.010

0.082

0.034

0.028

M

0.027

0.011

0.009

0.113

0.037

0.030

(2) The sign of the difference in the apparent widths

of the same line as measured with different eye-

pieces(for measuring devices in general) may change

predictably as the polarity of the object (clear

space opaque line) or the illumination (transmis-

sion/reflection) changes.
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(3) The magnitude of the differences in the apparent

widths of the same line as measured with different

eyepieces may be relatively independent of the

nominal hnewidth over the range 1 to 10 /im.

(4) The presence of even fairly large systematic dif-

ferences of the incremental or "offset" type may
be masked by scatter in data, due probably to

changes in focus settings or criteria, light levels,

lenses, etc.

(5) Total variations (that is, scatter) in Hnewidth mea-

surement results may have significant day-to-day

as well as reading-to-reading components.

Conclusion

These results and others drawn from measurements on

photomask-like targets over ranges of linewidths, meas-

uring-device types, and operating conditions, form the

basis for some major conclusions, either deductive or

inferential:

( 1 ) Proper calibration of devices for the measurement

of photomask linewidths requires Hnewidth stand-

ards rather than line spacing standards. The results

show that calibration of the overall magnification

of a microscope with line spacings cannot remove

from measurements (i.e., cannot "calibrate out")

the effects of image edge shifts in image formation

and location.

(2) Any realistic assessment of the precision of either

the measurement results, the measurement process,

or the measuring instrument must include the effect

of long-term or "day-to-day" variations. Comput-
ing the rms deviation of a few measurements taken

at one sitting does not give a realistic estimate of

variations likely to be encountered over either simi-

lar or longer periods.

While this report deals with precision, or the closeness

together, of results, it does not deal with the accuracy,

or closeness to the "truth," of those results. Still under

development at this time are the prerequisites for a de-

termination of accuracy in photomask Hnewidth measure-

ments: accepted conceptual definitions of what to mea-

sure, established procedures of how to measure it, and

recognized physical standards against which to compare

results. Work at NBS on the development of calibrated

Hnewidth standards is underway with a limited issue of

prototype targets scheduled for industry evaluation dur-

ing 1977.
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Reprinted from SPIE Vol. 1 00—Developments in Semiconductor Microltthography II

COMPARISON OF LINEWIDTH MEASUREMENTS
ON AN SEM/INTERFEROMETER SYSTEM AND

AN OPTICAL LINEWIDTH-MEASURING MICROSCOPE*

John M. Jerke, Arie W. Hartman, Diana Nyyssonen,

Richard E. Swing, and Russell D. Young

Institute for Basic Standards

National Bureau of Standards

Washington, D. C. 20234

and

William J. Keery

Institute for Applied Technology

National Bureau of Standards

Washington, D. C. 20234

Abstract

In the current linewidth-measurement program at the National Bureau of Standards, the primary measuremeni

of micrometer-wide lines on black-chromium artifacts is made with an interferometer located in a scanning

electron microscope (SEM). The data output consists of a line-image profile from the electron detector

and a fringe pattern from the interferometer. A correlation between edge location and fringe location is

made for both line edges to give the linewidth in units of the wavelength of a He-Ne laser. A model
has been developed to describe the interaction of the electrons with the material line and thereby
relate a threshold value on the SEM image profile to a selected point on the material line. An optical
linewidth-raeasur ing microscope is used to transfer the primary measurements to secondary measurement artifaci

these artifacts will be used to transfer the linewidth measurements to the integrated-c ircuit industry.

Linewidth measurements from the SEM/inter ferometer system and the optical 1 inewidth-measur ing microscope are

compared, and the level of measurement uncertainty for each system is discussed.

Introduct ion

In the current linewidth-measurement program ' at the National Bureau of Standards (NBS), the basic

goals include making primary linewidth calibration of 1 to 10-raicrometer (./im) wide lines on artifacts
similar to integrated-circuit (IC) photomasks and providing the IC industry with calibrated measurement
artifacts and measurement procedures for optical microscopes. The calibration of artifacts and instruments
is essentially a refined form of measurement. In particular, calibration is often a comparison procedure
in which an unknown, or test item, is compared with a known, or standard, and the value of the test item
is determined from the accepted value of the standard.

For length calibration, several calibrations are successively linked in order to relate the generally
unaccessible defined unit of length'^ (wavelength of radiation from krypton 86) to an accessible
artifact for the user. The hierarchy of the linewidth calibration is shown in Figure 1. The first
stage relates the physical standard for the defined unit of length to the width of a material line on
a photomask-like artifact. The primary measurement system includes a polarization interferometer
located in a scanning electron microscope (SEM). The wavelength of the interferometer laser is monitored
by comparison with the radiation wavelength from a stabilized laser which, in turn, is compared with the
krypton radiation. This system is considered a primary measurement system and is too time consuming
and costly for the routine calibration of user artifacts. Therefore, at the second stage of the
linewidth calibration, a secondary measurement system relates the linewidths calibrated by the SEM/
interferometer on the first artifact to linewidths on the user artifact. The secondary measurement system
is an optical linewidth-raeasuring microscope with modifications for optimal performance. The third
stage of the calibration process relates the linewidths calibrated by the optical linewidth-measur ing
microscope to the readout of a linewi'dth-measurement instrument, such as an optical microscope, used in the
industry. The user, in turn, makes measurements of unknown photomask linewidths with this calibrated
instrument

.

*This work was conducted as part of the Semiconductor Technology Program at the National Bureau of Standard^)
and was supported by the Defense Advanced Research Projects Agency under Order 2397 and by the NBS.
Contribution of the National Bureau of Standards, not subject to copyright.
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SEM/INTERFEROMETER SYSTEM

A schematic of the SEM/inter ferometer system is shown in Figure 2. This system consists of a

double-pass polarization interferometer located in an SEM. In an overly simple view of the measurement
process, a very small beam of electrons, normally a few hundred angstroms (A) in diameter, is focussed

at normal incidence on the line sample and remains relatively stationary as the sample is moved.

The interferometer records the motion of the sample from one line edge to the other, and the location
of the line edges is determined by the change in the electron-scattering coefficient^.

In this system, the SEM is used as a very fine fiducial mark or cross hair for locating the line edges.
Since conventional SEM's are not designed to operate in this mode, a number of compromises have been
made in the operation of the SEM. These compromises include: (1) replacing the normally used stage with
a specially designed stage assembly consisting of two substages for moving the linewidth sample;

(2) operating the electron beam in a line-sweep mode with approximately 1-fj.m sweep length on the sample;

and (3) operating the SEM at 10 keV to reduce contamination buildup on the sample even though higher
operating voltages give a smaller effective electron-beam diameter.

One substage uses two piezoelectric drivers with orthogonal motions to position the linewidth sample
over a 10-mm by 10-mm area in the SEM field of view. The other substage is a mechanical flexure-pivot stage

which moves the line from one edge to the other; this stage has a maximum travel of about 60 ^m and a

smoothness of better than 0.001 fim over a few micrometers. A photograph of a flexure-pivot stage
is shown in Figure 3. This stage uses a stack of piezoelectric elements to drive the stage at one point
and, by means of flexure-pivot lever arms, the original movement is magnified about 20X.

Because the electron beam can not be held stationary during scanning in this SEM, the beam is operated in

a line-sweep mode as shown schematically in Figure 4. In this mode, the beam averages the imperfections

in the line, such as edge raggedness, over the sweep length of approximately 1 fim. This sweep length

is comparable to the effective length of the scanning slit in the optical 1 inewidth-measur ing micro-
scope .

The spot size of the electron beam affects the ultimate precision and accuracy of the linewidth mea-
surements. Beam diameters on the order of 200 A are theoretically achievable with the present SEM
operating at 20 keV . However, in order to reduce the contamination buildup on the sample, it is

necessary to operate the SEM around 10 keV which produces a larger beam-spot diameter. Contamination is

also reduced by the use of a nitrogen cold trap. Most of the contamination occurs during focussing,
repeated scanning, or waiting time; therefore, by moving to a new area of the line just before making a

measurement, minimal contamination results.

A sample plot of the output from the two data channels of the SEM/inter ferometer is shown in Figure 5.

The SEM and interferometer data are shown with respect to the same linear time base, and the interval between
successive data points is 1 ms . The SEM output signal is used to determine the line-edge locations
so that the linewidth, or the separation of the line edges, can be related to a number of whole fringes plus
fringe fractions from the interferometer output signal. Therefore, the electron interaction with the
material line must be modeled in order to specify accurately the true line-edge locations from the SEM signal
or edge trace.

An illustration of the line edge which is assumed in the model is shown schematically in Figure 6(a).
The line edge is a linear ramp rising at an angle 0 from the glass substrate to the top of the
chromium-oxide layer on a black-chromium artifact. The incident electron beam is assumed to have a

Gaussian distribution of electrons. For the model, it is necessary to specify a value of </>, the diameter
of the electron beam, the thickness of the chromium/chromium-oxide layer, and the secondary-electron emission
coefficients of the glass substrate, chromium, and chromium oxide. A line-edge trace calculated from
this model is compared with an experimental SEM trace in Figure 6(b). The model fits the data well in the
region of the edge. In the region past the edge on the chromium-oxide side, the SEM output does not fall
off as rapidly as the model predicts. This may be evidence of either electrical charging of the
sample or "bloom" ^.

In order to get a match between optical and SEM measurements, the line-edge location is defined as
the point on the line slope corresponding to a 25-percent intensity transmittance . Figure 7 shows the corres-
pondence between the line-edge locations on the model and the line-edge locations on the SEM image profile.
The midpoint of the sloped portion of the SEM image profile corresponds to the start of the edge slope
in the model. A correction term Aw is added, or subtracted, from the midpoint location (depending on whether
the line is clear or opaque) so that the edge is located at the physical thickness of the line corres-
ponding to the 25-percent intensity transmittance. For a black-chromium artifact with <f>

= 55°, the
correction term is + 0.023 /tm for one edge or + 0.046 ^m for a linewidth measurement.

Optical Linewidth-Measur ing Microscope

The basic approach to developing the secondary measurement system is the idea of an image-scanning
optical microscope for which the line-image profiles agree well with theoretical, or calculated, pro-
files. Theoretical and experimental results°show the following requirements for this optical microscope:
(1) a scanning slit capable of examining detail smaller than the diameter of the Airy disc of the imaging
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optics ; (2) a ratio of condenser numerical aperture (N.A.) to objective numerical aperture that pro-

vides sufficient coherence so that the analytic expression for the transmittance threshold corresponding

to line-edge locations in coherent illumination can be used; (3) monochromatic illumination in

order to avoid chromatic aberrations associated with white light; (4) viewing the sample only on the

optical axis in order to avoid off-axis aberrations; and (5) ability to control focus setting in sub-

micrometer steps.

The optical linewidth-measur ing microscope based on these considerations is shown in Figure 8. The

major differences between this system and commercially available measurement systems with image-scanning

optical microscopes include: (1) an effective scanning slit measuring 0.13 by 1.3 fim; (2) a 150-W
tungsten-halogen lamp with a filter for green light (560 nm) and a hot mirror for reducing the heat trans-
ferred to the optics; (3) a mechanical stage driven at typical speeds of 0.5 /im/ s or less by a combination

of a stepping m.otor and function generator"; and (4) a piezoelectric focus mechanism that is adjustable
to better than 0.1 i).m. An x-y recorder is used primarily for monitoring the accuracy of focus. Best

focus corresponds to a m.aximum intensity overshoot at the edge in the image profile. (For example, see

Figure 9.) The positional readout of the stage is given by a linear-voltage transducer (LVTD) gage.

A microprocessor records data from the LVTD gage and the photometer. Standard operating conditions for

linewidth measurements include a 0.60 N.A. condenser and 0.90 N.A. objective.

The choice of line-edge location for the image profiles generated by the optical 1 inewidth-measur ing
microscope is based on the theory of partially coherent imaging^. The 25-percent intensity transmittance
appears to be the best threshold for edge location. This threshold cannot be consistently distinguished in a

visual-measurement system, but can be repeatably located on the image profiles of the optical linewidth-
measuring microscope. For an artifact with a finite transmittance in the opaque area, the 25-percent threshol

must be corrected. The corrected threshold Tj. is given by

Tc = 0.25 (1 ^yj^)^

where Tq is the relative transmittance of the opaque area or background. For example, with Tq = 0.04, the

corrected threshold is 36 percent. The resulting change in the edge location for a line imaged with a 0.90 N.

objective is 0.04 /xm; thus, the uncorrected threshold gives a linewidth error of 0.08 ;am in this case.

Figure 9 shows calculated and experimental line-image profiles of a nominally 10-;im wide clear line for

an optical microscope. The experimental profile is from the optical linewidth-measuring microscope. The
calculated profile is computed for a linewidth corresponding to the width of the experimental profile at the

corrected threshold. For the calculated profile, the background transmittance is assumed to be zero, whereas
for the experimental profile, the background transmittance is approximately 2.5 percent. Therefore, differenc
between the calculated and experimental curves in the low-transmittance region are attributed, in part, to the
difference in background transmittance.

Figure 10 shows calculated and experimental line-image profiles of a l-;um wide line for an optical micro-
scope. There is better agreement between these profiles than between the corresponding profiles in Figure 9

because the calculated profile in Figure 10 takes into account the background transmittance of the black
chromium. The remaining differences between the calculated and experimental profiles appears to

be related to the physical profile of the line as compared to the ideal edge assumed in the calculated case.

Although raggedness along the line edge is barely visible in SEM photomicrographs, some variations
in line-edge profiles for different scan areas of the line have been detected.

Comparison of Linewidth Measurements

Table 1 shows linewidth measurem.ents made with the SEM/inter ferometer and the optical linewidth-measuring
microscope for clear and opaque lines on a black-chromium artifact. These linewidth measurements are the
mean values for multiple measurements. The linewidth measurements from the SEM/inter ferometer have been
corrected for 2(Aw). (See Figure 7.) Based on other experimental data, the 3a standard deviation
associated with repeated measurements on a single occasion is 0.016^un for the SEM/inter ferometer
and 0.025 /nm for the optical microscope.

There is essentially no difference in the mean values for the opaque lines as measured on the SEM/

interferometer and optical microscope. For the clear lines, however, the differences are 0.13 /im for
the nominally l-jtm wide line and 0.34 ij.m for the nominally 3-/im wide line. Part of these differences
is probably due to the measurement uncertainties associated with each measurement system. For the optical
microscope, the measurement uncertainty is estimated to be + 0.10 ;am. For the SEM/ interferometer

,

the uncertainty is not so well characterized, but is estimated to be smaller than + 0.10 ixm. The SEM/inter-
ferometer system has the potential for a significantly sm.aller uncertainty than the optical microscope as a

result of the better resolution of the SEM. The relatively large difference of 0.34 fim appears to be an
anomaly which is currently under investigation.

For both the SEM/inter ferometer and the optical microscope, the uncertainty is dependent upon the quality
of the measurement artifact; in particular, the physical profile of the line edge. Variations in edge
profiles for different lines are apparent in both measurement systems. In addition, there are differences
in the left and right-edge profiles of a line. For the optical microscope, the calculated profiles assume
an ideal edge with a vertical slope. Thus, differences in the calculated profile for this ideal edge and
the experimental profiles for lines which have edge raggedness can be expected. Although the method of
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averaging over a length of the line with the stage in motion gives a good repeatability of linewidth

measurements with the SEM/interferometer, this method introduces some degradation in the steepness of the edge
i profile as compared with edge profiles seen in the SEM without the stage in motion. Another source of de-

1 gradation of the edge profile is the contamination buildup during repeated scanning of a line. An idea

of the edge quality is apparent from Figure 11 which shows SEM photomicrographs of a black-chromium artifact.

Contamination from repeated scanning of a nominally 3-/jm wide clear line is visible in Figure 11(a); whereas,

a nominally l-;um clear line located nearby has not been scanned and shows no contamination. Figure 11(b) shows

one end of a nominally l-jim wide clear line. Some edge raggedness is visible even though the line appears

to have a relatively steep slope.

Considering that the measurements in Table 1 are only preliminary values for the SEM/interferometer,
the agreement between them and the corresponding measurements for the optical microscope is good. Efforts

are presently underway to redesign the sample stage in the SEM/interferometer and thereby reduce mechanical

vibration as well as improve reliability of the system operation. An improved data-acquisition system
under development should also reduce errors in the data. An effort is underway to obtain more infor-
mation on the line-edge profiles by cutting artifacts normal to the line and inspecting the resulting

I

cross section in the SEM.

I

Summary

j Primary and a secondary measurement systems have been developed for the accurate linewidth calibration

1
of micrometer-wide line on photomask-like artifacts. Theoretical models for the imaging of a line in

11 an optical linewidth-measuring microscope (secondary system) and the profile resulting from the interaction

i|

of electrons with a material line in an SEM/interferometer system (primary system) have been developed,

jj

Differences between calculated and experimental line-edge profiles for each measurement system
are small. Comparison of linewidth measurements on the same line with both systems shows good agreement.
Differences are attributable to measurement uncertainties which are related, in large part, to the variation
in edge quality of the artifacts. Present efforts are underway to reduce measurement uncertainties

J in both systems and to characterize more accurately the line-edge profiles.
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COMPARISON OF LINEWIDTH MEASUREMENTS ON AN SEM/INTERFEROMETER SYSTEM AND AN OPTICAL LINEWIDTH-MEASURING MICROSCOPE

NBS Primary

Measurement System
SEM/ interferometer Stabilized Defined Unit

(He-Ne laser) Laser of Length
(krypton 86 lamp)

Calibrated Artifact

NBS Secondary
Measurement System

Optical Linewidth-
Measuring Microscope

Calibrated Artifact

User in

IC Industry
Optical -Microscope
Measurement System

Fig. 1. Hierarchy of NBS linewidth calibrations.

Fig. 3. Photograph of a scanning stage which
uses a flexure-pivot system; stage is
fixed at points A, while other stage
sections move; F - flexure pivot,
P - stack of piezoelectric elements,

Fig. 2. Schematic of the SEM/inter ferometer ^^'^ ^ ~ sample-mounting area,
system.
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Electron beam

Direction of travel
for scanning stage

Fig. 4. Schematic of the effective path for the scanning electron beam
when the linear motion of the scanning stage is combined with
the line sweep of the SEM.

4 -

TIME

Fig. 5. Direct output of the SEM and interferometer data channels for a nominally 2-vim wide opaque
line.
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(a) Line-edge profile for the model
the angle of the line-edge slope.

(b) Comparison of an experimental SEM line-edge
trace with the calculated trace; for the calcu-

0

lated trace, the electron-beam diameter is 700 A,

the chromium/ chromium-oxide thickness is 1100 A,

<i> is 55°, and the secondary-electron emission
coefficients for the glass substrate, chromium,
and chromium oxide are 1.0, 1.026, and 1.265,
respectively

.

Fig. 6. Line-edge profile for the model and a comparison of an experimental SEM line-edge trace with
the calculated trace based on the model.

25-PERCENT INTENSITY
TRANSMITIANCE

POINT

SEM IMAGE PROFILE

MODtl IINF PROFILE

LINEWIDTH = n>-2(Aw) FOR OPAQUE LINE

Fig. 7. Relationship between the SEM image profile and the model of an opaque line;
the points defined as edge locations of the line correspond to a 25-percent
intensity transmittance (50-percent amplitude transmittance)

.
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g. 8. Photograph of the optical linewidth-measuring microscope; A - photomultiplier tube, B - viewing eye-

piece, C - scanning slit, D - optical microscope, E - teletype, F - scanning stage, F' - scanning-
stage controls, G - linear voltage transducer gage, H - photometer, I - x-y recorder, and J - micro-
processor .

Calculated

Experimental

-J
DISTANCE (MICROMETERS)

CALCULATED

f XP'.SIWESTAL

Comparison of calculated and experimental
image profiles of a nominally 10- m wide
clear line; 0.90 N.A. objective, 0.60 N.A.
condenser, and 560 nm wavelength.

Fig. 10. Comparison of calculated and experimental
image profiles of a 1.0- m wide clear line;
0.90 N.A. objective, 0.60 N.A. condenser,
and 560 nm wavelength. The dashed lines
indicate line-edge locations based on a
33.5-percent transmittance threshold for the
experimental profile.
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(a) Nominally 1 and 3-pm wide clear lines showing (b) One end of a nominally 1-pm wide clear line;
contamination buildup on S-ym wide line; 2,000X. 60,000X.

Fig. 11. SEM photomicrographs of a black-chromium artifact.

Table 1. Average linewidth measurements from the optical linewidth-measuring
microscope and the SEM/interf erometer for a black-chroraium artifact.

Measured Linewidths, fim

Nominal Linewidth Optical Microscope^ SEM/Interferometer^ Difference

1 fim Opaque 0.77 0.77 0

1 fim Clear 0.94 1.07 0. 13

3 nm Opaque 2.90 2.91 0.01

3 fira Clear 3.12 3.46 0.34

'3a Standard deviation is 0.025 /im

3(7 standard deviation is 0.016 ^^m
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