
  
Abstract—This paper presents an adaptable dictionary-based 

feature extraction approach for spike sorting offering high 

accuracy and low computational complexity for implantable 

applications. It extracts and learns identifiable features from 

evolving subspaces through matched unsupervised subspace 

filtering. To provide compatibility with the strict constraints in 

implantable devices such as the chip area and power budget, the 

dictionary contains arrays of {−𝟏, 𝟎 𝐚𝐧𝐝 𝟏 } and the algorithm 

need only process addition and subtraction operations. Three 

types of such dictionary were considered. To quantify and 

compare the performance of the resulting three feature 

extractors with existing systems, a neural signal simulator based 

on several different libraries was developed. For noise levels 𝝈𝐍 

between 0.05 and 0.3 and groups of 3 to 6 clusters, all three 

feature extractors provide robust high performance with average 

classification errors of less than 8% over five iterations, each 

consisting of 100 generated data segments. To our knowledge, the 

proposed adaptive feature extractors are the first able to classify 

reliably 6 clusters for implantable applications. An ASIC 

implementation of the best performing dictionary-based feature 

extractor was synthesized in a 65-nm CMOS process. It occupies 

an area of 0.09 mm2 and dissipates up to about 10.48 µW from a 

1 V supply voltage, when operating with 8-bit resolution at 30 

kHz operating frequency. 
 

Index Terms—Complexity optimization, digital ASIC, feature 

extraction, implantable devices, high performance classification, 

spike sorting, subspace tracking, unsupervised learning. 

I.INTRODUCTION 

DVANCES in microtechnology have enabled precise 

neural interaction monitoring using implantable 

microelectrode arrays [1]. The stimulation of neurons 

and information derived from neuron action potentials or 

spikes are important for the development of neural interfaces 

[2]. Such implantable devices can decipher neural signals and 
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stimulate a particular pathway for biological functionality 

regularization or reverse disease progression by artificially 

modulating irregular or faulty electrical impulses for 

numerous applications [3]-[7]. Recorded neural signals using 

microelectrode arrays comprise activity from 5 to 10 neurons 

(multi-unit activity) [8]. Performance efficiency is improved 

when the activity of individual neurons (single-unit activity) 

can be distinguished. The process of identifying the activity of 

individual neurons, spike sorting, consists of four major steps: 

spike detection and alignment, feature extraction, 

dimensionality reduction and classification [9]. There are two 

groups of spike sorting algorithms. In the first group are: 

principle component analysis (PCA) [10], graph Laplacian 

features (GLF) [11], linear discriminant analysis (LDA) [12] 

and discrete wavelet transform (DWT) [13]. These raise 

several issues when implantable device restrictions, such as 

thermal dissipation [14], limited implant size and battery 

capacity (lifetime) are considered. Although learning can be 

embedded in these algorithms [10]-[13] to enhance sorting 

performance, they are complex, and embedding learning into 

them has significant additional implementation cost. The 

second group minimizes hardware complexity cost by 

eliminating the multiplications (or divisions). This group 

includes sub-band selective discrete derivatives (DDs) [9]-

[15], zero crossing features (ZCFs) [16], first and second 

derivative (FDVSDV) spike features [17] and template 

matching (TM) [18]. The algorithms in this category mostly 

avoid embedding learning in order to reduce implementation 

cost but they experience performance drop when recording 

channel variations occur. 

This paper introduces a new approach using dictionary-

based feature extraction with learning. It combines high 

accuracy spike sorting with very low computational 

complexity. Feature extraction is improved in an energy 

efficient manner by identifying the most informative, yet low-

dimensional structures, from the high-dimensional input 

neural data. Fig. 1(a) shows the main units of the dictionary-

based feature extraction: i) a dictionary 𝜑(𝑘) which stores the 

evolving subspace and only contains arrays of {−1, 0 and 1}; 
and ii) customized matched subspace filtering for 𝜑(𝑘). The 

dictionary 𝜑(𝑘) is the basis of subspace tracking, and the 

proposed subspace learning embeds the optimal signatures of 

the informative subspace into 𝜑(𝑘). The spike sorting adjusts 

to the varying characteristics of the input neural signals (e.g. 

noise variations, number of active spike waveforms, electrode 

drift, firing rate of the neurons) by unsupervised adaptive 
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Fig. 1. Dictionary-based feature extraction in (a) learning phase and (b) 

optimal feature extraction.  In the learning phase, the matched subspace 

filtering reconfigures 𝜑(𝑘) to emulate ideal existing subspace. Once the 

optimal 𝜑(𝑘) is constructed, the features of aligned spike waveforms 𝑥(𝑘) 
are obtained for classification (C1, C2…  Cn). The constituent arrays of the 

dictionaries are {−1, 0 and 1} resulting in efficient hardware realization. N 

and M are the length of original and feature vectors respectively (M << N). 
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Fig. 2. Subspace filtering block diagram. The filtering is initiated by 

synthesizing the subspace information from the 𝑃𝑚(𝑘) and 𝑟(𝑘) detectors. 

The extracted information reveals the alignment of 𝜑(𝑘) to the discriminative 

subspace. Subspace learning is performed by updating 𝜑(𝑘) over multiple 

iterations. 

 

learning of subspaces providing reliable information for 

classification. 

The rest of paper is organized as follows. Section II presents 

the novel dictionary-based feature extraction. It outlines the 

dictionaries considered, the subspace learning algorithm with 

embedded learning, the neural simulator developed for 

scrutinizing the operation of the feature extraction algorithms, 

and methods for comparison. Section III presents the spike 

sorting results. The overall complexity for all feature 

extractors is compared. Hardware implementation is also 

considered. Conclusions are drawn in Section IV. 

II.FEATURE EXTRACTION CORE DESIGN 

A. Proposed Dictionary-Based Feature Extractor 

1) Types of Dictionary  𝜑(𝑘): 
The three types of dictionary 𝜑(𝑘) considered are formed 

by arrays of {−1, 0 and 1} as shown in Fig. 1. For a matrix 

that only contains {−1, 0 and 1}, the Hadamard matrix [19] is 

the most popular. Its simple structure is an eligible candidate 

to store optimal weights for applying the subspace changes in 

the neural signal over time. The dictionary constructed based 

on the Hadamard matrix is referred to as 𝜑𝐻ℎ(𝑘). The 

equiangular tight frame (ETF) is also a viable option to 

generate a dictionary containing {−1, 0 and 1}. In this paper 

the construction procedures proposed by Fickus et al. [20] are 

utilized for generating the ETF dictionary (𝜑𝐸𝑇𝐹(𝑘)). The third 

dictionary is generated based on the random Bernoulli matrix 

(RBM) [21]. As an example, construction of the RBM 

dictionary (𝜑𝐵𝑒𝑟𝑛(𝑘)) has the following steps: 

1) Preset a possibility pos. 

2) Initialize 𝜑𝐵𝑒𝑟𝑛(𝑘) of 𝑁 × 2𝑁 zero matrix. 

3) Loop for 𝑖 = 1 to N and 𝑗 = 1 to 2N, generate a 

random number between 0 and 1, if this number is 

larger than pos, then assign 1 to 𝜑𝐵𝑒𝑟𝑛(𝑘), otherwise 

remain 0.  

The size of the initially generated 𝜑𝐵𝑒𝑟𝑛(𝑘) is set to 54 

(N = spike length) × 108. This procedure also applies to 𝜑𝐻ℎ(𝑘) and 𝜑𝐸𝑇𝐹(𝑘) construction. These three dictionaries offer 

unique low-cost attributes in subspace learning which are 

utilized in unsupervised subspace learning. 

2) Matched Unsupervised Subspace Learning  

Investigation of a subspace offering highly discriminative 

features is predicated on the fact that the high-dimensional 

neural data lie in a low dimensional space. This key attribute 

allows efficient analysis of data and tracking the low-

dimensional subspace evolving over time. The input neural 

signal 𝑋(𝑖) (𝑋 =  [x1, x2, … , xn] ∈ ℝ𝑛) is defined as 𝑋(𝑖) =𝑆(𝑖) + 𝑛(𝑖) where S(𝑖) contains the signal information that 

lies in the low-dimensional linear subspace which evolves 

over time and 𝑛(𝑖) accounts for noise. 𝑋(𝑖) is fed to the 

detection and alignment unit which identifies the spike 

waveforms and aligns them into a temporal reference (e.g. 

peak alignment). Thus, for the kth data segment, it is assumed 

that there are 𝑊 aligned spike waveforms which are passed to 

the feature extraction. The interest in feature extraction is to 

provide discriminative projection of the aligned spike 

waveforms to a M-dimensional (M << N) feature space. A 

customized and invariant matched subspace filtering and 

learning scheme is proposed which provides unsupervised 

evaluation of subspace usefulness in the stream of aligned 

spike waveforms 𝑥(𝑘). 
a) Subspace Filtering Core 

Subspace filtering uses two detectors: the accumulated energy 

of the feature vectors 𝑃𝑚(𝑘) and the projection error (or 

residual error 𝑟(𝑘)) as a threshold for optimal alignment of the 

dictionary matrix 𝜑(𝑘) arrays {−1, 0 and 1} to the existing 

subspace as shown in Fig. 2. M columns of the initially 

generated dictionary (e.g. 54 × 108 in RBM) are chosen and 

transposed to form the feature extraction dictionary 𝜑(𝑘) 
where M depicts the desired number of features. 𝑃𝑚(𝑘) and 𝑟(𝑘) quantify the likelihood of correlation between 𝜑(𝑘) 
arrays {−1, 0 and 1} and the original subspace, so 𝜑(𝑘) can 

be tuned by iterative unsupervised learning. Computation of 𝑃𝑚(𝑘) is based on the mean squared value of the projected 

spike waveforms 𝑦(𝑘) = 𝜑(𝑘) ⨯ 𝑥(𝑘)   expressed as: 
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Fig. 3. (a) The projection path transforms aligned spikes to a lower dimension 

using 𝑦(𝑘) = 𝜑(𝑘) ⨯ 𝑥(𝑘). 𝜑(𝑘) is the dictionary with 𝑀 ≪ 𝑁 in projection 

path and allows to evaluate subspace energy 𝑃𝑚(𝑘). (b) Data can be 

recovered in the reconstruction path 𝑥^(𝑘) = 𝜑(𝑘)𝑇𝑦(𝑖) which leads into 

projection error analysis 𝑟(𝑘) = 𝑥(𝑘) − 𝑥^(𝑘). The distorted and incomplete 

recovery is due to non-optimal representation of subspace by 𝜑(𝑘) in 

reconstruction path (𝑁 ≪ 𝑀). (c) Subspace learning iterations 𝜑(𝑘)|𝑡=𝑡1, … , 𝜑(𝑘)|𝑡=𝑡6 for embedding optimal signatures of the informative 

subspace into the initially generated dictionary 𝜑(𝑘). 
 

Algorithm 1. Dictionary-based feature extractor. 

1. Initialize the dictionary 𝜑𝐻ℎ(𝑘),𝜑𝐸𝑇𝐹(𝑘) or 𝜑𝐵𝑒𝑟𝑛(𝑘) = [𝜑1𝑇 , … , 𝜑𝐷𝑇 ].  
2. Extract M columns of vectors from dictionary [𝜑1𝑇 , … , 𝜑𝐷𝑇 ] and 

transpose them to form feature extraction matrix 𝜑(𝑘) based on 

desired number of features (M). 

3. For every segment, 𝑦(𝑘) = 𝜑(𝑘) × 𝑥(𝑘). 
4. Start from first segment, after the computation of feature extraction, 

the feature extraction matrix 𝜑(𝑘 + 1) for the next window is updated 

based on the following calculations: 

5. Absolute value accumulation of features:  𝑝𝑚(𝑘) = ∑ |𝑦𝑚(𝑖)|,    𝑚 = 1,… ,𝑀.𝑘𝑊
𝑖=(𝑘−1)𝑊+1  

6. Residue:  𝑟(𝑘) = ∑ |(𝑥(𝑖) − 𝜑(𝑘)𝑇𝑦(𝑖))|.𝑘𝑊
𝑖=(𝑘−1)𝑊+1  

7. Find the index of the “worst” feature vector: 𝑚∗ = arg min𝑚 𝑝𝑚(𝑘). 
8. If 𝑟(𝑘) < 𝑝𝑚∗(𝑘) keep previous matrix 𝜑(𝑘). 
9. If 𝑟(𝑘) ≥ 𝑝𝑚∗(𝑘) replace the 𝑚∗th row of 𝜑(𝑘) by one of the   

column vectors in initially generated dictionary  [𝜑1𝑇 , … , 𝜑𝐷𝑇 ], the 

calculation process is as follows: 

10. Extract and form a matrix 𝐷′ from the non-utilized column 

vectors of [𝜑1𝑇 , … , 𝜑𝐷𝑇 ] that contains 𝑁 −𝑀′ vectors. 

11. Compute and find the index 𝑙 = arg max𝑙 |𝐷′(𝑘) ⨯ 𝑥(𝑘)|. 
12. Update the 𝑚∗th row of 𝜑(𝑘) by 𝐷′𝑙. 

13.  Back to step 3, continue the feature extraction process to the next 

window until the end of data. 

 
𝑝𝑚(𝑘) = 1𝑊 ∑ (𝑦𝑚(𝑖))2,𝑚 = 1,… ,𝑀𝑘𝑊

𝑖=(𝑘−1)𝑊+1        (1) 
where 𝑊 is the number of feature vectors in the kth data 

segment and 𝑀 is the number of samples per feature vector. 

Since the generated dictionaries consist of {−1, 0 and 1} the 

squared and normalization factors can be neglected which 

avoids multiplications in energy calculations. Alternatively, 𝑃𝑚(𝑘) can be derived by accumulating the absolute value of 

features. The second detector used in original subspace 

estimation is 𝑟(𝑘) (see Fig. 2). The idea behind 𝑟(𝑘) stems 

from the fact that the projection of spike waveforms using a 

non-optimal 𝜑(𝑘) always produces some error as shown in 

Fig. 3. The difference between the original vectors 𝑥(𝑘) and 

the recovered signal 𝑥^(𝑘) represents the residual error 𝑟(𝑘). 
The recovered signal 𝑥^(𝑘) is calculated by multiplying the 

transpose of the feature extraction matrix 𝜑(𝑘)𝑇 with the 

projected feature vectors 𝑥^(𝑘) = 𝜑(𝑘)𝑇𝑦(𝑖). The residue 𝑟(𝑘) for a window is derived by accumulating the absolute 

value of differences between original 𝑥(𝑖) and reconstructed 𝜑(𝑘)𝑇𝑦(𝑖) waveforms: 

𝑟(𝑘) = ∑ |(𝑥(𝑖) − 𝜑(𝑘)𝑇𝑦(𝑖))|            𝑘𝑊
𝑖=(𝑘−1)𝑊+1   (2) 

Eq. (2) calculates the projection error of the kth segment based 

on 𝑊 feature vectors each containing 𝑀 samples. It also 

should be noted that Eq. (2) does not require normalization (1 𝑊⁄ ) due to removal of this factor in 𝑝𝑚(𝑘) (Eq. (1)). The 

transpose of the dictionary matrix 𝜑(𝑘)𝑇 also contains {−1, 0 and 1}; hence, computing of the recovered signal 𝑥^(𝑘) is the sum of 𝜑(𝑘)𝑇𝑦(𝑖) elements. 

b) Subspace Learning  

The subspace learning utilizes an unsupervised and iterative 

process based on comparisons between 𝑃𝑚(𝑘) and 𝑟(𝑘). The 

iterations minimise the residual error 𝑟(𝑘) and embed the 

most discriminative subspace in the constructed dictionaries 𝜑(𝑘) that are the basis of the initial subspace. In Eq. (2), the 

input vectors 𝑥(𝑘) are constantly changing over time so there 

is no control over this term, and it is not dependent on the 

feature extraction matrix 𝜑(𝑘). However, the second term in 

Eq. (2), 𝜑(𝑘)𝑇 (𝜑(𝑘)𝑥(𝑘))⏟      𝑦(𝑘)  explicitly implies that to minimize 

the residual 𝑟(𝑘), the projection likelihood needs to be 

maximised [22]-[23]. The learning is initiated by projection of 

the first spike waveform by 𝑦(𝑘) = 𝜑(𝑘) ⨯ 𝑥(𝑘). It is 

assumed that the optimal features are not obtained after 𝜑(𝑘) 
construction. Once the projection is carried out, the detectors 

in the filtering unit are activated to quantify the deviation of 

the initial 𝜑(𝑘) to the ideal subspace. According to the 𝑟(𝑘) 
minimisation principle, two conditions for 𝜑(𝑘) 
reconfiguration are derived: i) If 𝑟(𝑘) < 𝑃𝑚(𝑘) is satisfied, the 

feature extraction process retains much of the energy in the 

original subspace which makes optimal separation of the spike 

waveforms possible. The residue of the projection is 

calculated and set as the threshold to realize the 𝜑(𝑘) updating 

scheme. ii) 𝑟(𝑘) ≥ 𝑃𝑚(𝑘) indicates misalignment of 𝜑(𝑘) 
arrays to the informative subspace. Since the main aim of 

feature extraction is to maximize the projection energy whilst 

minimizing the residual, the row in 𝜑(𝑘) representing the least 

feature energy (𝑚∗) after projection is replaced using a row 

closer to the residue direction. The replacement process begins 

by configuring the not-utilized columns matrix (𝐷′) in the 

initially generated dictionary (e.g. 54 × 108 in RBM) and 
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exploring the column offering the highest projection energy 

(𝑙 = arg max𝑙 |𝐷′ (𝑘) ⨯ 𝑥(𝑘)|). The identified column 𝐷′𝑙 is 

used to update 𝜑(𝑘) and has good alignment to the optimal 

subspace. 𝐷′𝑙 has unique {−1, 0 and 1} distribution (not a 

repetition of other columns). One row of 𝜑(𝑘) is updated 

during each iteration, and 𝜑(𝑘) converges to the informative 

subspace over learning steps {e. g.  𝜑(𝑘)|𝑡=𝑡1 , … , 𝜑(𝑘)|𝑡=𝑡6}. 
Algorithm 1 details the steps for adaptive dictionary-based 

feature extraction using unsupervised learning of 

discriminative subspace. The feature extraction algorithm 

reconfigures the 𝜑(𝑘) intermittently to maintain optimal 

classification performance. 

c) Optimal Feature Extraction 

Having identified the optimal dictionary, the streaming 

phase in which the aligned spike waveforms are multiplied 

with 𝜑(𝑘) is performed. Since the 𝜑(𝑘) contains {−1, 0 and 1}, the multiplications can be rewritten as a series 

of amplitude accumulation:  

𝑦(𝑘) = ∑𝜑𝑖,1𝑋1,𝑗 +⋯+𝜑𝑖,𝑘𝑋𝑘,𝑗 ,𝑁
𝑘=1  𝜑𝑖…𝑘 = {1,0,−1}.    (3) 

The spikes are constantly transformed to optimal feature 

vectors (FVs) and assigned to one of the clusters according to 

the identified cluster centroid by the classification unit.  

B. Other Feature Extraction Methods for Comparison 

1) Adaptive Discrete Derivatives (ADDs) [15]: 

ADDs are computed by calculating the slope at each sample 

point over a number of different time scales: ADDs = 𝑎𝑚𝑝[𝑠(𝑛) − 𝑠(𝑛 − 𝛿)|𝛿=1…7]               (4) 

where 𝑎𝑚𝑝 = 1 is the amplitude of the decomposition 

window, 𝑠 is the spike waveform, 𝑛 is the sample point, and 𝛿 

is the scaling factor (time delay). Adjustment of the scaling 

factors (𝛿1, 𝛿2, 𝛿3) are based on three frequency sub-bands 

from 𝛿 = 1 to 𝛿 = 7 corresponding to the most deviated 

features (non-Gaussian features) for unsupervised clustering. 

2) Updated Graph Laplacian Features (uGLF) [11]: 

GLF is a linear feature extraction technique that 

simultaneously minimises the graph Laplacian and maximises 

variance [11]. The important attribute of GLF is that the points 

which are close to each other in high dimensional space 

remain close to each other after transformation to low 

dimensional space to ensure the clusters are compact and 

separable. In uGLF, a weighted graph representing the 

projection matrix is constructed [11] and updated according to 

a newly generated data batch in the neural simulator. 

3) Updated PCA (uPCA) [10]: 

In uPCA the projection matrix is updated according to the 

subspace changes. The projection matrix 𝜑(𝑘) is updated at 

every segment 𝑘 using the standard PCA algorithm. 

4) Rotated PCA (rPCA): 

In rPCA, the feature extraction matrix is initialized using 

the standard PCA algorithm. The feature extraction matrix 𝜑(𝑘) changes over time, adapting itself to the evolving 

subspace and projecting the signal 𝑥(𝑘) in a lower 

dimensional space while preserving the main characteristics of 𝑥(𝑘). The outlined subspace learning in Algorithm 1 is 

adopted for rPCA. rPCA has less computational complexity 

compared with the standard PCA by eliminating computations 

of singular value decomposition; however, it still requires 

multiplications and divisions for updating the feature 

extraction matrix. 

E. Neural Data Simulator 

A library-based neural simulator was developed to emulate 

extracellular recordings with realistic background noise and a 

known “ground truth” for evaluation of algorithms for spike 

waveform classification. To generate neural spikes, a database 

of synthetic spike waveforms containing 300 different average 

spike shapes was constructed. The spike shapes were extracted 

from the peripheral median nerve in pig (obtained with a 

multi-electrode cuff in vivo) [9], the neocortex and basal 

ganglia [24], from the right and left hippocampus and either 

from the right or left amygdala [25], [26]. Fig. 4 shows the 

procedure used for neural data generation and examination of 

the feature extraction algorithms. The neural spike waveforms 

are randomly selected and placed in a data stream from the 

spike library using a defined number of clusters (NOC) and 

spike firing rates (SFR). The data stream is then corrupted by 

additive noise with varying standard deviations (e.g. 𝜎N = 

0.01) at random times. The extracted spike templates 

(Template 1…Template 𝑊) form a matrix; it is the function of 

the simulator setting over each segment (e.g. 𝐹(𝜎N, SFR, NOC)|𝑘1) where 𝑘1 shows the first data segment. 

The changes over each segment embed four elements (𝜎N, SFR,NOC and 𝑡𝑖𝑚𝑒 = (𝑘1…𝑘𝑛) ×𝑊) to emulate a real 

recording channel and changing subspace for in-depth analysis 

of the feature extraction methods at different conditions. 
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Fig. 5. Classification error (CER) versus data segment size W. The ‘K-means’ 
function in Matlab with the number of iterations set to 10 for near-optimum 

CER analysis was used. The parameters used in simulation were 𝜎N = 0.15, 

NOC = 5 and M = 5. 
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Fig. 6. Classification error (CER) versus number of features M. The 

parameters in simulation were: 𝜎N = 0.15, NOC=5, 𝑘 = (1…100), 𝑊 =125 and spike firing rate (SFR) = 40; the typical value for an active neuron 

[27]. M = 2 is chosen for uGLF based on [11]. 
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Fig. 7. 3D plot of hyperparameters M and W versus classification error (CER) 

for 𝑆𝐿𝜑𝐸𝑇𝐹(𝑘). The optimal parameters are shown at cross (X) corresponding 

to M = 6, W = 105 and CER = 0.000144. 
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Fig. 8. Classification error (CER) versus alignment phase shift for different 

groups of noise level 𝜎N. CER is based on NOC = 5 and five iterations. 

III. RESULTS AND DISCUSSION 

In this section it is demonstrated that the accuracy of the 

feature extractors 𝑆𝐿𝜑𝐻ℎ(𝑘), 𝑆𝐿𝜑𝐸𝑇𝐹(𝑘) and 𝑆𝐿𝜑𝐵𝑒𝑟𝑛(𝑘) is 

competitive with ADDs, uPCA, rPCA and uGLF but with 

significantly reduced computational complexity. An ASIC of 𝑆𝐿𝜑𝐻ℎ(𝑘) is implemented for proof of concept. 

A. Optimal Selection of Adaptive Parameters 

The effect of data segment size (W) and number of features 

(M) on the feature extractors examined. W has the highest 

priority since the updating scheme of the adaptive methods is 

realized using segments of data. Different combinations of 𝑘 

and 𝑊 are used to generate various data streams (𝑘 ×𝑊). The 

variables are set to 𝑘 = 100, 50 < 𝑊 < 250 and 𝑀 = 5. Fig. 

5 shows the classification error (CER) versus W where: CER = (1 − CACC)                              (5) 
and CACC is the classification accuracy (i.e. number of truly 

assigned feature vectors over the total number of feature 

vectors). CER decreases in the range 95 < 𝑊 < 125 which 

establishes a robust margin for defining 𝑊. For 𝑊 > 125 the 

CER begins to increase because the subspace update is not 

aligned with signal changes defined in the neural signal 

simulator. The worst case is when 𝜑(𝑘) is not updated 

according to the changes embedded in the incoming segments. 

This is an interesting point since the subspace changes in the 

neural signals are too slow, which means the dictionary 

updating scheme is less sensitive to k and W. In Fig. 6 the 

CER of the feature extraction methods are compared as the 

number of features is varied (1 < 𝑀 < 10) in neural data 

batches (see Fig. 4(b)). It can be seen that the reduction of M 

has an adverse effect on CER. This is because decreasing the 

value of M results in reducing the projection probability of the 

original features to a lower subspace. For example, the 

projection residual is determined in 𝜑(𝑘) by the number of 

dictionary rows M. For 𝑀 = 2, 𝜑(𝑘) consists of two rows so 

that the probability of the residual being greater than 

projection is lower, resulting in the update of the feature 

extraction matrix. The optimal value of M for separating spike 

waveforms results in almost zero CER (<0.0003) when 𝑀 =6. A three-dimensional (3D) surface plot of 𝑀 and 𝑊 versus 

CER for 𝑆𝐿𝜑𝐸𝑇𝐹(𝑘) is shown in Fig. 7. The optimum choice 

for M and W is at location X. 

B) Classification Error of Feature Extractors 



0 20 40 60 80 100
0

0.2

0.4

0.6

0.8

 

 

0 20 40 60 80 100
0

0.2

0.4

0.6

0.8

 

 

(f)(e) σN=0.25

C
E

R

σN=0.3

Data segment (k) Data segment (k)

0 20 40 60 80 100
0

0.2

0.4

0.6

0.8

 

 

0 20 40 60 80 100
0

0.2

0.4

0.6

0.8

 

 

Data segment (k)

(a)

C
E

R

(b)σN=0.05 σN=0.1

Data segment (k)

uPCA
rPCA

SLφBern(k)

SLφHh(k)

SLφETF(k)

ADDs

0 20 40 60 80 100
0

0.2

0.4

0.6

0.8

 

 

0 20 40 60 80 100
0

0.2

0.4

0.6

0.8

 

 

(d)(c)

C
E

R

σN=0.15 σN=0.2

Data segment (k) Data segment (k)

 

Fig. 9. Comparison of classification error (CER) of feature extractors versus 

noise level 𝜎N = (0.05, . . , 0.3) for NOC = 4. CER is the average of five runs 

across the data segments 𝑘 = (1…100). In each segment, the noise is 

generated and added to the randomly selected neural spike mean waveforms 

which cause CER variations across data segments. 
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Fig. 10. Comparison of classification error (CER) of feature extractors versus 

noise level 𝜎N = (0.05, . . , 0.3) for NOC = 6. CER is the average of five runs 

across the data segments 𝑘 = (1…100). Six spike waveforms with different 

degrees of similarity are randomly chosen from the spike library in each 

segment and sent to the sorting chain. 

The classification accuracy of the different feature extractors 

is compared as a function of noise level (𝜎N), NOC and the 

similarity between the spike mean waveforms, using the K-

means classifier [28] in Matlab and the neural data simulator 

in Section II-E. The spike waveforms were extracted and 

aligned at their peaks for feature extraction and classification 

evaluation. Typically, the classification performance can be 

compromised due to improper selection of the temporal 

reference in the alignment process. A test set-up investigated 

the feature extraction sensitivity to phase shift by adding offset 

in the alignment process. 

The following limits can be identified over five runs at NOC = 5 for 𝑆𝐿𝜑𝐸𝑇𝐹(𝑘) as shown in Fig. 8: 

1. For average CER on noise levels 𝜎N = (0, 0.05), there 

is at least ±8 samples phase shift robustness. The feature 

extractor shows extremely high robustness to the injected 

phase shift.  

2. For average CER on noise levels 𝜎𝑁 = (0.1, 0.15), there 

is a ±5 samples phase shift robustness. Feature extraction 

TABLE I 

Classification Error Comparison of Feature Extraction Methods. 

Dataset Noise 

Classification error (CER) 

Complex methods Proposed methods High error methods 

uPCA rPCA uGLF 𝑆𝐿𝜑𝐻ℎ(𝑘) 𝑆𝐿𝜑𝐸𝑇𝐹(𝑘) 𝑆𝐿𝜑𝐵𝑒𝑟𝑛(𝑘) ADDs ZCF 
*** FDVSDV 

(NOC = 3)* 

0.05 0.0005 
** 0.0021 0.0020 0.0031 0.0011 0.0013 0.0169 0.0681 0.0932 

0.10 0.0091 0.0068 0.0115 0.0088 0.0149 0.0138 0.0702 0.1112 0.1671 

0.15 0.002 0.0094 0.0122 0.0194 0.0254 0.0204 0.1377 0.224 0.2647 

0.20 0.0603 0.0634 0.0712 0.0534 0.0741 0.0968 0.2307 0.3331 0.3931 

(NOC = 4) 

0.05 0.0010 0.0033 0.0026 0.0063 0.0024 0.0181 0.0246 0.1581 0.1915 

0.10 0.0019 0.0137 0.0126 0.0167 0.0218 0.0285 0.0465 0.2411 0.2973 

0.15 0.0217 0.0386 0.0262 0.0242 0.0434 0.0928 0.1906 0.3345 0.3947 

0.20 0.0619 0.0781 0.0651 0.0881 0.1001 0.1607 0.2413 0.4131 0.4831 

(NOC = 5) 

0.05 0.0016 0.0047 0.0056 0.0081 0.0144 0.0137 0.0242 0.2793 0.3146 

0.10 0.0074 0.0130 0.0304 0.0190 0.0414 0.0537 0.1444 0.3873 0.3923 

0.15 0.0358 0.0461 0.0401 0.0661 0.0722 0.1015 0.2271 0.4677 0.5541 

0.20 0.0818 0.0871 0.0832 0.0943 0.1471 0.1793 0.2777 0.5841 0.6687 

(NOC = 6) 

0.05 0.0036 0.0068 0.0241 0.0098 0.0236 0.0293 0.0819 0.3418 0.3723 

0.10 0.0113 0.0273 0.0365 0.0451 0.0452 0.0911 0.1472 0.4143 0.4861 

0.15 0.0449 0.0657 0.0712 0.1012 0.0982 0.1331 0.2215 0.5313 0.6541 

0.20 0.0954 0.1084 0.1214 0.1384 0.1644 0.1957 0.3078 0.6441 0.7187 

Overall CER 0.0275 0.0359 0.0385 0.0439 0.0556 0.0769 0.1494 0.3458 0.4029 

* The mean spike waveforms of NOC = 3,4, 5 and 6 are randomly chosen from data library. 

** The reported CER at a specific dataset and noise level is the average of five runs over 100 data segments using the K-means classifier. 

*** ZCF [16] and FDVSDV [17] are not adaptive feature extractors. 
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Fig. 11. 2D projection of clusters using two features with the most deviation from normality (Feature I and Feature II) for the selected spike mean waveforms 

shown in the first column. The test set-up in this figure includes three elements to emulate the real recording channel, NOC = (3, 4, 5 and 6), similarity index 

between the mean waveforms and 𝜎𝑁 = 0.15. The other columns, from second to seventh, show 2D projection of the clusters using uPCA, rPCA, 𝑆𝐿𝜑𝐻ℎ(𝑘), 𝑆𝐿𝜑𝐸𝑇𝐹(𝑘), 𝑆𝐿𝜑𝐵𝑒𝑟𝑛(𝑘) and ADDs. The projected clusters are color-coded and numbered according to the mean waveforms. To obtain optimal separation of 

feature vectors other parameters are set to: 𝑁 = 64, 𝑀 = 6 and spike firing rate (SFR = 40). 

and consequently classification shows some sensitivity to 

the injected phase shift; however, it still performs well. 

3. For average CER on noise levels 𝜎𝑁 = (0.2, 0.25, 0.3), 
there is a ±2 samples phase shift robustness; the noisiest 

set-up which is still acceptable. 

The alignment robustness can be explained by the fact that the 

proposed feature extraction is reconfigured according to the 

informative subspace. Thus, various alignment methods (e.g. 

peak alignment) can be used before dictionary-based feature 

extraction. The results in Table I show that dictionaries (𝑆𝐿𝜑𝐻ℎ(𝑘), 𝑆𝐿𝜑𝐸𝑇𝐹(𝑘) and 𝑆𝐿𝜑𝐵𝑒𝑟𝑛(𝑘)) have an overall CER 

of less than 8% and produce almost the same total average 

CER compared with uPCA, rPCA and uGLF for different NOC = (3, 4, 5, 6), when noise is varied within the limits 𝜎N = (0.05, 0.1, 0.15 and 0.2). 
Fig. 9 and Fig. 10 show the CER variations of two different 

tests when the data stream specifications are set to 𝑘 =(1…100) and 𝑊 = 125. Each segment (e.g. 𝑘 = 1) considers 

random spike templates selection and noise distribution 

generation using the defined 𝜎N and NOC to emulate the 

recording channel variations over time (𝑡𝑖𝑚𝑒 = (𝑘1…𝑘𝑛) ×𝑊). In Fig. 9, NOC = 4, 𝑆𝐿𝜑𝐵𝑒𝑟𝑛(𝑘) and ADDs show higher 

noise and spike template similarity sensitivity compared with 

the other methods. For example, at 58 < 𝑘 < 70 for 𝜎N =0.15 in Fig. 9(c), 𝑆𝐿𝜑𝐵𝑒𝑟𝑛(𝑘) is not capable of projecting the 

randomly selected spike waveforms into low dimensional 

feature space which results in higher CER. In Fig. 10, for 

NOC=6, the dictionary-based methods exhibit acceptable CER 

for the noise range 𝜎N = (0.05, 0.1, 0.15 and 0.2). To our 

knowledge, the proposed dictionary-based feature extractors 

are the only low-cost methods that are capable of handling the 

wide range of variations generated in the data stream. The 

uGLF CER results are not plotted in Fig. 9 and Fig. 10 since it 

has almost similar CER behaviour to rPCA. 

In addition, the results in Fig. 10 reveal that ADDs and 𝑆𝐿𝜑𝐵𝑒𝑟𝑛(𝑘) demonstrate almost similar noise robustness when 

the noise is increased linearly over the range 𝜎N =(0.05,… , 0.3). In ADDs the decomposition scaling factors 

update scheme is performed at the beginning of the updated 

window (e.g. 𝑊 = (125, 225, 325,… )).  The CER plots of 

FDVSDV and ZCF versus 𝑘 = (1…100) (which are not 

plotted in Fig. 9 and Fig. 10) provide the  most robust 

classification at NOC = (3,4) and 𝜎N = (0.05,0.1). FDVSDV 
has higher noise sensitivity than ADDs because when the 

decomposition sub-bands are not selected in accordance with 

existing spike waveforms, the chosen distorted features are 

non-informative and their corresponding class cannot be 

simply identified.  

To visually assess the cluster separation quality obtained 

using different feature extraction methods, the scatter plots of 

the two-dimensional (2D) features extracted from the 

generated data are shown in Fig. 11. The first column of Fig. 

11 on the left shows the selected cluster means for 2D 

projection test. The main aim of this test is to examine in-

depth the sorting performance when NOC is increased and the 

similarity indices (SIs [29]) between them are varied. To 

achieve this, after defining the NOC in the neural simulator, a 

range can be defined for the SIs and the simulator selects the 

spike mean waveforms from the spike library according to the 

defined range (e.g. 0.5 < 𝑆𝐼 < 0.85). As the NOC increases, 

for NOC = (3, 4, 5, 6) and 𝜎N = 0.15 the clusters originating 

from different neurons tend to mix into each other. However, 



the borders of the clusters are still clear, and the separation 

strength is acceptable. The separation strength is quantified as 

‘discrimination degree’ [9]; it is the ratio of intercluster 

distance to intracluster distance, defined as 𝐷𝑖𝑠𝐷𝑒𝑔 =(𝑖𝑛𝑡𝑒𝑟/𝑖𝑛𝑡𝑟𝑎). The 𝑖𝑛𝑡𝑒𝑟 is the distance between two clusters 

and 𝑖𝑛𝑡𝑟𝑎 is the radius of the cluster. The 𝐷𝑖𝑠𝐷𝑒𝑔 between 

green and blue clusters are shown in the first row of Fig. 11. 

The exception is the case of ADDs (the last column in Fig. 11) 

which introduces more overlap between the clusters, 

degrading the clustering performance. The 𝐴𝑣𝑔𝐷𝑖𝑠𝐷𝑒𝑔 which 

is the average 𝐷𝑖𝑠𝐷𝑒𝑔 between all possible cluster 

combinations annotated in each plot proves that the 2D 

projections of uPCA and 𝑆𝐿𝜑𝐻ℎ(𝑘) provide better 

discrimination. 

C) Computational Complexity 

Due to the resource constraints imposed by implantable 

devices, the computational complexity of feature extraction 

and clustering processes is as important as the accuracy. The 

computational complexity is defined in terms of the number of 

basic arithmetic operations needed to calculate each feature. It 

is expressed as [9]: Comp = Nadd/sub + 10 × Nmul/div                   (6)  
where Nadd/sub is the number of additions (or subtractions), 

and Nmul/div is the number of multiplications (or divisions) 

required. For 10-bit resolution the complexity of 

multiplications (or divisions) are 10 times more costly than 

additions (or subtractions). 

Table II shows the computational complexity, CER and 

dimensionality factor (DF) of each feature extraction method. 

The Nadd/sub required to perform ADDs and FDVSDV are 

computed based on a delay factor required for subtracting the 

present and buffered samples. For example, consider the 

complexity of ADDs defined by the tuned scaling factors in 

decomposition lines (e.g. 𝛿|3,4,7). In uPCA, the core of feature 

extraction utilizes standard PCA and 𝜑(𝑘) is updated at each 

data segment. Thus, uPCA requires 𝐾𝑊 times more additions (𝑁2 + 2𝑁 + 1) and multiplications (𝑁2 + 2𝑁) than standard 

PCA. In the rPCA algorithm, the proposed subspace learning 

algorithm embeds the informative feature space partitions into 

the 𝜑(𝑘). rPCA initialises the 𝜑(𝑘) matrix using the standard 

PCA algorithm such that at the first data segment (𝑘 = 1) the 

number of Nadd/sub and Nmul/div is the same as that for 

standard PCA. The rPCA algorithm requires 𝑁 subtractions 

and 3𝑀𝑁 +𝑀 multiplications for each input at subsequent 

segments (e.g. 𝑘 = 2…100). This means that for each 

segment consisting of 𝑊 inputs, the algorithm requires 𝑊 

times Nadd/sub and Nmul/div. 

Although 𝑆𝐿𝜑(𝑘) does not necessarily update the 𝜑(𝑘) 
matrix at every segment (since the algorithm only updates 𝜑(𝑘) if the norm of the residual is greater than the projection), 

for the purpose of analysis, the worst-case is considered, 

where the residual 𝑟(𝑘) is always higher than the projection so 

that the 𝜑(𝑘) matrix is updated at every data segment (𝑘). In 

the proposed approach, the dictionaries only contain arrays of {−1, 0 and 1 } and so avoid multiplications and divisions and 

the second term in Eq. (6) is zero. To compute the number of Nadd/sub for the three types of dictionary, a variable 𝑝 is used 

to define the percentage of -1 and 1 in the dictionaries. In the 

expanded form of the projection output 𝑦(𝑘) =∑ 𝜑𝑖,1𝑋1,𝑗 +⋯+ 𝜑𝑖,𝑘𝑋𝑘,𝑗𝑁𝑘=1  there are 𝑁 × 𝑝 elements of -1 

and 1, corresponding to Nadd/sub in computing 𝑦(𝑘). It should 

be noted that projection and adaptive updating are executed 𝑘  

and 𝑘 − 1 times respectively. Considering 𝑆𝐿𝜑(𝑘), Eq. (6) 

derives Nadd/sub in each step of the dictionary-based feature 

extraction as: 𝑆𝐿𝜑(𝑘)𝐶𝑜𝑚𝑝                                                                                    (7)             
= {  
  𝑀 ×𝑊 × (𝑁 × 𝑝 − 1) × 𝑘,   𝐴՜                                                            𝑀 × (𝑊 − 1) × (𝑘 − 1),    𝐵՜                                                               (𝑁 + 𝑁 × (𝑀 × 𝑝 − 1) + 𝑁 × (𝑊 − 1)) × (𝑘 − 1),   𝐶 ՜                (𝑁 −𝑀) ×𝑊(𝑁 × 𝑝 − 1) × (𝑘 − 1),   𝐷՜                                          

where 𝐴՜, 𝐵՜, 𝐶 ՜ and 𝐷՜ calculate the complexity of 𝑦(𝑘) =𝜑(𝑘) × 𝑋(𝑘), feature energy, amount of residue 𝑟(𝑘) and 

substituting vector in the 𝜑(𝑘) matrix. The total number of 

TABLE II 

Comparison of Feature Extraction Methods. 

Method Additions                                    Multiplications 
d Overall 

complexity 

 

DR eDF = 𝑀 𝑁⁄  CER 

ADDs 
a,b𝑘𝑊 (3N − (𝛿1 + 𝛿2 + 𝛿3)𝛿|1..,7 - 30372 

 

Extrema 6/162 0.1494 

ZCF 𝑘𝑊(𝑁) - 10800 - 2/54 0.3458 

FDVSDV 𝑘𝑊(2𝑁 − 3) - 21000 Extrema 4/108 0.4029 

Spike shape - - - - 54/54 0.3888 
c DWT [13] 𝑘𝑊(4𝑁) 𝑘𝑊(8𝑁 − 10) 88720 KS test 10/54 0.078 

rPCA 𝑊(𝑁2 + 2𝑁 + 1) + (𝑘 − 1)𝑊𝑁 𝑊(𝑁2 + 𝑁) + (𝑘 − 1)3𝑊𝑁 +𝑊𝑀 956820 - 6/54 0.0359 

uPCA 𝑘𝑊(𝑁2 + 2𝑁 + 1) 𝑘𝑊(𝑁2 +𝑁) 6545000 - 6/54 0.0275 

uGLF 𝑘𝑊(5𝑁2 + 2𝑁 + 1) 𝑘𝑊(𝑁2 + 𝑁) + (𝑘 + 1)𝑁 + 10𝑊𝑀 8893740 - 2/54 0.0385 𝑆𝐿𝜑(𝑘) 𝑘(𝑁𝑀 × 𝑝 + 𝑁2𝑀 × 𝑝 +𝑀𝑊) - 97525 - 6/54 <0.08 
 

W = number of spikes per window; N = sample number per spike; M = sample number per feature vector. 

a: 𝛿1 + 𝛿2 + 𝛿3 represent the scaling factors of three decomposition lines which each is adaptively set to 1…7 over time. 
b: The estimated complexity of frequency synthesizer in ADDs is based on differentiation and accumulation of the spike waveforms 𝛽(𝑘 − 1)(𝑊)(N) 

for extraction of localized differences [30] and its first derivative of the accumulated waveform with the same length as the pike waveform (N – 1). 𝛽 

defines the number of spikes used for learning informative sub-bands in ADDs. 

c: DWT (four-level Haar wavelet), Kolmogorov-Smirnov (KS [31]) and superparamagnetic clustering (SPC) used in Waveclus. The algorithm is only 

tested using datasets containing three spike waveforms and noise level is swept over the range 𝜎𝑁 = (0.05, 0.1, 0.15, 0.2). 
d: Overall complexity for 𝑘 = 10 and 𝑊 = 20.  𝑝 = 0.65 in 𝑆𝐿𝜑(𝑘) complexity calculation. 

e: DF = dimensionality factor. 
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Fig. 14. Layout of the ASIC feature extractor in a 65-nm CMOS process. 

 

TABLE III. ASIC Feature Extractor Summary. 

Parameter Value 

Technology 65-nm (TSMC) 

Core size 0.09 mm2 

Supply voltage 1 V 

Feature streaming power 181 nW 

Subspace learning power 3.5 – 10.48 µW 

Power density 116.44 µW/mm2 

Operating frequency 30 kHz 

Feature extractor type Adaptive 

Memory size  1 kB 

Training model Subspace learning 

. 

Nadd/sub in dictionary-based schemes is the sum of the terms 

in Eq. (7) (𝐴՜ + 𝐵՜ + 𝐶 ՜ + 𝐷՜). Since 𝑘 is large, 𝑘 − 1 ≅ 𝑘, the 

overall complexity is 𝑘(𝑁𝑀 × 𝑝 + 𝑁2𝑀× 𝑝 +𝑀𝑊). 
As shown in Table I, 𝑆𝐿𝜑𝐸𝑇𝐹(𝑘) achieves an average CER 

of less than 0.06 (6%) over five runs consists of 100 data 

segments 𝑘 = (1…100) and it offers 327 times lower 

complexity in comparison with uPCA. The overall CER 

difference between 𝑆𝐿𝜑𝐸𝑇𝐹(𝑘) and uPCA is 2.81%. rPCA has 

18 times higher complexity compared with 𝑆𝐿𝜑𝐸𝑇𝐹(𝑘) and has 

1.97% lower overall classification error than 𝑆𝐿𝜑𝐸𝑇𝐹(𝑘) using 

the K-means classifier. Compared to ADDs, 𝑆𝐿𝜑𝐸𝑇𝐹(𝑘) has a 

9.4% lower CER with 0.8 times the complexity of ADDs for 𝑝 = 0.65. 

The K-means operation consists of two different phases: 

training and data streaming. The distance of each incoming 

feature vector to the previously finalized centroids is 

calculated and assigned to the nearest one in the streaming 

phase.The overall classification complexity of K-means is 

defined based on Euclidean distance calculations and is 

estimated to have 𝑘𝑊𝑀𝑐 additions and 20𝑘𝑊𝑀𝑐 
multiplications per feature vector where 𝑀 is the number of 

features per feature vector and 𝑐 is the number of clusters. 

Fig. 12 shows the CER versus computational complexity of 

feature extraction and sorting for 𝑐 = 5. The dictionary-based 

feature extractors achieve a better trade-off between CER and 

complexity. Three different regions are shown: high CER 

(yellow), high complexity (red) and the green region suitable 

for implantable applications. Since the projection error is not 

sensitive to 𝑊 due to the nature of neural signals, k can be 

minimized in practical applications allowing lower 

computational complexity. Fig. 13 shows the average CER 

versus DF for the methods in Table II. DF is the ratio of 

feature space dimensions to the number of samples per spike 

(𝑀/𝑁). In summary, the feature extraction methods 𝑆𝐿𝜑𝐻ℎ(𝑘), 𝑆𝐿𝜑𝐸𝑇𝐹(𝑘) and 𝑆𝐿𝜑𝐵𝑒𝑟𝑛(𝑘) provide better trade-off between 

clustering error and computational complexity and introduce a 

new class of feature extractors (green region in Fig. 12) with 

improved sorting performance within the implantable devices 

constraints. The feature extractors are not at present capable of 

resolving overlapping spikes which would degrade 

performance. An overlap detector and a more powerful 

subspace matched filtering scheme will be included in the next 

generation of dictionary-based feature extractors. 
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Fig. 12. Classification error (CER) versus computational complexity (𝑘 =100, 𝑊 = 100  and 𝑐 = 5) for the different feature extraction methods listed 

in Table II. Three domains are highlighted in this figure: yellow which shows 

the high CER, the red domain covers the costly methods which are not 

suitable for implantable applications and the green domain represent the 

compatible methods for implantable spike sorting. In the green domain, the 

dictionaries offer better CER-complexity. 
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Fig. 13. Classification error (CER) versus dimensionality factor (DF) for the 

different feature extraction methods.  

 



D) Hardware Implementation Results  

A hardware version of the feature extractor with the 

Hadamard dictionary (𝑆𝐿𝜑𝐻ℎ(𝑘)) was tested using an FPGA 

(Artix-7-XC7A200T) with a MATLAB/Simulink interface to a 

PC [32]. The CER was evaluated using approximately 1000 

sets of simulated neural data using the neural simulator in 

Section II-E, with varying numbers of spike 

waveforms NOC = (3, 4, 5, 6) and noise levels 𝜎𝑁 = 

(0.05, 0.1, 0.15 and 0.2). The system achieved an average 

CER of about 6 % over five runs. 

A preliminary ASIC design of the 𝑆𝐿𝜑𝐻ℎ(𝑘) feature 

extractor was implemented using a 65-nm CMOS process for 

a 1 V supply voltage. The ASIC was synthesized using 

Synopsys Design Compiler and place-and-route was done 

using Cadence SoC Encounter. The ASIC, shown in Fig. 14, 

occupies 0.09 mm2. Simulation suggests a power dissipation 

of 181 nW when running at 8-bit resolution and 30 kHz 

operating frequency in the feature streaming phase. The power 

consumption for subspace learning varies between 3.5 µW and 

10.48 µW. It is a function of recording channel characteristics 

including the number of active neurons, noise level and the 

number of leaning iterations when capturing the informative 

subspace. The power density of the ASIC, in the worst-case 

scenario during the learning phase, is 116.44 µW/mm2. It is 

6.87 times lower than the power density (800 µW/mm2) 

reported to damage brain cells [33]. Table III summarizes the 

performance of the ASIC. 

IV. CONCLUSION 

A new methodology for realization of robust adaptable 

dictionary-based methods for learning the informative 

subspace parameters in neural activity has been examined. 

Three types of dictionary which contain only {−1, 0 and 1 } 
(Hadamard, ETF and random Bernoulli) for implementing 

adaptive subspace updating schemes have been compared with 

existing systems. The subspace changes are recorded by 

projection of the original vectors into a low dimensional 

space. This offers segmentation and retention of useful 

information with low fidelity loss. Due to the use of {−1, 0 and 1} the adaptive updating schemes avoid the high 

computational cost associated with singular value 

decomposition calculations. Using simulated noisy neural 

signals and the K-means algorithm to separate the clusters it 

has been shown that these dictionary methods have accuracies 

similar to uPCA and rPCA. For example, ETF has an overall 

classification error of 5.56%, which is 2.81% higher than 

uPCA, but it has 327 times lower computational complexity 

and therefore power requirements. They have also been shown 

to be significantly more robust than existing computationally 

efficient methods such as ADDs, FDVSDV and ZCF. 

The 𝑆𝐿𝜑𝐻ℎ(𝑘) algorithm has been tested with an FPGA 

interfaced to MATLAB/Simulink and shows minor CER 

deviations (1.61%) from the simulation models. It has also 

been synthesized as an ASIC using a 65-nm CMOS process. 

In an area 0.09 mm2 it consumes up to about 10.48 µW, or 

116.44 µW/mm2. The power density in the ASIC is 6.87 times 

lower than the power density reported to damage brain cells. 

The dictionary-based feature extractors are, therefore, 

potentially highly suitable for implantable devices. Future 

work will include detection of overlapping spikes and a more 

powerful subspace matched filtering scheme. 
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