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ABSTRACT

Traditional speech spoofing countermeasures (CM) typically con-
tain a frontend which extracts two-dimensional feature from the
waveform, and a Convolutional Neural Network (CNN) based back-
end classifier. This pipeline is similiar to an image classification task,
in some degree. Pre-training is a widely used paradigm in many
fields. Self-supervised pre-trained frontends such as Wav2Vec 2.0
have shown superior improvement in the speech spoofing detec-
tion task. However, these pre-trained models are only trained by
bonafide utterances. Moreover, acoustic pre-trained frontends can
also be used in the text-to-speech (TTS) and voice conversion (VC)
task, which reveals that commonalities of speech are learnt by them,
rather than discriminative information between real and fake data.
The speech spoofing detection task and the image classification
task share the same pipeline. Based on the hypothesis that CNNs
follow the same pattern in capturing artefacts in these two tasks,
we apply an image pre-trained CNN model to detect spoofed utter-
ances, counterintuitively. To supplement the model with potentially
missing acoustic features, we concatenate Jitter and Shimmer fea-
tures to the output embedding. Our proposed CM achieves top-level
performance on the ASVspoof 2019 dataset.
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and privacy; « Information systems — Multimedia information
systems.
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1 INTRODUCTION

The automatic speaker verification (ASV) [34] system plays an
important role in data security and passing certification in recent
years. However, just like other biometric systems, the ASV system
is not completely secure in the face of illegal means or spoofing
attacks [58] ,such as voice imitating and replay attack. Meanwhile,
as the rapid development of deep learning in the field of speech
acoustics, text-to-speech (TTS) [36] and voice conversion (VC) [23]
technologies are able to used to generate spoofed utterances which
are natural enough to confuse people. Therefore, there is an urgent
need to develop a sufficiently reliable spoof speech detection system
to protect ASV systems as well as human beings.

Traditional speech spoofing countermeasures typically contain
a frontend which extracts the feature from an input utterance, and
a backend that output classification score. However, existing hand-
crafted or Deep Neural Network (DNN) based features perform
poorly in the face of multi-domain conditions or low signal noise
ratio (SNR) environments [8, 59, 61]. "Pre-training and fine-tuning"
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has become a common paradigm in many fields. To achieve a robust
frontend, some researchers turn their eyes on self-supervised pre-
trained speech model [29, 30, 43, 55]. Using Wav2vec 2.0 [3] or
HuBERT [16] as the frontend, their countermeasures (CMs) show
superior performance on the ASVspoof datasets [47, 59] and the
ADD2022 Challenge [61].

Despite the acoustic pre-trained frontend has been proven fit for
many tasks, it is still necessary to explore whether it is optimal in
this task from more perspectives. For one reason, such pre-trained
model learns from large-scale dataset which only contain bonafide
utterances. Intuitively, this kind of training strategies makes it diffi-
cult for them to learn discriminative representations to distinguish
spoof utterances from bonafide ones. In addition, the acoustic pre-
trained models can also boost the performance of TTS and VC tasks
[4, 33, 37, 49], which means the embeddings extracted by these
frontends contain more commonalities between bonafide and spoof
utterances.

These potential issues motivate us to consider another way,
which is adpoting image pre-trained backends to the CMs. The
mainstream CMs include a hand-crafted feature, such as Short
Time Fourier Transform (STFT) or Constant-Q cepstrum coeffi-
cients (CQCC) [46], and a Convolutional Neural Network (CNN)
based backend. Artefacts of the fake utterances sometimes could be
directly seen from these features output by frontends. For people
and CNN classifiers, the process of distinguishing such image-like
features is similar to the process of distinguishing pictures. In this
perspective, we assume that the significant features which learned
by CNN-based classifiers of the CMs are patterns, contours and
textures of the image-like features. In other words, CNN has sim-
ilar learning pattern in the image classification task and speech
spoofing detection task. Therefore, it is possible that CNN models
pre-trained on the large-scale image classifition datasets such as
ImageNet [9] have better ability to capture such patterns and arte-
facts than classifiers without pre-training. The above assumptions,
as well as the potential issues of acoustic pre-trained frontends,
motivate we to introduce the image-pretrained CNN-based model
to the speech spoofing CMs.

However, intuitively, CNN backend over-learnt on the image
classifiction dataset may have difficulty in learning acoustic features.
Therefore, we conduct experiments to complement the embeddings
of the models with additional acoustic features. By analyzing the
spectrum of the utterances through GradCAM [35], an explainable
visualization method, we find that the CNN-based CMs pay atten-
tion to fundamental frequency (F0) and its adjacent harmonics. This
phenomenon may indicate that F0, as one of the vital feature using
in the process of TTS and VC, has implicit information in distin-
guishing bonafide and spoof utterances. Thus, we extract Jitter and
Shimmer features, which are closely related to F0, and concatenate
them to the hidden embeddings.

In conclusion, our main contributions in this work include:

o Treat the speech spoofing detection as an image-like fea-
ture classification task, we investigate whether image pre-
training is effective for CMs. To the best of our knowledge,
this is the first work that apply image pre-trained model in
spoofed speech detection task.
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¢ Only using image-pretrained model may reduce the ability
of classifiers to detect artefacts from acoustic features. To
complement the model with acoustic features, we analyze the
significance of Jitter and Shimmer features and concatenate
them to the hidden embedding.

e A CM combine image pre-training and acoustic features is
proposed, which shows superior performance on widely-
used dataset.

The rest of the paper is organized as follows: Section 2 intro-
duces some related works. Section 3 describes the methodology
and the pipeline of our proposed paradigm. Section 4 introduces
the experimental parameter settings. While in section 5, the results
and analysis of systems are presented. The paper ends in section 6
with conclusions.

2 RELATED WORKS
2.1 Speech Spoof Detection

In response to the threat of a variety of speech spoofing attacks,
the Automatic Speaker Verification Spoofing and Countermeasures
(ASVspoof) Challenges were successfully held every two years
since 2015 [47, 59]. Based on these challenges, [51] subtracts the
log spectrogram of the vocoderfiltered audio from the one of the
original audio to highlight the replay channel information. FIR filter
is adopted as data augment strategy in [48]. Besides, researchers
have conducted a great variety of studies on the three tasks of logical
access (LA), physical access (PA) and DeepFake (DF) [11, 19, 42, 63].

The first Audio Deep synthesis Detection (ADD 2022) [61] chal-
lenge involves some challenging attacking situations ignored by the
ASVspoof Challenges, including low-quality fake audio detection
(LF) and partially fake audio detection (PF). In this challenge, self-
supervised pre-training method has shown dominance in multiple
tasks [29, 30]. Besides, [60] introduces neural stitching technology
to reduce overfitting. For the PF task, inspired by the extraction-
based question answering strategy, [56] proposes a self-attention-
based countermeasure to discover fake span.

Several other studies related on speech spoof detection are also
reported previously. [54] investigates CM training using active
learning (AL) to select the training data. SHapley Additive exPla-
nations (SHAP) are applied in [14] to provide explanation for the
behaviour of different spoofing detection models. [53] augments
the CMs with confidence estimators to achieve a CM which has the
capablity for opting for abstention. Mutli-task learning strategy is
used to alleviate cross-domain mismatch in [31]. [26] first investi-
gates the vulnerability of CMs under the adversarial attacks with
the fast gradient sign method (FGSM) and the projected gradient
descent (PGD) method. And in [57], adversarial training, a proactive
defense method, is introduced to mitigate the vulnerability of CMs
against adversarial attacks.

In conclusion, at present, speech spoofing detection task is a hot
issue that needs to be solved urgently. The research community
has made efforts to increase the robustness and the interpretability
of the CMs, and decrease the vulnerability of them.

2.2 Class Activation Maps

The conception of class activation maps (CAM) is first introduced
in [64]. CAM strategy is designed to visualize the discriminant basis
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Figure 1: The pipeline of our proposed countermeasure.

of the CNN-based classifiers, by computing a weighted sum of the
feature maps of the last convolutional layer and upsampling it to
the size of the input image. Gradient-weighted Class Activation
Mapping (Grad-CAM) [35] is improved upon CAM technology.
Weighting the activations by the average gradient, Grad-CAM can
produce visual explanations for CNN-based models for almost any
structure. In recent years, several new CAMs have appeared in the
field of computer vision. In the speech spoof detection task, using
CAM to analyze the artefacts of the two dimensional hand-crafted
feature has been reported in several studies [6, 28].

2.3 Pre-trained Method

"Pre-training and fine-tuning" paradigm has the ability to dig in-
formation from large-scale datasets, and has become a common
paradigm in the field of CV and NLP in recent years [15]. A large
number of downstream tasks achieve breakthrough by fine-tuning
networks which were pre-trained for ImageNet classification in
the field of CV. Meanwhile, in the field of NLP, state-of-the-art of
many downstream tasks is refreshed along with the appearance of
pre-trained models like BERT [10]. Similarly, pre-trained models
have also achieved significant improvement in the field of Acoustics.
Models such as Wav2Vec 2.0 [3] and XLS-R [2] have been popular in
Automatic Speech Recognition (ASR) task and speaker verification
task. Researchers have also investigated using these unsupervised
or self-supervised models to detect fake utterances [29, 30, 43, 55].
However, such unsupervised pre-trained models have never seen
spoof utterances from their pre-training dataset. In addition, such
pre-trained model also fit for TTS and VC, which reveals that more
commonalities between bonafide and spoof utterances are learned
by these models, rather than difference. Thus, as an investigation to
introducing pre-training paradigm to the speech spoofing detection
task, we turn our eyes on image pre-training.
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3 METHODOLOGY

In this section, we will introduce our proposed countermeasure
equipped with image pre-trained method and hand-crafted features.
Figure 1 shows the pipeline of the proposed CM.

3.1 Image Pre-trained Method

Self-supervised pre-training paradigm has been already widely used
in tasks in the field of acoustics like ASR, TTS etc. Several studies
have also reported excellent performance using pre-train method
in detecting spoof speech. However, intuitively, the embeddings
learned from the large-scale unsupervised datasets do not con-
tain representations which can distinguish spoof utterances from
bonafide ones. For one reason, the large-scale dataset on which
pre-trained models trained contains natural speech only. Moreover,
these pre-trained models can also boost the performance of TTS
and VC tasks, which means that embeddings extracted by these
frontends contain more commonalities between voices, rather than
difference between bonafide and spoof utterances.

Mainstream speech spoofing countermeasures contain a two
dimensional feature extractor and a CNN-based classifier. In this
perspective, compared to other acoustics tasks, spoofed speech
detection task is more similar to an image classification task. The
CNN of these two tasks have similar learning pattern. CNN of both
of them try to learn and capture textures and patterns from the
feature-maps, and classify them correctly. Based on these analyses,
compared to traditional acoustics pre-trained models, we try to
apply image pre-trained models.

ImageNet [9] is an influential large-scale labeled dataset, with a
huge amount of data and categories. Many downstream tasks in the
CV field benifit from pre-trained models based on it. In this work,
we apply a ResNet34 model pre-trained on ImageNet to the speech
spoofing detection task.

Both of them learn and capture textures and patterns from the
image-like features.
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Figure 2: Grad-CAM heatmaps of speech samples from the
ASVspoof dataset. The heatmaps are visualized based on STFT
feature and CNN classifier.

3.2 Acoustic Features

The image pre-trained CNN-based model only has the prior in-
formation of image patterns. Intuitively, compared to pre-trained
models widely used in the field of acoustics, pre-trained model
based on ImageNet is lack of the characteristics of acoustic features.
To verify this hypothesis, we try to supplement the image-based
pre-train model with acoustic features.

Short time Fourier Transform (STFT) is a commonly used feature
in a large amount of acoustic tasks. Compared to the original wave-
form, this kind of transform only lose phase information. The STFT
feature represents the energy distribution of of a speech utterance
in the time-frequency domain. The F0, formant, harmonics and
other acoustic features of speech can all be represented in the STFT
feature. We use Grad-CAM, a visualization method, on the STFT
feature to find out which acoustic features are the CNN-based clas-
sifier really focus on. Figure 2 show the heatmaps of a SE-ResNet
based classifier on several example utterances from the ASVspoof
2019 LA dataset. We randomly sampled several bonafide and spoof
utterances. Among them, the spoofed utterances are generated by
different spoofing attack strategies. It could be observed from the
heatmaps that the classifiers mainly focus on F0 and its adjacent
harmonics.

Jitter feature is quantified as the cycle-to-cycle variations of
F0. In [32], it has been reported that Jitter feature is effective for
distinguishing spoofing attack strategies. Based on these studies and
observations, to supplement the image pre-trained based model
with discriminative acoustic information, we concatenate Jitter
feaure to the hidden embedding. Besides, Shimmer feature, which is
quantified as the cycle-to-cycle variations of waveform amplitude, is
usually used in conjunction with Jitter feature. By capturing instant-
to-instant perturbations of the utterances, these two features are
also reported effective to distinguish bonafide and spoof speech in
[12].

These Jitter and Shimmer features are extracted by applying
the Praat voice analysis tool [1]. Nine types of Jitter and Shimmer
features we used are listed below [44, 45]:

e Jitter (local, absolute): Represents the average absolute
difference between two consecutive periods, expressed as:

1 N-1
jitta = —— T;i-T; 1
jitta N_lgu il m
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where T; are the extracted FO period lengths and N is the
number of extracted FO periods.

o Jitter (local): Represents the average absolute difference
between two consecutive periods, divided by the average
period, expressed as:

jitt = — Jitta - 100 )

N &i=1 "1

e Jitter (rap): Defined as the Relative Average Perturbation,
the average absolute difference between a period and the
average of it and its two neighbours, divided by the average
period.

e Jitter (ppq5): Represents the ratio of disturbance within five

periods, the average absolute difference between a period

and the average containing its four nearest neighbor periods.

Shimmer (local): Represents the average absolute differ-

ence between the amplitudes of two consecutive periods,

divided by the average amplitude, expressed as:

1 N-1
N=T =1 MAi — Ain| o

shim = 100 (3)
% Zfil Ai
where A; are the amplitude and N is the number of extracted
FO periods.

e Shimmer (local, dB): Represents the average absolute dif-
ference of the base 10 logarithm of the difference between
two consecutive periods, expressed as:

N-1

1
shdB= — Zl 120 x log(Ais1/Ay)| @

Shimmer (apq3): Represents the quotient of amplitude dis-
turbance within three periods, in other word, the average
absolute difference between the amplitude of a period and
the mean amplitudes of its two neighbors, divided by the
average amplitude.

Shimmer (apq5): Represents the ratio of perturbation am-
plitude of five periods.

e Shimmer (apq11): Represents the ratio of perturbation am-
plitude of eleven periods

These features have different distributions between natural speech
and synthesized speech, which indicate discriminative information,
as shown in Figure 3. It could be observed from the figure that Jitter
and Shimmer features of fake utterances have more outliers.

3.3 Image Pre-training Based Countermeasure

Figure 1 shows the whole pipeline of our image pre-training based
CM. The original waveform is firstly transformed into a two dimen-
sional feature. Next, the feature is sent to the CNN-based classifier,
which is pre-trained on the ImageNet [9]. Meanwhile, to supple-
ment the classifier with acoustic information, Jitter and Shimmer
features are extracted from the original waveform and concatenated
to the hidden embedding output by the classifier. Finally, the concat
embedding is sent to a multilayer perceptron (MLP) and achieve
the classification score.

4 EXPERIMENTAL SETUP
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Figure 3: The values of several Jitter and Shimmer static
features calculated on the ASVspoof 2019 dataset, shown as
boxplot. The green triangles are the means of the data and
the hollow circles show the outliers.

4.1 Datasets and Metrics

To investigate the robustness of the proposed countermeasure, ex-
periments are conducted on the series of ASVspoof datasets, which
is a group of influential datasets in this field. The ASVspoof 2019 log-
ical access (LA) dataset is based on speech derived from the VCTK
base corpus [50]. Fake utterances in the dataset are generated by 17
different TTS and VC systems. The ASVspoof 2021 (LA) dataset use
the same attack strategies as the 19LA dataset, while its utterances
are transmitted over different various systems including voice-over-
IP (VoIP) and a public switched telephone network (PSTN). The
deepfake (DF) track of 21 dataset collects about 600K utterances
processed with various lossy codecs which are used typically for
media storage. Data in the DF track also contain out-of-distribution
data, such as utterances in other languages and data from the other
datasets.

The equal error rate (EER) is used as the evaluation metric in this
work. EER is defined as the point where the false acceptance rate
(FAR) and the false rejection rate (FRR) are equal. The other metric
is minimum normalized tandem detection cost function (min-tDCF)
[22].
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4.2 Front-End and Model Architecture

For the image pre-trained method, we choose STFT as the input
feature. STFT feature is a two dimensional vector, which represent
the energy distribution in the time-frequency domain of an utter-
ance. The STFT is extracted with window length 1024, hop length
160 and a 1024-point FFT.

We choose SENet pre-trained on the ImageNet [9] as the CNN-
based classifier. SENet is an improved version of the ResNet , with
squeeze-and-excitation (SE) [17] block. A Global Average Pooling
layer is connected after the SENet block, which calculate the mean
value of each channels. The loss function used in this binary classi-
fication task is the angular margin based softmax loss (A-softmax)
[27].

To supplement the image pre-trained model with acoustic infor-
mation, we extract nine kinds of Jitter and Shimmer features from
original waveform, and concatenate them with the 128-dimensional
embeddings output by the global average pooling layer. The embed-
dings are then sent to a multilayer perceptron (MLP) and achieve
the classification score.

Meanwhile, as a control experiment, we also build a pipeline
based on Wav2Vec 2.0 frontend. The pre-trained model used is
Wav2Vec2-large-xlsr-53. The dimension of features output by the
last layer of Wav2Vec frontend are first reduced from 1024 to 128
through a fully connected layer. The embedding features are then
obtained by mean pooling in the time domain. Embedding features
are fed into a fully connected layer for binary classification.

4.3 Details of Systems Implementation

For the CNN-based CM, the layers of the CNN backend are initial-
ized with filters pretrained on ImageNet [9]. During the warm-up
period, we fix the weights and biases of these initialized layers,
only update those of the MLPs layers. After the first five epochs,
we train all convolutional layers and MLP layers jointly. The loss
function is minimized using Adam [21] optimizer with ; = 0.9,
P2 = 0.98, € = 107° and weigh decay 10~%. Warm-up steps of the
loss function are set to 1000, after which, the learning rate decreases
proportionally to the inverse square root of the step number. All
models are trained with 40 epochs, in which the model with the
lowest loss on the development dataset was selected as the final
model.

For the Wav2Vec 2.0 based CM, the weights of the Wav2Vec 2.0
frontend are updated during the training period. The optimizer is
Adam with f; = 0.9, fz = 0.98, ¢ = 1078 and weight decay 107%.
The learning rate is initialized to 1 x 107°. The stepLR is used as
scheduler with a step size of 10 epochs and a coefficient of 0.5. The
model with the smallest dev set EER is selected as the final model
for evaluation.

5 RESULT AND ANALYSIS

Table 1 shows the ablation results of our proposed image pre-trained
paradigm. The results show that compared to the original CNN
based countermeasure, on all the three datasets, the image pre-
trained model combined with Jitter and Shimmer features achieve
boosted performance. Among them, the result evaluated on the
ASVspoof 2019 LA dataset is significantly reduced by 60.27%. The
result on the 21 LA and 21 DF achieve 30.14% and 4.01% relative
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Table 1: Results of ablation experiments of our proposed
method. EER(%) is the eval metric of all results. Prog and
Eval in the table are two evaluation sets of the ASVspoof
Challenge. (1: Only STFT feature and ResNet34; 2: Apply
image pre-train; 3: Add Jitter and Shimmer features to the
embeddings.)

Model 2019 LA 2021 LA 2021 DF
prog eval prog eval
1 2.19 13.19 1440 1193 28.21
1+2 1.42 12.23 1236 931  26.94
1+3 2.06 1295 1545 872 24.25
1+2+3 0.87 9.50 10.06 8.15 27.08

Table 2: Comparison of the image pre-training with Wav2Vec
frontend. EER(%) is the eval metric of all results.

Model 19LA 211A 21DF
prog eval prog eval
Img-pre + J&S  0.87 9.50 10.06 8.15 27.08
Wav2Vec 2.0 1.78 8.77 6.8 1.66 8.7

EER reduction, respectively. The boosted performance prove our
hypothesis, which is the image pre-trained model can enhance
the ability of the CNN classifier to detect pattern and artefacts.
Meanwhile, the ablation experiments prove that adding acoustic
features to the embedding output by CNN based classifiers can
improve the performance of CMs. Moreover, only applying image
pre-training or concatenating the Jitter and Shimmer features is
also effective, to a certain extent.

Table 2 shows the comparison results between our proposed
image pre-training method and a CM based on Wav2Vec 2.0 fron-
tend on the three datasets. It could be observed from the table
that our proposed method achieves better performance on the 19
dataset. It achieve a competitive while slightly worse performance
compared to the Wav2Vec based CM on the 21 LA dataset. And
the results on the DF dataset are far inferior to the Wav2Vec. The
reason for this phenomenon is that the utterances in the 21LA and
21DF dataset are processed by various codec algorithms, which may
fade the textures and artefacts learnt by backend. Moreover, the
21DF dataset contains out-of-distribution utterances from the other
datasets and in other language. The Wav2Vec frontend has seen
large amount of speech data so it is more robust to various kinds
of speech utterances. Therefore, the Wav2Vec frontend is better at
handling out-of-distribution data in the DF dataset. By contrast, the
image pre-trained model are more capable of capturing artefacts
and patterns of in-distribution data, which is more similar to the
training data. It is worth noting that, the Wav2Vec is a frontend,
while the image pre-trained model is a backend. Combining these
two frontend and backend may merge their strengths, which will
be investigated in our future work.

Table 3 shows the comparison of our proposed image pre-trained
model with other recently proposed state-of-the-art systems on
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Table 3: Comparison with recently proposed state-of-the-art
systems on the ASVspoof2019 LA dataset. The results are
reported using Min-tDCF and EER(%), which are both the
smaller the better. All the results listed below are based on
single model, without any kind of score-level ensemble.

Model 2019 LA
min-tDCF EER(%)
Img-pre + J&S(proposed) 0.027 0.87
AASIST [20] 0.028 0.83
RAWGAT-ST [38] 0.034 1.06
STFT(Low)+ResNet [63] 0.037 1.14
Wav2Vec 2.0[55] 0.100 1.28
Res-TSSDNet [18] 0.048 1.64
Raw PC-DARTS [13] 0.052 1.77
CQT+MCG-Res2Net [25] 0.052 1.78
LFCC+LCNN+LSTM [52] 0.052 1.92
STFT+ResNet+OCsoftmax [62] 0.059 2.19
LFCC+GMM [41] 0.090 3.50
HuBERT [55] 0.157 3.55
Siamese CNN [24] 0.093 3.79
GAT-S [39] 0.091 448
RawNet2 [39] 0.155 5.54

Table 4: Results of our proposed method with Rawboost.
EER(%) is the eval metric of all results.(1: Only STFT fea-
ture and ResNet34; 2: Apply image pre-train; 3. Add Jitter
and Shimmer features to the embeddings.) Compared to CMs
with acoustic pre-trained frontends and some CNN based
CMs.

Model 2021 LA 2021 DF

1 14.40 28.21

1+2+3+RawBoost(proposed) 7.71 19.11
Wav2Vec 2.0 6.8 8.7
Wav2Vec 2.0 [55] 9.66 475
Wav2Vec 2.0 [30] 7.20 5.68
HuBERT [55] 9.55 13.07
GMM+LCNN(Ensemble) [7] 3.62 18.30
ECAPA-TDNN(Ensemble) 5] 5.46 20.33

the ASVspoof 2019 dataset. Our system is only slightly worse than
AASIST system [20] with RawWave on the EER metric. It is worth
mentioning that our proposed CM is improved from a 2.19 EER
baseline. Our proposed method is a kind of paradigm. Similarly,
it is also possible to get a performance improvement using our
method for other better performed CNN based CM. Overall, our
approach makes a mediocre CM achieve top-level performance on
the ASVspoof 2019 dataset.

To make the system more robust to the multi-domain conditions,
we have also tried to use data augment strategy on our proposed
CM. RawBoost [40] method is an effective data augment method for
multi-domain conditions. Adding this kind of data augmentation
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can boost the robustness of CMs against multiple codec environ-
ments. Table 4 shows the result of our CM which adopts Rawboost
on the ASVspoof 2021 LA and DF datasets, as well as some CMs
with acoustic pre-trained frondend and some CNN based CMs. The
results shows that after adding the data augment strategy, EER of
our proposed relatively reduce 46.46% and 32.26% on the ASVspoof
2021 LA and DF dataset, respectively. After adding data augment
strategy in the pipeline, the proposed CM achieve competitive re-
sults compared to the CM with acoustic pre-trained frontend on the
21 LA dataset. Our results are worse than other CNN based model
on the 21 LA dataset. However, our training paradigm achieve great
improvement compared to the original training strategy without
it. It is possible to get a similar performance improvement using
our training paradigm for other better performed CNN based CM.
On the DF dataset, the performance is still much worse than acous-
tic pre-trained frontends. However, on the DF dataset, other CNN
based CMs also cannot achieve similar results to them. Same as the
analysis above, an acoustic pre-trained frontend has unique advan-
tages when dealing with out-of-distribution data, like utterances of
other languages and from other datasets. Some types of acoustic
characteristics can not be easily captured as a pattern by CNN-
based classifier, without pre-trained on diverse large-scale speech
datasets. Therefore, combining the acoustic pre-trained frontend
and image pre-trained backend and merge their advantages might
be a reasonable hypothesis. We will conduct research on it in our
future work.

6 CONCLUSION

In this work, based on the hypothesis that CNN based classifiers
treat speech spoofing detection task as a image classification task
and capture patterns and artefacts from the two dimensional acous-
tic features, we introduce image pre-training paradigm to the speech
spoofing CM. Models pre-trained by ImageNet are adopted and
achieve better performance. To supplement the model with poten-
tially missing acoustic features, we concatenate Jitter and Shimmer
features to the output embedding. Although our proposed CM
achieve top performing results on the in-distribution data, results
also prove that it is not good at dealing with out-of-distribution data
compared to acoustic pre-trained frontend such as Wav2Vec 2.0.
However, our proposed paradigm is to use a pre-trained backend,
while Wav2Vec 2.0 is a frontend. Combining them may merge their
advantages and achieve good performance on both in-distribution
data and out-of-distribution data. Our future work will focus on
this possibility.
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