
Palaeontologia Electronica 
http://palaeo-electronica.org

PE Article Number: 15.1.1T
Copyright: Palaeontological Association January 2012
Submission: 6 January 2010. Acceptance: 14 October 2011

Falkingham, Peter L. 2012. Acquisition of high resolution 3D models using free, open-source, photogrammetric software. 
Palaeontologia Electronica Vol. 15, Issue 1; 1T:15p; 
palaeo-electronica.org/content/93-issue-1-2012-technical-articles/92-3d-photogrammetry

Acquisition of high resolution three-dimensional models using 

free, open-source, photogrammetric software

Peter L. Falkingham

ABSTRACT

The 3D digitisation of palaeontological resources is of tremendous use to the field,
providing the means to archive, analyse, and visualise specimens that would otherwise
be too large to handle, too valuable to destructively sample, or simply in a different
geographic location. Digitisation of a specimen to produce a 3D digital model often
requires the use of expensive laser scanning equipment or proprietary digital recon-
struction software, making the technique inaccessible to many workers. Presented
here is a guide for producing high resolution 3D models from photographs, using freely
available open-source software. To demonstrate the accuracy and flexibility of the
approach, a number of examples are given, including a small trilobite (~0.04 m), a
large mounted elephant skeleton (~3 m), and a very large fossil tree root system (~6
m), illustrating that the method is equally applicable to specimens or even outcrops of
all sizes. The digital files of the models produced in this paper are included. The results
demonstrate that production of digital models from specimens for research or archival
purposes is available to anyone, and it is hoped that an increased use of digitisation
techniques will facilitate research and encourage collaboration and dissemination of
digital data.
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INTRODUCTION

The three-dimensional (3D) surface digitisa-
tion of both fossil specimens and localities has
become a growing trend among palaeontologists
over the past decade. Not only has digitisation led
to advances in science through the accessibility
and flexibility of working with digital models, but it
has enabledthe creation of online repositories
(e.g., Digimorph - http://www.digimorph.org) for

archiving and distributing this data (Smith and
Strait, 2008; Belvedere et al., 2011a).

Uses of Digital Specimens

The digitisation of skeletons has enabled
researchers to investigate ranges of motion (Chap-
man et al., 1999; Mallison, 2010a, 2010b), con-
strain soft tissue volumes (Gunga et al., 2008;
Bates et al., 2009b, 2009d), and explore aspects of
biomechanics including locomotion and feeding
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(Hutchinson et al., 2005; Rybczynski et al., 2008;
Gatesy et al., 2009; Sellers et al., 2009) in extinct
animals, free from the limitations of handling large,
heavy, and often fragile bones. By digitising com-
plete skeletons, or even just individual limbs, con-
straints and forces can be applied to the digital
models within the computer to produce simulations
that would be impossible (or at least monumentally
difficult) if relying on physical specimens alone.
The use of accurate 3D digitised surfaces allows
for more specific placement of muscle attachments
than would be possible with more generic com-
puter models.

It is not just skeletons and other body fossils
that have been subject to an increased use of digi-
tisation techniques. Palaeoichnology, the study of
fossil traces, has seen a major renaissance in
recent years, thanks in part to a wider use of meth-
ods such as laser scanning and photogrammetric
documentation. This has seen digitisation tech-
niques applied to the study of particularly inacces-
sible tracks either due to physical location (e.g., on
a cliff face) (Bates et al., 2008a, 2008b), or
because of a limited time frame in which to access
the tracks (e.g., when a river bed dries up, expos-
ing the track surface) (Bates et al., 2009c; Farlow
et al., 2010). By creating digital models of tracks,
particularly when those tracks are very shallow and
possess subtle features, and applying false-colour
based on depth for example, the morphology can
be communicated far more easily than with a sim-
ple photograph or outline drawing (Bates et al.,
2009c; Falkingham et al., 2009; Adams et al.,
2010; Belvedere and Mietto, 2010; Belvedere et
al., 2011b). The ability to digitise in the field and
return the digital copies to the lab is particularly
pertinent for trace fossils, where excavation is usu-
ally either difficult or undesirable. Tracks remaining
in the field may be subject to what is often severe
weathering and erosional processes (Bates et al.,
2008b). Ensuring accurate records are kept of
such sites is vital in order to preserve as much
information as possible, and to record the rate at
which the physical specimens are being lost (Bre-
ithaupt and Matthews, 2001; Breithaupt et al.,
2001; Breithaupt et al., 2004; Matthews et al.,
2005; Matthews et al., 2006; Marty, 2008; Bates et
al., 2009a, 2009c; Adams et al., 2010; Farlow et
al., 2010). Similar methods can be used to docu-
ment dig sites and excavations, providing an accu-
rate record not only of the location of fossils
removed from the site throughout the duration of
the excavation, but also of geospatial reference to

geomorphological features or other dig sites in the
surrounding area.

Techniques for Producing 3D Models

The most common method of digitising large
specimens or specimens for which internal struc-
tures are unimportant (i.e., when only the external
3D morphology is desired) is currently through the
use of laser scanners (Bates et al., 2010). Such
scanners come in a variety of models; usually spe-
cifically suited to a particular range and object size
– a desktop scanner will lack the range to scan
large specimens or field sites for instance, whilst
an outcrop scanner with 1-5 cm resolution would
be unsuitable for small invertebrate fossils or the
individual bones of a skeleton. These scanners
have been prohibitively expensive in the past, but
are becoming more affordable as use becomes
more widespread (Bates et al., 2008b). Neverthe-
less, few palaeontology research groups own their
own scanners, and must often acquire their use for
limited periods of time either through commercial
rental, or by borrowing from other departments or
research groups. Once the data has been acquired
with the scanner, proprietary software and/or a high
level of expertise is often necessary in order to
align the individual scans from each scanner loca-
tion, and to clean spurious data points (Bates et al.,
2008b; Mallison, 2010a).

An alternative approach to laser scanning is
photogrammetry, where photographs taken with a
digital camera are aligned, camera positions are
calculated, and a point cloud is produced. Previous
uses of photogrammetry in palaeontology have
predominantly been applied to dinosaur tracks
(Breithaupt and Matthews, 2001; Matthews et al.,
2006; Bates et al., 2009a), and have involved the
use of numerous markers within the photographs
and subsequent post-processing with expensive
commercial packages that can require consider-
able user input to select matching points and align
the photographs. Unlike laser scanning, this
method is expensive not due to hardware, but due
to proprietary software and the required expertise.

There are obvious advantages to producing
digital versions of physical specimens, but until
now the means to do so have remained inaccessi-
ble to most workers, either due to cost, lack of
expertise, or both. Here a photogrammetric method
is presented that requires little user expertise, and
can produce accurate 3D digital models based only
on photographs taken with a cheap consumer
camera. All software used throughout the paper is
based on freely available open source software,
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making this methodology accessible to workers
from a range of disciplines.

METHODS

In order to demonstrate the use of the open
source software in generating 3D models of speci-
mens, the technique was applied to various speci-
mens ranging in size by several orders of
magnitude (from a trilobite to a fossil tree). Speci-
mens belong to either the Manchester Museum
(MANCH), the teaching collections of the School of
Earth, Atmospheric, and Environmental Sciences,
University of Manchester (UMTC), or the Birken-
head Gallery Museum (BIKGM). As the method
remains the same regardless of specimen size or
complexity, the method itself will be described in
general. The models themselves are presented
later, along with discussions of quality, in the
results section.

The process of producing a 3D digital model
from a physical specimen can be summarised as:

1. Acquisition of photographs of the specimen.

2. Production of a sparse point cloud and deter-
mination of camera locations.

3. Production of a dense point cloud based on
previously calculated camera locations.

4. Post-processing.

1. Acquisition of Photographs of the Specimen 

For each of the models produced for this
paper, an Olympus E-500 8 megapixel camera was
used to acquire photographs (Figure 1). The
choice of camera was based solely upon availabil-
ity, rather than for any technical reasons. The num-
ber of photographs required varies according to the
complexity of the specimen and to the resolution
required of the digital model. In order to produce a

FIGURE 1. Sample images used to produce a 3D model of a Chirotherium trackway (See results).
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three-dimensional Cartesian coordinate, any given
point must be present in at least three photographs
from different positions, even if those positions dif-
fer by only a small amount. For complex subjects in
which some parts occlude others from many
angles (e.g., a mounted skeleton), photographs
taken at least every 15° are recommended (total-
ling at least 24 images taken around the specimen)
in order to produce a complete digital model. Ide-
ally, overlap of ~50% between images should be
obtained. For less complex subjects with no
occluding parts (e.g., a relatively low relief fossil
track), high quality models can be produced from
as little as three photographs of the specimen. The
images do not need to be taken or named in any
specific order. For the specimens used in this
paper, the number of photographs was altered
accordingly to ensure the best coverage (see
results section for comparison between models
produced from differing numbers of images). 

2. Producing a Sparse Point Cloud and 

Determining Camera Positions

Having acquired an image set of the speci-
men to be digitised, the next step is to calculate
camera positions and produce a sparse point cloud
as a basis for the model. The point cloud was
obtained using the freely available software “Bun-
dler” and associated programs (available from:
http://phototour.cs.washington.edu/bundler/, or see

section 3b below for specific Windows version).
Bundler reconstructs a scene from the images and
has been previously applied to collections of photo-
graphs of tourist attractions including Notre Dame
and the Great Wall of China (Snavely et al., 2006,
2007). The “Bundler” software requires inputs gen-
erated by other programs, including sets of
images, image features, and image matches. The
matches and features are generated using addi-
tional programs packaged with Bundler, and the
inclusion of a bash shell script within the package
means that the entire process is automated if run
on a Linux platform (or on Windows using a Linux
emulator such as Cygwin). After installing the Bun-
dler package, and editing the shell script accord-
ingly, the user places the script and photographs
together in a folder and runs the script. Good data-
sets of images will result in keypoint matches
(reported by the script) on the order of thousands
or tens of thousands of keypoints for each image
(for models presented here, the Bundler script typi-
cally reported between 5,000 and 50,000 keypoints
found for each image). For the examples used in
this paper, this stage takes approximately 30-40
minutes on a 2 GHz dual core laptop to match the
images and produce a sparse point cloud (Figure
2.1). Once the user has produced a sparse point
cloud using Bundler, the data must be prepared for
generation of a dense point cloud by using the

FIGURE 2.1. Sparse point cloud generated by Bundler.  Green, red, and yellow points indicate camera positions. 2.
Dense point cloud generated by running CMVS and PMVS-2 on the output from Bundler.
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Bundle2PMVS script included with the Bundler
package.

3a. Producing a Dense Point Cloud
In order to generate a high density point cloud

from the images, camera positions, and sparse
point cloud generated by Bundler and the associ-
ated programs, multi-view stereo (MVS) software is
used. Here, Clustering views for Multi-View Stereo
(CMVS) and Patch-based Multi-View Stereo
(PMVS v2) software was used (Furukawa et al.,
2010; Furukawa and Ponce, 2010). These pro-
grams are freely available under the GNU General
Public License (GPL) as source code for compila-
tion on either Linux or Windows, for both 32- and
64-bit platforms, and can be downloaded from
http://grail.cs.washington.edu/software/cmvs/ and
http://grail.cs.washington.edu/software/pmvs
respectively. As with Bundler, these programs can
be run from within the image directory according to
the instructions supplied with the downloads.
CMVS is run first, to produce clusters of images
and enable PMVS-2 to handle large datasets.
PMVS-2 is then run on the resulting clusters to pro-
duce a dense point cloud (Figure 2.2). In order to
produce dense point clouds from the 8 megapixel
images for each model, 64-bit versions of the pro-
grams were required in order to utilise as much
computer memory (RAM) as possible. For the
examples presented here, an eight core desktop
with 32 Gb of RAM and running a 64-bit operating
system was used. Total time to produce a dense
point cloud was on the order of 30 minutes to an
hour for average datasets of ~30 photographs, but
increased to almost 12 hours when datasets of
over 200 photographs were used (see results
below). The programs are able to utilise parallel
processing and will experience considerable speed
up on powerful computer hardware such as multi-
core workstations or computer clusters.

3b. Automating Sparse and Dense Point Cloud 

Production with the Osm-Bundler Package for 

Windows

The methods outlined above rely on installing
and running the software in a Linux environment,
either native or emulated (e.g., via Cygwin). This
can make the software difficult to use for those
unfamiliar with such a computing environment. As
an alternative, the above software (Bundler and
associated programs, PMVS, CMVS) can be
downloaded in a single package from http://
code.google.com/p/osm-bundler/. The osm-bun-
dler package contains pre-compiled software for
Windows (32-bit and 64-bit), and python scripts to

automate the process.  Installation and use is out-
lined at the above link. The python scripts carry out
the processes described above for generation of
both sparse and dense point clouds.

4. Post Processing and Production of a 3D 

Mesh

The dense point cloud generated by CMVS
and PMVS-2 is in the *.PLY polygon file format,
which can be read by many computer-aided design
(CAD) packages for visualisation and post pro-
cessing. Additional *.PLY files include calculated
positions of the camera for each photograph. For
visualisation purposes, the free software Meshlab
(http://meshlab.sourceforge.net/) was used. The
resultant point cloud may include spurious points
due to false keypoints found in photos, or may
include points relating to the subject’s surroundings
that are not required. These undesired points can
be easily deleted, as is the case with any other dig-
ital 3D acquisition technique such as laser scan-
ning. 

Because the method relies on photographs,
rather than directly measuring XYZ position as in
laser scanning, the resultant point cloud is scale-
less. In order to scale the point cloud such that dig-
ital units are representative of the dimensions of
the physical specimen, an object of known dimen-
sion should be included in the dataset (e.g., the
placement of a scale bar beside the specimen). A
3D object of known dimensions will aid in scaling
the point cloud to the correct dimensions. Once the
dense point cloud has been imported into the CAD
package, it can be processed and surfaced in the
same way as a point cloud generated via any other
technique such as laser scanning, including surfac-
ing the point cloud in order to produce a solid, pho-
totextured, 3D model.

A 3D mesh can be produced from the point
cloud in the same way as is common for point
clouds captured through laser scanning (e.g., see
Bates et al., 2008b; Adams et al., 2010). Although
researchers will often work with surfaced (meshed)
models, this paper will not describe the process of
producing a mesh in detail as the process depends
heavily upon the software being used and the com-
putational resources available. In this case, the
Poisson Surface Reconstruction function was used
in Meshlab to produce surfaced models (Appendi-
ces 3 and 6) 

RESULTS

Using the methods described above, digital
models were produced from a trilobite (Phacops
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latifrons, ~0.04 m in length, UMTC– 9/11), a fossil
trackway (Chirotherium, ~1.4 m in length, BIKGM

159), a mounted elephant skeleton (~3 m in length,
MANCH – A1225), and a fossil tree root system
(Stigmaria ficoides, ~6 m in diameter, MANCH –
L.L.11627). These specimens cover a range of
sizes and levels of surface detail (Figure 3). Table
1 summarises the number of photographs used,
and the size of the resulting point clouds, and also
lists appendices in which the reader can download
the final point cloud as a *.PLY file, and in the case
of Chirotherium and the fossil tree root system, a
meshed 3D object as well. In addition to these
specimens, the front of the Manchester Museum
was also used to generate a 3D model.

The smallest object digitised using the meth-
ods outlined in this paper was the Trilobite, Pha-

cops latifrons. The quality of this model was limited
by the macro capabilities of the camera used,
given that the lens limited how close photographs

could be taken.  Nevertheless, the individual axial
rings measuring only 2 mm are clearly recorded in
the 3D model, as are other small details such as
the eyes (Figure 4, Appendix 1). 

The Chirotherium trackway resulted in a high
quality point cloud (Figure 5.1, Appendix 2), which
recorded small tracks (~ 2 cm in length and ~2 mm
in relief) among the larger Chirotherium tracks (Fig-
ure 5.3). Rain drop impressions and other small
features in the rock surface are clearly visible in the
3D digital model (Figure 5.3). The Chirotherium

trackway was mounted in a case behind glass. By
ensuring correct lighting to minimise reflections,
the glass did not appear in the final point cloud.
The small section of scale bar present within the
point cloud can be accurately measured to within 1
mm. The generation of a mesh (Appendix 3) blurs
the boundaries between centimeter markings on
the scale bar, however, making measurements
more difficult after post-processing.

FIGURE 3.  Images of specimens used for production of 3D digital models.  From upper left clockwise: trilobite (Pha-

cops latifrons), Chirotherium trackway, fossil tree (Stigmaria ficoides) root system, mounted Asian elephant skeleton
(Elephas maximus). 
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Two point clouds were produced of the
mounted Asian elephant skeleton, one using 44
photographs (Appendix 4) and a second from 207
photographs (Figure 6, Appendix 5). The larger
model (207 photos) consists of over six times as
many points after removal of extraneous points
(background walls and ‘floating’ points). The quality
of the model does improve with an increased num-
ber of photographs, particularly around the jaw
(Figure 7) and feet, where additional close-up pho-
tographs were taken. However, this increase in
quality is relatively small, given that individual
bones can be observed in both point clouds,
including individual phalanges in the feet. Both
models have missing details from the dorsal sur-
face of the specimen’s back, though this is a con-
sequence of the height of the mounted skeleton
(and comparative height of the photographer)
rather than a limitation of the method, and would
equally apply to other digitisation techniques such
as laser scanning. It should be noted that the rela-
tively small increase in point cloud quality between
models made from 44 and 207 photographs came
at the expense of computational resources. Whilst
the smaller model was produced on a standard
desktop PC in ~1 hour, the larger model required
over 22 Gb of RAM and took over 12 hours on an
8-core workstation.

The fossil tree root system was the largest
specimen digitised using the method presented
here. It was also the specimen for which the least
number of photographs were taken (24, see Table
1). Given that the specimen is in a fixed position
against a wall within the Manchester Museum,
photographs could not be taken from a full 360°
arc. Nevertheless, the final point cloud captured
the visible morphology of the tree, including com-
plex areas in which roots intersect (Figure 8,
Appendix 6). Fine detail such as surface texture is
not visible in the model, as all photographs were

taken from some distance to capture the whole
structure. 

To further illustrate the utility of the method
presented here, the front of the Manchester
Museum itself was also imaged, and a 3D digital
model was produced (Figure 9, Appendix 7).  The
model was produced from 52 images, however, the
presence of a major road directly in front of the
building meant that photographing the building
from multiple angles was made difficult.  Neverthe-
less, the final point cloud consisted of 1,071,961
points and recorded the overall geometry of the
building.

Comparison with a Digital Model Produced with 

a Laser Scanner

In order to demonstrate the accuracy/resolu-
tion of the photogrammetric method outlined here,
models were generated of a cast bird track (CU-
MWC224.4; see Falkingham et al., [2009] for previ-
ous application of a laser scan of this specimen,
and Lockley et al.  [2004] for original description)
using both the photogrammetric method and a
laser scanner.  The laser scanner was a NextEn-
gine 3D Scanner HD and was used to generate a
model of the track at a resolution of 5,500 points
per square inch (~852 points cm-2) - a resolution of
approximately 0.3 mm. Note that this is not the
maximum resolution of the scanner, but was used
in order to provide a scan of known dimension and
resolution for comparison while maintaining a rea-
sonable file size and scan time. Scans were pro-
duced from three angles in order to avoid occlusion
and then aligned in the NextEngine software. The
photogrammetric model was produced from 75
photographs of the whole cast and then cropped to
the same size as the area scanned. The merged
laser scans produced a model consisting of 96,832
vertices, and the same area in the photogrammet-
ric model consisted of 1,390,894 vertices. The pho-

TABLE 1.  Table detailing the specimens used to generate 3D digital models, their approximate overall size, the num-
ber of photos taken, and the resulting size of point cloud.  Also listed are the relevant appendices containing the digital

*.PLY point cloud file (and in the case of the Chirotherium trackway also polygon mesh).

Specimen
Approx. size of 

specimen

Number of 

photos
Number of points 3D file

Trilobite 4 cm 35 179,294 Appendix 1

Chirotherium 1.4 m 50 2,171,040 Appendix 2 (Point cloud)

Appendix 3 (mesh)

Elephant 3 m 44 310,236 Appendix 4

Elephant 3 m 207 2,090,058 Appendix 5

Tree root system 6 m 24 841,059 Appendix 6

Manchester Museum 50 m 52 1,070,573 Appendix 7
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togrammetric model achieved a considerably
higher density point cloud than the 0.3 mm laser
scans, recording the subtle surface texture of the
specimen (Figure 10).

DISCUSSION

The digitisation method presented in this
paper requires only basic equipment (consumer
digital camera and a personal computer) in con-
junction with freely available open source software
to acquire accurate and high resolution 3D digital
models. These basic requirements mean that this
method of producing digital models of specimens
(or outcrops) is extremely cost effective compared
to most laser scanning or photogrammetric
options, which require expensive proprietary hard-
ware and/or software. In addition, the inclusion of
shell scripts with the software means that use
requires little training or expertise on behalf of the
operator once the software has been correctly set
up; there is no manual alignment via point picking
required by the user, unlike with laser scanning or

other photogrammetric methods. The 3D digital
model of the mounted elephant skeleton (Figure 7,
Appendix 4-5) is of a higher resolution than the
mounted skeletons digitised by laser scanning by
Bates et al. (Bates et al., 2009b, 2009d), but was
achieved for a fraction of the cost, and in a much
shorter timescale.

The lack of complex scanning equipment
makes this method of 3D digital acquisition
immensely portable, requiring only a pocket-sized
camera. Importantly, the software requires little in
the way of specific markers or features within the
photographs, meaning that 3D models can retroac-
tively be produced of previously visited sites or
specimens from collections of digital photographs
(providing enough photographs were taken). 

The method is also applicable within relatively
short time frames. Within only a couple of hours, a
specimen or site can be photographed and those
images processed to produce a high quality model.
In order to produce higher resolution point clouds,
more computational resources are required, how-

FIGURE 4.  Dense point cloud of trilobite containing 179,294 points. Scale bar measuring millimetres is included in
the point cloud.
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ever, the lack of necessary user interaction means
that processing can be accomplished over-night for
larger models, providing computational facilities
such as a workstation or cluster are available. In
cases where such computational resources are not
available, the user may wish to make a low resolu-
tion model from a limited number of photographs
(<30), then produce high resolution models of
areas of interest from additional photographs, and
finally merge the two point clouds (after scaling).
This technique has previously been applied to
laser scan recordings of large track sites, in which
detailed scans are required of tracks, but low reso-
lution models of the whole site must be used to
enable handling of the data (Bates et al., 2008a,
2008b). The nature of the work requiring a digital
specimen will ultimately determine the density of
point cloud required and consequently the number
of photographs to be taken. 

As shown by the Chirotherium model, speci-
mens behind glass are not a problem for the
method presented here, providing reflections can
be minimised (the use of a flash is not applicable
for specimens behind glass). This is another
advantage over some forms of laser scanning,
which can produce severe aberrations if the laser

reflects off glass.  The production of digital models
from subjects ranging in size from a centimetre
scale trilobite to the front of the Manchester
Museum building acts as evidence for the applica-
bility of the method to palaeontological specimens
of all sizes, including rock outcrops and excavation
sites. The somewhat inconvenient presence of a
major road made taking photographs from all
angles of the Manchester museum difficult, whilst
the lack of a dedicated macro lens proved to be the
limiting factor for the trilobite.

Making a Good Model

As illustrated by the elephant models pro-
duced from 44 (Figure 7, Appendix 4) and 207
(Figure 6, Figure 7, Appendix 5) photographs,
increasing the number of images will result in a
higher resolution point cloud and consequently
higher fidelity 3D digital model. However, as noted
above, this increase in fidelity comes at the cost of
computational resources and may push the
method from the desktop into the realms of special-
ist workstations or computer clusters (at least with
current hardware). Because the processing stage
is carried out after taking the photographs, the best
option is to take as many photographs as possible

FIGURE 5. 3D digital model of Chirotherium trackway. 5.1 – Dense point cloud containing 2,171,040 points. 5.2 – 3D
polygon mesh. 5.3 – Close up of area highlighted in 5.1 showing small vertebrate tracks and detail of rock surface. 5.4
– 3D polygon mesh coloured according to vertex angle (orientation of individual faces) to highlight topography.
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at the time, and then if computational resources
are a limiting factor, manually select the best 30-40
for producing a digital model.

The camera used to acquire images for the
models generated in this paper was an 8 mega-
pixel digital SLR, however, additional tests showed
that an 8 megapixel digital compact camera pro-
duced models of comparable quality (similar den-
sity point clouds). Images beyond ~10 megapixels
will provide little benefit, while serving to substan-
tially increase processing time. Production of
denser point clouds, and the capture of more com-
plex detail, should be achieved through more pho-
tographs taken closer to the object, rather than
simply using higher resolution images.

Limitations of the Method

As is the case for other digitisation techniques
such as laser scanning, difficulties arise from
attempting to produce models of specimens or out-
crops in complex surroundings. In cases where the

background is complex in both colour and topol-
ogy, and when the background appears in many
photographs (for instance, when photographing a
mounted skeleton in a museum), the software can
produce models where a large portion of the point
cloud represents extraneous and unwanted parts.
While these parts of the resulting point cloud can
be subsequently removed during post-processing,
their inclusion does increase both processing and
post-processing time. In the case of small speci-
mens, this difficulty is easily remedied by placing
the object against a plain background, for instance
white or black paper. Larger specimens or outcrops
will benefit from ensuring the depth of field of the
photograph is focused on the specimen, as blurred
backgrounds will result in fewer keypoints located
away from the specimen. Tracks, or specimens
mounted against a wall or floor, provide the best
subjects for the method as there is no ‘background’
to be incorporated into the processing phase. 

Unlike laser scanning, which directly mea-
sures the xyz coordinate of each point, the method
presented here relies on colour differences
between images to locate matching keypoints and
produce points. As such, areas of solid colour will
not result in points within the point cloud. Whilst
this is advantageous for removing unwanted areas
(as noted above), it can cause difficulties for
objects such as scale bars (Figure 4, Appendix 1).
However, because solid colour will only occur on
flat surfaces (uneven surfaces will produce varia-
tion in colour due to lighting), no information is lost.
Depending on the software used for post-process-
ing, the user will be able to either fill the hole with
additional points, or employ a meshing algorithm
that produces a flat surface between the points at
the edge of an area of solid colour. 

Because the method is scale-less, it can be
equally applied to objects of all sizes, providing one
of the greatest strengths of the method. However,
this lack of scale means that care must be taken to
either include an object of known dimension in the
images (e.g., a scale bar), or measure part of the
object, so that once the 3D model is produced, it
can be scaled to the correct size. Whilst models
can be produced of inaccessible specimens then,
measurements cannot be taken from those mod-
els, and in these cases laser scanning is advanta-
geous.

Future Possibilities

It is hoped that the method outlined in this
paper will enable all researchers from any disci-
pline access to digitisation of specimens, free from

FIGURE 6.  Dense Point cloud of mounted Asian ele-
phant skeleton constructed from 207 photographs (com-
prising 2,090,058 points). Skeleton is ~3 m from tusk to
tail.
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the costs and expertise required by previous laser
scanning or photogrammetric techniques. The
method is potentially applicable to collections of
photographs taken in the past, allowing research-
ers retroactive access to digital data, with the
potential of producing exciting 3D models of speci-
mens, which no longer exist. With 3D models
already becoming more commonplace within
palaeontology and other sciences, it will only be a
small step to full 3D models being commonly dis-
tributed between researchers via the internet,
much as digital images are today. Production of the
highest resolution models pushes the limits of
today’s desktop computers, but within only a few
years extremely high resolution models will be eas-
ily generated on even mid-range office PCs, either
through the use of more powerful CPUs, or by the
adaptation of the code to run on consumer GPUs.

The advances in computational resources are
not limited to the desktop however. The increasing
number of smartphones possessing a high resolu-
tion camera, 1 Ghz + processors, and gigabytes of
RAM, combined with the development platforms of
modern phone operating systems, means that in
the immediate future we may begin to see this
technology appearing in common handheld
devices, and with that, palaeontologists heading
into the museum or the field, recording a specimen
in 3D and then emailing it to colleagues anywhere
in the world, all within a matter of minutes.

FIGURE 7.  Comparison of dense point clouds produced using 44 (left) and 207 photographs (right). With additional
photographs taken focusing on complex areas such as the jaw, the result is a considerably higher resolution point
cloud.

FIGURE 8.  3D digital model of the tree root system.
Above, dense point cloud consisting of 841,059 points.
Below, polygon mesh.  Tree root system is ~ 6 m in
diameter.
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CONCLUSION

This paper has detailed the process of pro-
ducing accurate, high resolution, 3D digital models
using photographs taken using a consumer cam-
era and freely available open source software. Dig-
itisation of palaeontological resources represents

an exciting advance for the science, and it is hoped
that the adoption of this method will greatly facili-
tate research, allowing workers in all areas access
to technology that has previously remained prohibi-
tively complicated and expensive. As well as
enabling researchers to produce their own 3D
models, the widespread adoption of 3D digitisation

FIGURE 9.  Dense point cloud of the Manchester Museum (Field of View ~ 60 m). This point cloud contains
1,070,573 points.

FIGURE 10.  Comparison between photograph of specimen (left), 0.3 mm resolution laser scan (middle), and photo-
grammetric model (right). Visible area of laser scan consists of 96,832 vertices, and visible area of photogrammetric
model contains 1,390,894 vertices. Scale bars equals 10 mm.



PALAEO-ELECTRONICA.ORG

13

will significantly aid in facilitating collaboration
through the sharing and dissemination of digital
data.
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APPENDIXES

(Appendix files are available online as a zip file.)
palaeo-electronica.org/2011-techinal-articles-
issue1/92-3d-photogrammetry
APPENDIX 1.  Point cloud file (binary *.PLY format) of
trilobite Phacops latifrons, comprised of 179,294 points.
Produced using 35 photographs.  Includes scale bar with
mm/cm markings. Point cloud has been scaled to correct
size.
APPENDIX 2.  Point cloud file (binary *.PLY format) of
Chirotherium trackway, comprised of 2,171,040 points,
and produced from 50 photographs.Point cloud has
been scaled to correct size.
APPENDIX 3.  Polygon mesh file (binary *.PLY format)
of Chirotherium trackway.
APPENDIX 4.  Point cloud file (binary *.PLY format) of
Asian elephant, comprised of 310,236 points and pro-

duced from 44 photographs. Skeleton is ~3 m in length.
Point cloud has been scaled to correct size.
APPENDIX 5.  Point cloud file (binary *.PLY format) of
Asian elephant, comprised of 2,090,058 points, and pro-
duced from 207 photographs.Skeleton is ~3 m in length.
Point cloud has been scaled to correct size.
APPENDIX 6.  Point cloud file (binary *.PLY format) of
fossil tree root system, comprised of 841,059 points, and
produced from 24 photographs. Root system is ~6 m
across. Point cloud has been scaled to approximately
correct size.
APPENDIX 7.  Point cloud file (binary *.PLY format) of
the front of the Manchester Museum, comprised of
1,070,573 points, and produced from 52 photographs.
Point cloud covers approximately 60 m of building.
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