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Abstract: In this paper, we present a novel, rapid approach for the detection of brain tumors 

and deformity boundaries in medical images using a genetic algorithm with wavelet based 

preprocessing. The contour detection problem is formulated as an optimization process that 

seeks the contour of the object in a manner of minimizing an energy function based on an ac-

tive contour model. The brain tumor segmentation contour, however, cannot be detected in 

case that a higher gradient intensity exists other than the interested brain tumor and deformi-

ties. Our method for discerning brain tumors and deformities from unwanted adjacent tissues 

is proposed. The proposed method can be used in medical image analysis because the exact 

contour of the brain tumor and deformities is followed by precise diagnosis of the deformities. 
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1. INTRODUCTION 

It is important to extract the interested region from 

the object in computer vision. Generally, there are two 

types of solution methods for this problem, a region 

based method and a contour extraction method. 

Several methods are proposed to extract the contour of 

an object such as hough transform, graph search, 

dynamic programming, region growing, etc. [1]. 

An active contour model was proposed by Kass, 

Witkin and Terzopoulos [2]. It constructs active 

contours to extract the contour of an object. By 

minimizing the energy it was applied to the low level 

vision problem [3]. Also, research is achieving much 

in the reflex analysis field of medicine because it is in 

agreement with the complex biological structure [2]. 

The active contour model, however, displays 

unstable behavior and contraction in the energy 

minimization process. When the contour of an object 

is incorrect then shock phenomenon of the active 

contour occurs. It structurally falls in the local 

minimum. Also, the conventional method has 

limitations in the case of initialization problems, 

robustness for noise and contour extraction of 

concaved shape objects. Cohen, William and Amini 

used an optimization algorithm such as the greedy 

algorithm dynamic problem to overcome these 

difficulties [4]. Recently, active contour is proposed 

considering the direction of edge [5] and genetic 

algorithm (GA) [6]. These methods, however, have 

difficulty in finding the contour of an object with a 

complex background and are time consuming. 

In this paper, we propose an active contour model 

using GA with wavelet transform based image 

preprocessing to resolve the problems. Energy 

function is proposed to overcome vulnerability of the 

energy form that is presented in the existing method. 

We introduced the wavelet transform [7] and GA for 

selecting a search region. We outlined the contour of 

the interested object. 
 

 2. BASIC ACTIVE CONTOUR MODEL 

 
In the active contour algorithm, selection of an 

energy function for extracting the contour of an object 

is important. Generally, energy function is composed 

of internal energy ( int ernalE ), external energy ( extE ), 

and image energy ( imageE ) and is shown in (1) [1]. 
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where snakeE : Total energy, 

( )sν : Control point, 

s : Distance between control points. 

In (1), internal energy is shown in (2). In (2), the 

first derivative term is approximated by a finite 

difference, which makes a snake-like smoothed curve, 

and the second derivative term makes a snake-like 

straight line. Changeable weighting parameters ( )sα , 

( )sβ  control the contour of the snake freely so that 

we can obtain the accurate shape contour [1]. 
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Image energy is shown as in (3). The snake shape is 

moved toward the direction of maximum image 

gradient intensity. External energy is constraint by 

user [1]. 
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( , )imageE I x yγ= − ∇
 ,                (3) 

where γ : Weight of image energy. 

 

3. WAVELET TRANSFORM 

3.1. Concept 

The Fourier transform analyses the frequency 

contents of a signal. Its many properties make it 

suitable for studying linear time invariant operators, 

such as differentiation. As shown in (4), however, to 

represent the frequency behavior of a signal locally in 

time domain, the signal should be analyzed by 

functions that are localized both in time and frequency 

domain, which is called Short Time Fourier 

Transform (STFT). For instance, signals are 

compactly supported in the time and frequency 

domains. STFT for ( )s t is shown below [7]. 

( , ) [ ( ) ( )] iwtSTFT t f s t w t t e dt−∞′ ′= ⋅ − ⋅∫−∞ ,   (4) 

where t′ : Shifted time, 

 ( )w t : Window function, 

 iwte− : Sinusoidal wave, 

 ( )s t : Time signal. 

The wavelet transform replaces the Fourier 

transforms sinusoidal waves by a family generated by 

translations and dilations of a window known as a 

wavelet. Wavelet function ( , ( )a b tψ ) is the 

fundamental function used to transform the mother 

wavelet. It is shown in (5). 
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Fig. 1. 2D decomposition. 

 

          
  (a) Original image.       (b) Coarse image. 

 

Fig. 2. 2D multi-resolution image. 

 

where a : Dilation, 

 b : Translation. 

Wavelet transform ( ( , )sCWT a b ) for ( )s t  using 

wavelet is shown in (6). The wavelet transform is a 

correlation of original signal and wavelet function. 

( , )sCWT a b  represents a signal into several 

resolutions according to a  and b . 

 

,( , ) ( ), ( )

1
( ) ( )

s a bCWT a b t s t

t b
s t dt

aa

ψ

ψ

= 〈 〉

−∞= ∫−∞
    (6) 

3.2. 2D Wavelet transform 

The fundamental module from which the DWT is 

composed is a “perfect reconstruction two-channel 

filter bank [7]”, which applies a low pass filter (which 

attenuates high frequencies) to one channel, and a 

high pass filter (which attenuates low frequencies) to 

the other. These modules are cascaded on the low pass 

channel, the output of which is fed into the next 

module, while the output of the high pass channel is a 

representation of one level of the detail information 

added to create representations of increasing 

resolution. The figure below represents one-level 

wavelet decomposition, constructed as a cascade of a 

two-channel filter bank. 2D decomposition is obtained 

by applying the one-dimensional decomposition to the 

image rows and columns as shown in Fig. 1. 

 

4. ACTIVE CONTOUR MODEL USING GA 

WITH WAVELET BASED IMAGE 

PREPROCESSING 

4.1. Image preprocessing 
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(a) Vague boundary.        (b) Clear boundary  

after DWT. 

Fig. 3. Image preprocessing on vague boundary 

between the region of interest and its 

adjacent background. 

 

Image energy uses an approximated image obtained 

by the discrete wavelet transform (DWT) of original 

image. For example, Fig. 2 shows the multi-resolution 

analysis of the original image. One coarse image is 

generated by DWT. Detailed images are not shown. 

The coarse image is used in detecting the contour of 

an object as shown in Fig. 2 (b). 

Because the energy of the coarse image by DWT is 

reserved by the characteristics of DWT, the intensity 

of the image according to resolution is different. In 

this paper, if the gray level is larger than a set point, as 

the scaling of a coarse image by DWT is higher, the 

intensity of the transformed image is higher. However, 

if the gray level of the original image is lower than the 

set point, the opposite holds true. Therefore, if the 

border between the interested region and background 

region is vague (Fig. 3), use of the higher scaled 

image helps the border to be clear. 

 

4.2. Energy of active contour model 

In this paper, we proposed a genetic algorithm for 

the optimization process, precise object contour 

detection with wavelet based preprocessing to detect 

the contour of object effectively. The energy function 

using the proposed method is composed of internal 

energy, which means continuity energy, curvature 

energy, and image energy. Each of the energy terms 

are shown below. 

 
4.2.1 Internal energy 

Continuity and curvature energy are scale-invariant. 

When an active contour is modeled as spline, 

continuity energy is shown in (7) and curvature 

energy is shown in (8). In curvature terms, in the case 

of 90  curvature, this energy is 0.5. 
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Fig. 4. Edge detection using edge gradient magnitude 

only. 
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4.2.2 Image energy 

As generally used image energy considers the 

magnitude of image gradient energy ( ( , )I x y∇ ), it is 

difficult to detect the contour of the interested region 

with a complex background. In this paper, therefore, 

the gradient magnitude and directional information of 

the image was considered. It is shown in (9) and (10). 

2 2( , ) ( , ) ( , )I x y G x y G x yx y∇ = +
,     (9) 
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where ( , )I x y : gray level in ( , )x y  

( , ) ( , ) ( , )x xG x y I x y M x y= ∗ : edge gradient of x 

direction 

( , ) ( , ) ( , )y yG x y I x y M x y= ∗ : edge gradient of y 

direction 

( , ), ( , )x yM x y M x y : horizontal and vertical 

gradient mask. 

Fig. 4 shows the contour of an object, which is 

detected only by using the gradient magnitude of the 

image. As shown in Fig. 4, because the magnitude of 

the gradient intensity of the image is considered, in an 

object with unwanted edge gradient direction, the 

interested edge is not detected. Fig. 5 however, shows 

that both the magnitude and the edge gradient 

direction of the image are considered, as a new trend 

in image processing. As shown in Fig. 5, considering 

all images, the interested edge was detected according 

to the outer and inner edge gradient direction. 

Therefore in this paper, image energy ( ( )image iE v ) 

was shown as considering the direction of the active 

contour. In (11) the direction of image energy was 

weighted strongly by cos ( )ivδ [5]. Furthermore, the 

value of the gradient magnitude of image energy is  
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(a) Outward edge          (b) Inward edge 

gradient direction.        gradient direction. 

 

Fig. 5. Edge detection using edge gradient direction. 

 

 
Fig. 6. Tangential and normal vectors of active 

contour. 

 

between 0 and 255. The value is normalized [0 1] 

using (12). 
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where ivg : Gradient magnitude in iv max min,g g : 

Maximum and minimum gradient magnitude of 

contour point. 
Fig. 6 shows the active contour model considering 

edge gradient direction. As shown in Fig. 6, ( )G ivθ  

is the gradient direction in iv . ( )N ivθ  is the normal 

direction in iv . When ( )ivc  is the directional vector 

of the active contour in iv , (13) is possible. 

Supposing ( ) ( , )
iv x yc c c= , as shown in (14), the 

normal vector is found. ( )N ivθ +  and ( )N ivθ − are 

selected properly according to ( )G ivθ . 

 1 1( )i i i i ic v v v v v+ −= +                   (13) 

(a) Searching range. 

 

(b) Exclusive searching range. 
 

Fig. 7. Searching region. 
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4.3. Active contour model using GA 

The most important aspect concerning application 

of an active contour model using GA is to select the 

appropriate population and fitness function. Selecting 

proper population saves searching time in the 

optimization process and selecting proper fitness 

function lessens the convergence time. The searching 

region should be decided for detecting the contour of 

the object using GA. Fig. 7 shows the searching 

region for detecting the contour of an object using GA. 

In this paper, therefore, the population is 

constructed using the distance and angle from the 

center to the control point as shown in Fig. 8. The 

fitness function for evaluating each string is composed 

of image energy, continuity energy and curvature 

energy in (15). The fitness will be a maximum if 

energies are minimal. 

1

1 ( )image continuity curvature

Fitness
E E Eγ α β

=
+ + +  

(15)
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where N : number of control point, 

 ( 1, , )ip i N= : Distance from center of 

object to control point, 

 ( 1, , )i i Nα = : Angle crossing control 

point and x axis, 

   m : number of population. 

 

Fig. 8. String architecture. 

 

5. SIMULATION RESULTS 

We accomplished the computer simulation for 

detecting the contour of the interested region to prove 

the efficiency of the proposed method. Fig. 9 shows 

the fitness of GA. As shown in Fig. 9 the fitness 

improves as generation evolves, which means the 

spline is optimized by GA and close to the contour of 

the object. The control points for detecting the contour 

of the object are 60, which are initially set randomly 

within the searching range by GA operation. Table 1 

shows the simulation coefficients of GA. Fig. 9 shows 

a rapid convergence to the optimal solution compared 

to the over 10000 generation of the paper by L. 

Ballerini [6], which does not use wavelet based image 

preprocessing. 

To improve the efficiency of the proposed method 

as shown in Fig. 10, adding 40% and 60% gaussian 

noise into the synthesized image, we accomplished 

computer simulation. The contour of the interested 

region was detected without being affected by the 

added noise. 

Using (11) and uniformed intensity of an object 

preprocessed by wavelet transform [7], the interested 

region of an image with complex background was 

outlined. Fig. 11 shows the detection of the interested 

region using the proposed GA in case that the higher 

gradient intensity exists other than in the region of 

interest. The contour of an object was detected by the 

 

Table 1. Simulation coefficients of GA. 

Number of 

population 
Generation Crossover rate 

100 150 0.65 

Mutation rate Coefficients of fitness 

α
 

β
 

γ
 0.01 

1.2 0.1 0.1 
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Fig. 9. Fitness. 

  

  
(a) 40% gaussian noise added image. 

 

  

  
(b) 60% gaussian noise added image. 

 

Fig. 10. Examples of synthesized images with diffe-

rentvalues of Gaussian noise. 
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(a) Coin image. 

 

 
(b) Metal image. 

 

Fig. 11. Detection of contour of some objects. 

 

  
(a) Bacteria 

. 

 
(b) Blood. 

 

Fig. 12. Detection of contour of bacteria and blood 

image. 

 

proposed method accurately. Also, as shown in Fig. 

12, we accomplished detection of the contour of the 

bacteria and blood image to show the efficiency of the  

  
(a) Brain attack. 

 

 
(b) Brain tumor. 

 

Fig. 13. Detection of contour of fatal attack and brain 

tumor. 

 

proposed method. 

Fig. 13(a) shows that when the border of brain atta-

ck and its adjacent sound tissue is not distinct, the 

contour of the interested region could be detected 

accurately. To illustrate the efficiency of the proposed 

method, the contour of the brain tumor was detected 

to be unaffected by its other complex sound tissue. 

 

6. CONCLUSIONS 

In this paper, we presented a novel, rapid approach 

for contour detection of the region of interest in 

complex background images using a genetic algorithm 

with wavelet based preprocessing. The contour 

detection problem is formulated as an optimization 

process that seeks the outline to minimize an energy 

function based on an active contour model. The object 

contour, however, cannot be detected in cases in 

which the higher gradient intensity exists other than in 

the region of interest. We’ve proposed a method to 

solve the problem for discerning the region of interest 

from unwanted regions in complex background 

images using the directional information of an object’s 

edge. The proposed method can be used in medical 

image analysis because the exact contour of the brain 

tumor and deformities is followed by precise 

diagnosis of the deformities. 
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