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#### Abstract

Vibration control of a horizontal rotor with an asymmetrical moment of inertia is investigated. A linear optimal control system is developed to stabilize and control the rotor system by using the mathematical model of a rotor system expressed in the rotating coordinates. An approximated dynamical equation of a long rotor system is derived and used to obtain the compensator in analytical form (which saves much computational effort in control design), and is particularly useful in hardware implementation. Simulation results show the efficiency of the proposed strategy. The influences of weighting matrices and the effects of the asymmetrical moment of inertia on system performance for different controllers are also assessed.


## I. Introduction

The dynamics of asymmetrical rotor systems has received a great deal of attention in recent years, but how to control these rotor systems has not been studied in great detail. A few papers have discussed the stability analysis of an asymmetrical rotor-bearing system (1-7), and the vibration control problem of symmetrical rotor-bearing systems (8-15), but little has been reported about the vibration control of an asymmetrical rotor-bearing system (16). For example, Matsumura et al. (8) considered a horizontal rotating shaft controlled by magnetic bearings. They derived the equations of motion of a levitated rotating body, made clear the relations between voltage, current and attractive force of an attractive-force-type electromagnet and showed that an integral controller is desirable. Anton and Ulbrich (16) considered the effect of asymmetries on a high-speed rotor where an output feedback control was designed based upon the symmetric part (i.e. timeinvariance matrices) of the rotor system, whereas the unsymmetrical part was omitted from their account. The method, though simple, does not warrant the stability of the controlled system, which in reality depends heavily on the influence of asymmetries. Furthermore, neglect of the unsymmetrical part in the control design may deteriorate the system performance even if the controlled system is stable.

This paper is concerned with the active vibration control of an asymmetrical rigid rotor system. All the degrees of freedom of motion, except the translation
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motion in the axial direction and the rotation of the spin motion, are actively controlled by the attractive forces which are provided by the direct current electromagnets. Taking into account the effect of the asymmetrical moment of inertia, the motion equations of the rotor system consisting of periodic coefficients are first developed. Then, for the purpose of convenience in control design, these equations are readily transformed into a rotating coordinate system in which linear constantcoefficient differential equations are obtained. Based on these equations, an optimal control system is then developed to suppress the vibrations of such an asymmetrical rotor system.

Because of the complexity in solving the Riccati equations, an analytical form of the solution (if considering a long rotor system) is further developed in this paper. Mizuno and Higuchi (9) utilized the concept of the internal symmetry of a system to obtain the solution of this problem. Unfortunately, the appearance of the unsymmetrical moment of incria makes this available concept uscless. To overcome such difficulty, an approximated model suitable for a long rotor system is derived. The concept of the internal symmetry of system, based on this new approximated model, can still be used to develop an analytical form of the optimal control problem. This saves much computational effort in control design and is most useful for hardware implementation or analog control. Simulation results have shown the efficiency of this proposed strategy.

## II. Modeling of the Horizontal Rotor-bearing System

The rotor is assumed to be rigid and asymmetric, in which, for easy modeling, the cross-section of the shaft is considered to be elliptic with uniform mass imbalance. For the general cases where rotors have different moment of inertia properties in the mutual perpendicular planes, the treatment here can still be applied in a similar way. The shaft is suspended horizontally by contact-free magnetic bearings at both ends and rotates at a constant angular velocity $\Omega$, as shown in Fig. 1. The rotor has four degrees of freedom including two translational motions and two rotational motions, and is controlled by eight magnetic bearings. Figure 1 also shows the direction and point of action of each force.

### 2.1. The rotating coordinate system with Eulerian angles

To derive the equations of motion, we first definc the Eulerian angles as three successive rotations, which are utilized to describe the angular displacements. As shown in Fig. 2, the sequence employed here is begun by rotating the initial system of axes parallel to the fixed coordinates into deflected mode by an angle $\phi$ counterclockwise about the $Z$-axis. In the second stage, the intermediate axes ( $X Y Z)^{\prime}$ rotated about the $X^{\prime}$ axis counterclockwise by an angle $\theta$ to other intermediate axes $(U V W)^{\prime}$. Finally, the ( $\left.U V W\right)^{\prime}$ axes are rotated by an angle $\psi$ about the $W^{\prime}$-axis to produce the principal axes $U V W$. Eulerian angles $\phi, \theta$ and $\psi$ thus completely specify the orientation of the principal coordinate system relative to the fixed coordinate system. The angular velocities are directly described in (UVW)' as


b
Cross section of the shaft

Fig. 1. Basic structure of the rotor-bearing system.

$$
\begin{align*}
\omega_{u}^{\prime} & =\theta \\
\omega_{v}^{\prime} & =\phi \sin \theta \\
\omega_{w}^{\prime} & =\dot{\psi}+\phi \cos \theta \tag{1}
\end{align*}
$$

Then the components of the angular velocities in the directions of the principal axes are individually derived by coordinates transformation, or

$$
\begin{align*}
\omega_{u} & =\dot{\theta} \cos \psi+\dot{\phi} \sin \theta \sin \psi \\
\omega_{v} & =-\dot{\theta} \sin \psi+\dot{\phi} \sin \theta \cos \psi \\
\omega_{w} & =\dot{\psi}+\dot{\phi} \cos \theta \tag{2}
\end{align*}
$$

When a rotor element is deflected in position and orientation, the deflected angles are obtained by projecting the inclination angle $\theta$ onto the $Y Z$ and $X Z$ planes, as shown in Fig. 2, i.e. $\theta_{x}=\theta \cos \phi, \theta_{y}=\theta \sin \phi$. From the geometric configuration with very small oblique angle $\theta$, the spin angle of rotor about the axis $W$ is obtained as $\Phi=\phi+\psi$. Thus, the speed of spin rotation is $\Omega=\dot{\Phi}$.

### 2.2. Equations of motion

The dynamic equations of an asymmetric rotor system can be derived through Hamilton's principle, which states that the actual path renders the integral between two fixed time bounds as shown in Eq. (3) an extremum :

$$
\begin{equation*}
H=\int_{t_{1}}^{t_{2}}[(T-P)+W] \mathrm{d} t, \tag{3}
\end{equation*}
$$

where $T, P$ and $W$ are the kinetic, potential energies and work done by nonconservative forces.
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Fig. 2. Eulerian coordinate system.

The kinetic energy of the rotor is the sum of the energy of translational and rotational motions, which can be represented as

$$
\begin{equation*}
T=\frac{1}{2}\left[m\left(\dot{x}^{2}+\dot{y}^{2}\right)+\left(I_{u} \omega_{u}^{2}+I_{v} \omega_{v}^{2}+I_{p} \omega_{w}^{2}\right)\right] \tag{4}
\end{equation*}
$$

Substituting Eqs (2), $\theta_{x}=\theta \cos \phi, \theta_{y}=\theta \sin \phi, \Phi=\phi+\psi$ and $\Omega=\dot{\phi}+\dot{\psi}$ into Eq. (4) and letting $\cos \theta=1-\left(\theta^{2} / 2\right)$ and $\sin \theta=\theta$ (since $\theta$ is very small), we obtain the total kinetic energy of the rotor as follows:

$$
\begin{align*}
T=\frac{1}{2}\left[m\left(\dot{x}^{2}+\dot{y}^{2}\right)+I_{p} \Omega^{2}+I_{p} \Omega\left(\dot{\theta}_{x} \theta_{y}-\dot{\theta}_{y} \theta_{x}\right)\right. & +I\left(\dot{\theta}_{x}^{2}+\dot{\theta}_{y}^{2}\right) \\
& \left.+2 \Delta \dot{\theta}_{x} \dot{\theta}_{y} \sin 2 \Phi+\Delta\left(\dot{\theta}_{x}^{2}-\dot{\theta}_{y}^{2}\right) \cos 2 \Phi\right] \tag{5}
\end{align*}
$$

where $I$ and $\Delta$ denote the mean and the deviatoric mass moment of inertia in the principal axes, respectively, i.e.

$$
\begin{align*}
I & =\frac{1}{2}\left(I_{u}+I_{c}\right) \\
\Delta & =\frac{1}{2}\left(I_{u}-I_{v}\right) . \tag{6}
\end{align*}
$$

Since the rotor is considered to be rigid and horizontally suspended, the potential energy is influenced by the conservative force of gravity. The total potential energy can be expressed as

$$
\begin{equation*}
P=m g y \tag{7}
\end{equation*}
$$

The imbalance force of the rotor during rotation is derived as

$$
\begin{align*}
& \mathrm{d} F_{u}=\varepsilon \Omega^{2} \mathrm{~d} m \\
& \mathrm{~d} F_{r}=\zeta \Omega^{2} \mathrm{~d} m \tag{8}
\end{align*}
$$

where $\varepsilon$ and $\zeta$ are the mass eccentricity components of the shaft corresponding to the axes $U$ and $V$.

They can be transformed into the fixed coordinates by

$$
\begin{align*}
{\left[\begin{array}{c}
\mathrm{d} F_{x} \\
\mathrm{~d} F_{y}
\end{array}\right] } & =\left[\begin{array}{cc}
\cos \Omega t & -\sin \Omega t \\
\sin \Omega t & \cos \Omega t
\end{array}\right]\left[\begin{array}{l}
\mathrm{d} F_{u} \\
\mathrm{~d} F_{r}
\end{array}\right] \\
& =\left[\begin{array}{cc}
\cos \Omega t & -\sin \Omega t \\
\sin \Omega t & \cos \Omega t
\end{array}\right]\left[\begin{array}{l}
\varepsilon \Omega^{2} \\
\zeta \Omega^{2}
\end{array}\right] \rho A \mathrm{~d} s . \tag{9}
\end{align*}
$$

The work done by distributed imbalance forces is integrated along the rotor and obtained as

$$
\begin{align*}
W & =\int_{0}^{L}(x, y)\left[\frac{\mathrm{d} F_{x}}{\mathrm{~d} F_{y}}\right] \\
& =\cos \Phi \int_{0}^{L}(x, y)\left[\begin{array}{l}
\varepsilon \Omega^{2} \\
\zeta \Omega^{2}
\end{array}\right] \rho A \mathrm{~d} s+\sin \Phi \int_{0}^{t}(y,-x)\left[\begin{array}{l}
\varepsilon \Omega^{2} \\
\zeta \Omega^{2}
\end{array}\right] \rho A \mathrm{~d} s . \tag{10}
\end{align*}
$$

Then, by using Eq. (3) the equations of motion can be obtained as follows:
$m \ddot{x}=m\left(\varepsilon \Omega^{2} \cos \Omega t-\zeta \Omega^{2} \sin \Omega t\right)+F_{1}-F_{3}+F_{5}-F_{7}$
$m \ddot{y}=m\left(\varepsilon \Omega^{2} \sin \Omega t+\zeta \Omega^{2} \cos \Omega t\right)-m g+F_{2}-F_{4}+F_{6}-F_{8}$
$(I-\Delta \cos 2 \Omega t) \ddot{\theta}_{y}+\Delta \sin 2 \Omega t \ddot{\theta}_{x}+2 \Omega \Delta \sin 2 \Omega t \dot{\theta}_{y}-\Omega\left(I_{p}-2 \Delta \cos 2 \Omega t\right) \dot{\theta}_{x}$

$$
=\frac{L}{2}\left(-F_{1}+F_{3}+F_{5}-F_{7}\right)
$$

$(I+\Delta \cos 2 \Omega t) \ddot{\theta}_{x}+\Delta \sin 2 \Omega t \ddot{\theta}_{y}-2 \Omega \Delta \sin 2 \Omega t \dot{\theta}_{x}+\Omega\left(I_{p}+2 \Delta \cos 2 \Omega t\right) \dot{\theta}_{y}$

$$
\begin{equation*}
=\frac{L}{2}\left(F_{2}-F_{4}-F_{6}+F_{8}\right) . \tag{11}
\end{equation*}
$$

Considering the characteristics of the electromagnets, the input forces $F_{1}$ to $F_{8}$ can be represented as

$$
\begin{equation*}
F=k_{\mathrm{d}} g+k_{\mathrm{i}} i \tag{12}
\end{equation*}
$$
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where $k_{\mathrm{d}}$ is the force-displacement factor, $k_{\mathrm{i}}$ is the force-current factor, $g$ is the displacement of the magnet gap and $i$ is the incremental current of magnet $n$.

For the sake of simplicity, we assume that the eight electromagnets have the same coefficients $k_{\mathrm{d}}$ and $k_{\mathrm{i}}$. Then the eight input forces can be written as :

$$
\begin{align*}
& F_{1}=k_{\mathrm{i}} i_{1}+k_{\mathrm{d}}\left(x-\frac{L}{2} \theta_{y}\right) \\
& F_{2}=k_{\mathrm{i}} i_{2}+k_{\mathrm{d}}\left(y+\frac{L}{2} \theta_{x}\right) \\
& F_{3}=k_{\mathrm{i}} i_{3}+k_{\mathrm{d}}\left(-x+\frac{L}{2} \theta_{y}\right) \\
& F_{4}=k_{\mathrm{i}} i_{4}+k_{\mathrm{d}}\left(-y-\frac{L}{2} \theta_{x}\right) \\
& F_{5}=k_{\mathrm{i}} i_{5}+k_{\mathrm{d}}\left(x+\frac{L}{2} \theta_{y}\right) \\
& F_{6}=k_{\mathrm{i}} i_{6}+k_{\mathrm{d}}\left(y-\frac{L}{2} \theta_{x}\right) \\
& F_{7}=k_{\mathrm{i}} i_{7}+k_{\mathrm{d}}\left(-x-\frac{L}{2} \theta_{y}\right) \\
& F_{8}=k_{\mathrm{i}} i_{8}+k_{\mathrm{d}}\left(-y+\frac{L}{2} \theta_{x}\right) . \tag{13}
\end{align*}
$$

Substituting these control forces (13) into Eq. (11), we obtain the dynamics of the rotor-bearing system as follows:

$$
\begin{aligned}
& m \ddot{x}-4 k_{\mathrm{d}} x=m\left(\varepsilon \Omega^{2} \cos \Omega t-\zeta \Omega^{2} \sin \Omega t\right)+k_{\mathrm{i}}\left(i_{1}-i_{3}+i_{5}-i_{7}\right) \\
& m \ddot{y}-4 k_{\mathrm{d}} y=m\left(\varepsilon \Omega^{2} \sin \Omega t+\zeta \Omega^{2} \cos \Omega t\right)-m g+k_{\mathrm{i}}\left(i_{2}-i_{4}+i_{6}-i_{8}\right) \\
& (I-\Delta \cos 2 \Omega t) \ddot{\theta}_{y}+\Delta \sin 2 \Omega t \ddot{\theta}_{x}+2 \Omega \Delta \sin 2 \Omega t \dot{\theta}_{y}-\Omega\left(i_{p}-2 \Delta \cos 2 \Omega t\right) \dot{\theta}_{x}-L^{2} k_{\mathrm{d}} \theta_{y} \\
& \quad=\frac{L k_{\mathrm{i}}}{2}\left(-i_{1}+i_{3}+i_{5}-i_{7}\right)
\end{aligned}
$$

$(I+\Delta \cos 2 \Omega t) \ddot{\theta}_{x}+\Delta \sin 2 \Omega t \ddot{\theta}_{y}-2 \Omega \Delta \sin 2 \Omega t \dot{\theta}_{x}+\Omega\left(I_{p}+2 \Delta \cos 2 \Omega t\right) \dot{\theta}_{y}-L^{2} k_{\mathrm{d}} \theta_{x}$

$$
\begin{equation*}
=\frac{L k_{\mathrm{i}}}{2}\left(i_{2}-i_{4}-i_{6}+i_{8}\right) . \tag{14}
\end{equation*}
$$

## III. Coordinate Transformation and Control Design

Since the coefficients of the equations of motion in the fixed coordinate system are time-varying and complicated, for ease of control design, a special coordinate
transformation is used to simplify the equations of motion. By considering a Cartesian-coordinate system o-uvz which rotates about the $z$-axis with an angular velocity of $\Omega$ and assuming that the $u$-axis coincides with the $x$-axis at $t=0$, we have the following relationships between the coordinates $x, y, \theta_{x}$ and $\theta_{y}$ and the coordinates $u, v, \theta_{u}$ and $\theta_{v}$ :

$$
\begin{align*}
x & =u \cos \Omega t-v \sin \Omega t \\
y & =u \sin \Omega t+v \cos \Omega t \\
\theta_{x} & =\theta_{u} \cos \Omega t-\theta_{v} \sin \Omega t \\
\theta_{y} & =\theta_{u} \sin \Omega t+\theta_{v} \cos \Omega t . \tag{15}
\end{align*}
$$

The substitution of Eq. (15) into Eq. (14) yields the equations of motion (16) in the rotating coordinate system where the coefficients are time invariant and simpler than those in the fixed coordinate system. The following differential equations are obtained with respect to $u, v, \theta_{u}$ and $\theta_{v}$ :

$$
\begin{gather*}
\ddot{u}-2 \Omega \dot{v}-\left(\Omega^{2}+4 k_{\mathrm{d}}\right) u=\varepsilon \Omega^{2}-g \sin \Omega t+\frac{k_{\mathrm{i}}}{m}\left(U_{1}-U_{3}+U_{5}-U_{7}\right) \\
\ddot{v}+2 \Omega \dot{u}-\left(\Omega^{2}+4 k_{\mathrm{d}}\right) v=\zeta \Omega^{2}-g \cos \Omega t+\frac{k_{\mathrm{i}}}{m}\left(U_{2}-U_{4}+U_{6}-U_{8}\right) \\
(I+\Delta) \ddot{\theta}_{u}-\Omega\left(2 I-I_{p}\right) \dot{\theta_{v}}+\left[\Omega^{2}\left(I_{p}+\Delta-I\right)-k_{\mathrm{d}} L^{2}\right] \theta_{u}=\frac{L k_{\mathrm{i}}}{2}\left(U_{2}-U_{4}-U_{6}+U_{8}\right) \\
(I-\Delta) \ddot{\theta}_{v}+\Omega\left(2 I-I_{p}\right) \dot{\theta}_{u}+\left[\Omega^{2}\left(I_{p}-\Delta-I\right)-k_{\mathrm{d}} L^{2}\right] \theta_{v}=\frac{L k_{\mathrm{i}}}{2}\left(-U_{1}+U_{3}+U_{5}-U_{7}\right), \tag{16}
\end{gather*}
$$

where $U_{i}, i=1, \ldots, 8$ denotes the virtual currents in the rotating coordinates, and is expressed by

$$
\left[\begin{array}{llll}
U_{1} & U_{3} & U_{5} & U_{7}  \tag{17}\\
U_{2} & U_{4} & U_{6} & U_{8}
\end{array}\right]=\left[\begin{array}{rr}
\cos \Omega t & -\sin \Omega t \\
\sin \Omega t & \cos \Omega t
\end{array}\right]\left[\begin{array}{llll}
i_{1} & i_{3} & i_{5} & i_{7} \\
i_{2} & i_{4} & i_{6} & i_{8}
\end{array}\right] .
$$

### 3.1. State space representation

From the equations of motion (16), we find the system can be isolated as two subsystems; one subsystem consists of two translational motions and the other comprises two rotational motions. It means that the controller can be separated into two parts; one controls the subsystem of two translational motions and the other controls one of the two rotational motions.

The subsystem of the two translational motions can be represented as

$$
\begin{equation*}
\dot{X}_{t}(t)=A_{t} X_{t}(t)+B_{t} U_{t}(t)+F_{t} W_{t}(t), \tag{18}
\end{equation*}
$$

where
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$$
\begin{aligned}
& X_{t}=\left[\begin{array}{lll}
u & \dot{u} & v \\
\dot{v}
\end{array}\right]^{T} \\
& A_{t}
\end{aligned}=\left[\begin{array}{cccc}
0 & 1 & 0 & 0 \\
\Omega^{2}+4 k_{\mathrm{d}} & 0 & 0 & 2 \Omega \\
0 & 0 & 0 & 1 \\
0 & -2 \Omega & \Omega^{2}+4 k_{\mathrm{d}} & 0
\end{array}\right], \quad B_{t}=\left[\begin{array}{cc}
0 & 0 \\
k_{\mathrm{i}} / m & 0 \\
0 & 0 \\
0 & k_{\mathrm{i}} / m
\end{array}\right] .
$$

Similarly, the subsystem of the two rotational motions can be represented as

$$
\begin{equation*}
\dot{X}_{r}(t)=A_{r} X_{r}(t)+B_{r} U_{r}(t), \tag{19}
\end{equation*}
$$

where

$$
\begin{aligned}
& X_{r}=\left[\begin{array}{llll}
\theta_{u} & \dot{\theta}_{u} & \theta_{r} & \dot{\theta}_{r}
\end{array}\right]^{T} \\
& A_{r}=\left[\begin{array}{llll}
0 & 1 & 0 & 0 \\
b_{u} & 0 & 0 & a_{u} \\
0 & 0 & 0 & 1 \\
0 & a_{v} & b_{v} & 0
\end{array}\right], \quad B_{r}=\left[\begin{array}{cc}
0 & 0 \\
k_{\mathrm{i}} L / 2(I+\Delta) & 0 \\
0 & 0 \\
0 & k_{\mathrm{i}} L / 2(I-\Delta)
\end{array}\right] \\
& U_{r}=\left[\begin{array}{l}
u_{3} \\
u_{4}
\end{array}\right]=\left[\begin{array}{c}
U_{2}-U_{4}-U_{6}+U_{8} \\
-U_{1}+U_{3}+U_{5}-U_{7}
\end{array}\right] \\
& \left(a_{u}=\frac{\Omega\left(2 I-I_{p}\right)}{I+\Delta}, \quad b_{u}=\frac{-\Omega^{2}\left(I_{p}+\Delta-I\right)+k_{\mathrm{d}} L^{2}}{I+\Delta}\right. \\
& \left.a_{z}=\frac{-\Omega\left(2 I-I_{p}\right)}{I-\Delta}, \quad b_{v}=\frac{-\Omega^{2}\left(I_{p}-\Delta-I\right)+k_{\mathrm{d}} L^{2}}{I-\Delta}\right)
\end{aligned}
$$

### 3.2. Controller design

The object of controller design is using the magnetic bearings to hold the rotating shaft as close as possible to a fixed position, i.e. $x=0, y=0, \theta_{x}=0$ and $\theta_{y}=0$. In other words, if the rotor is perturbed from the equilibrium position by any disturbance (e.g. imbalance forces), the action of the controller will rapidly tend to reduce the deviations. Also, it is reasonable to ask the control forces be kept as small as possible. To meet these requirements, we will design the controller by utilizing linear quadratic regulator theory.

First, we consider the subsystem of translational motion. Since the magnetic bearing can provide an initial bias force to counteract the weight of the rotor, we can represent the input currents as

$$
\begin{align*}
& i_{1}-i_{3}+i_{5}-i_{7}=i_{1}^{*}(t)-i_{3}^{*}(t)+i_{5}^{*}(t)-i_{7}^{*}(t) \\
& i_{2}-i_{4}+i_{6}-i_{8}=i_{20}^{*}+i_{60}^{*}+i_{2}^{*}(t)-i_{4}^{*}(t)+i_{6}^{*}(t)-i_{8}^{*}(t) \tag{20}
\end{align*}
$$

where $i_{20}^{*}=i_{60}^{*}=m^{2} g / 2 k_{\mathrm{i}}$ (bias currents) and $i_{j}^{*}(t)$ is the incremental current of the magnet $j$.

By Eq. (17), we get

$$
\begin{align*}
u_{1} & =U_{1}-U_{3}+U_{5}-U_{7} \\
& =m g \sin \Omega t+U_{1}^{*}-U_{3}^{*}+U_{5}^{*}-U_{7}^{*} \\
u_{2} & =U_{2}-U_{1}+U_{6}-U_{8} \\
& =m g \cos \Omega t+U_{2}^{*}-U_{4}^{*}+U_{6}^{*}-U_{8}^{*}, \tag{21}
\end{align*}
$$

where $U_{i}^{*}$ represents a virtual incremental current in the rotating coordinates.
Then Eq. (18) can be rewritten as follows:

$$
\begin{equation*}
\dot{X}_{t}(t)=A_{t} X_{t}(t)+B_{t} U_{t}^{*}(t)+F_{t}^{*} W_{t}^{*}(t), \tag{22}
\end{equation*}
$$

where

$$
U_{t}^{*}=\left[\begin{array}{c}
u_{1}^{*} \\
u_{2}^{*}
\end{array}\right]=\left[\begin{array}{c}
U_{1}^{*}-U_{3}^{*}+U_{5}^{*}-U_{7}^{*} \\
U_{2}^{*}-U_{4}^{*}+U_{6}^{*}-U_{8}^{*}
\end{array}\right], \quad F_{t}^{*}=\left[\begin{array}{c}
0 \\
\varepsilon \\
0 \\
-\zeta
\end{array}\right], \quad W_{1}^{*}=\left[\Omega^{2}\right]
$$

The control force $U_{t}^{*}$ is selected to minimize the quadratic cost function

$$
\begin{equation*}
J_{t}=\int_{0}^{\infty}\left(X_{t}^{T} Q X_{t}+U_{t}^{* T} R U_{t}^{*}\right) \mathrm{d} t \tag{23}
\end{equation*}
$$

where $Q$ and $R$ are the weighting matrices, which are selected as

$$
Q=\operatorname{diag}\left(\rho_{1}, \rho_{2}, \rho_{1}, \rho_{2}\right), \quad \rho_{1} \geqslant 0 \quad \text { and } \quad \rho_{2} \geqslant 0
$$

and

$$
R=\operatorname{diag}(1,1)
$$

The optimal feedback gain $K_{i}$ and input $U_{t}^{*}$ are obtained by solving the following algebraic Riccati equations

$$
\begin{equation*}
P_{t} A_{t}+A_{t}^{T} P_{t}-P_{t} B_{t} R^{-1} B_{i}^{T} P_{t}+Q=0 \tag{24}
\end{equation*}
$$

In consequence, we obtain $K_{t}=-R^{-1} B_{t}^{T} P_{t}$ and $U_{t}^{*}=K_{t} X_{t}(t)$ for any initial condition $X_{t}(0)=X_{t 0}$.

Secondly, let us look at the subsystem of the rotational motion. Since there is no disturbance appearing in this subsystem, according to Eq. (19) the control force $U_{r}$ is selected to minimize the quadratic cost function:
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$$
\begin{equation*}
J_{r}=\int_{0}^{\infty}\left(X_{r}^{T} Q X_{r}+U_{r}^{T} R U_{r}\right) \mathrm{d} t \tag{25}
\end{equation*}
$$

where $Q$ and $R$ are the weighting matrices and selected as before.
The optimal feedback gain $K_{r}$ and input $U_{r}$ are also obtained by solving the following algebraic Riccati equations

$$
\begin{equation*}
P_{r} A_{r}+A_{r}^{T} P_{r}-P_{r} B_{r} R^{-1} B_{r}^{T} P_{r}+Q=0 . \tag{26}
\end{equation*}
$$

Similarly, we can get $K_{r}=-R^{-1} B_{r}^{T} P_{r}$ and $U_{r}=K_{r} X_{r}(t)$ for any initial condition $X_{r}(0)=X_{r 0}$.

For both subsystems, since $\left(A_{t}, B_{i}\right)$ and ( $A_{r}, B_{r}$ ) are controllable and $\left(A_{t}, H\right)$ and $\left(A_{r}, H\right)$ are observable for any $H$ which satisfies $H^{T} H=Q$, Eqs (24) and (26), respectively, have the unique symmetric positive definite solution $P_{t}$ and $P_{r}$; and the closed-loop subsystems described by

$$
\begin{equation*}
\dot{X}_{t}=\left(A_{t} \quad B_{t} R^{-1} B_{l}^{T} P_{t}\right) X_{t} \quad \text { and } \quad \dot{X}_{r}=\left(A_{r}-B_{r} R^{-1} B_{r}^{T} P_{r}\right) X_{r} \tag{27}
\end{equation*}
$$

are stable.
In most cases, the solution of the Riccati equations can only be found by numerical computations. In this study, following the design procedure presented by Mizuno and Higuchi (9), we find the Riccati equations of the controlled subsystem of translations can still have an analytical solution, as presented in Appendix A. Figures 3 and 4 give the block diagrams of the two optimal regulator subsystems.


Fig. 3. The block diagram of the optimal translational regulator subsystem.


FIG. 4. The block diagram of the optimal rotational regulator subsystem.

### 3.3. Approximate controller design for the rotational suhsystem

For most rotor systems, the longitude of shaft is always larger than its radius. If we assume that $L^{2} \gg a^{2}$ and $L^{2} \gg b^{2}$ ( $L$ is the length of shaft, $a$ and $b$ are semimajor and semi-minor axes of the ellipse cross-section of the shaft), from Eq. (6), we have

$$
\begin{align*}
I+\Delta & =I_{u}=\frac{m L^{2}}{12}+\frac{m a^{2}}{3} \simeq \frac{m L^{2}}{12} \\
I-\Delta & =I_{r}=\frac{m L^{2}}{12}+\frac{m b^{2}}{3} \simeq \frac{m L^{2}}{12} \\
2 I-I_{p} & =\frac{m L^{2}}{6} \\
I_{p}-\Delta-I & =-\frac{m L^{2}}{12}+\frac{m b^{2}}{3} \simeq-\frac{m L^{2}}{12} \\
I_{p}+\Delta-I & =-\frac{m L^{2}}{12}+\frac{m a^{2}}{3} \simeq-\frac{m L^{2}}{12} . \tag{28}
\end{align*}
$$

Substituting the above equations into Eq. (19), we obtain

$$
\begin{equation*}
\dot{X}_{r}(t)=A_{a} X_{r}(t)+B_{u} U_{r}(t), \tag{29}
\end{equation*}
$$

where

$$
\begin{aligned}
& A_{a}=\left[\begin{array}{cccc}
0 & 1 & 0 & 0 \\
\Omega^{2}+12 k_{\mathrm{d}} / m & 0 & 0 & 2 \Omega \\
0 & 0 & 0 & 1 \\
0 & -2 \Omega & \Omega^{2}+12 k_{\mathrm{d}} / m & 0
\end{array}\right] \\
& B_{a}=\left[\begin{array}{cc}
0 & 0 \\
6 k_{\mathrm{i}} / m L & 0 \\
0 & 0 \\
0 & 6 k_{\mathrm{i}} / m L
\end{array}\right] .
\end{aligned}
$$

The algebraic Riccati equations (26) become
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Fig. 5. The block diagram of the approximate optimal rotational regulator subsystem.

$$
\begin{equation*}
P_{a} A_{a}+A_{a}^{T} P_{a}-P_{a} B_{a} R^{-1} B_{a}^{T} P_{a}+Q=0 . \tag{30}
\end{equation*}
$$

Since the matrices $A_{a}, B_{a}, Q$ and $R$ also satisfy the condition $J_{4}{ }^{1} A_{a} J_{4}=A_{a}$, $J_{4}^{-1} B_{a} J_{2}=B_{a}, J_{4}^{T} Q J_{4}=Q$ and $J_{2}^{T} R J_{2}=R$, similar to the procedure in Appendix A, the analytical solution $P_{a}$ can be obtained, and $K_{a}=-R^{-1} B_{a}^{T} P_{a}$ and $U_{r}=K_{u} X_{r}(t)$. The solution procedure of $P_{u}$ is presented in detail in Appendix B. Figure 5 gives the block diagram of the approximate control subsystem.

## IV. Simulation Results

Simulations are based on the rotor system shown in Fig. 1, and details are listed in Table I. In this study, the angular velocity of shaft is assumed to be $\Omega=1000$ $\mathrm{rad} / \mathrm{sec}$ and disturbances come only from imbalanced forces. The behavior of the open-loop system is firstly observed. From Eqs (18) and (19), the characteristic values of $A_{t}$ and $A_{r}$ are shown in Table II in which the positive characteristic values indicate that the rotor-bearing system is initially unstable. Therefore, an active controller is required to stabilize such a system.

### 4.1. The responses of the optimal regulator system

(a) The translational subsystem. Figures 6 and 7 show the responses of the translational subsystem to the initial condition $X_{i}(0)=\left[\begin{array}{cccc}0 & 0 & 0 & 0\end{array}\right]^{T}$; Fig. 6

Table I
Geometric and material properties of the rotor system

| Density of the shaft material | $7750 \mathrm{~kg} / \mathrm{m}^{3}$ |
| :--- | :--- |
| Total length of the shaft | $L=0.6 \mathrm{~m}$ |
| Radius of the ellipse cross-section | $a=0.030 \mathrm{~m}$ |
|  | $b=0.028 \mathrm{~m}$ |
| Mass eccentricity components of the shaft |  |
| corresponding to axes $U$ and $V$ | $\varepsilon=0.0003 \mathrm{~m}$ |
|  | $\zeta=0.0003 \mathrm{~m}$ |
| Force-displacement factor $k_{\mathrm{d}}$ | $5.6 \times 10^{5} \mathrm{~N} / \mathrm{m}$ |
| Force-current factor $k_{\mathrm{i}}$ | $250 \mathrm{~N} / \mathrm{A}$ |

shows the case where $\rho_{1}$ changes from 1 to $10^{15}$ while $\rho_{2}$ is fixed to 1 ; Fig. 7 shows the case where $\rho_{1}$ is fixed to 1 and $\rho_{2}$ changes from 1 to $10^{15}$. It is observed that the former has better performance, i.e. shorter settling time and lower contracting radius than the latter.

These phenomena can be explained from the root loci of the controlled subsystem. Figure 8 shows the root loci of the subsystem of the translational motions. Figure 8(a) describes the case where $\rho_{1}$ changes from 1,10 to $10^{15}$ and $\rho_{2}=1$. Figure 8(b) describes the case where $\rho_{1}=1$ and $\rho_{2}$ changes from 1,10 to $10^{15}$. As listed in Table I, it is observed that the open-loop subsystem is initially unstable. Now considering the effect of control action where $\rho_{1}=1$ and $\rho_{2}=1$, the closedloop subsystem is immediately stabilized by shifting the unstable poles to $(-383 \pm 792 i)$. Further, when either weighting coefficient $\rho_{1}$ or $\rho_{2}$ is fixed to 1 and the other changes from 1 to $10^{7}$, the closed-loop poles are almost the same as those in the case of $\rho_{1}=1$ and $\rho_{2}=1$. However, when the weighting coefficient increases from $10^{8}$ to $10^{15}$, the closed-loop poles in Fig. 8(a) move toward ( $-60,000, \pm 60,000$ ) and the closed-loop poles in Fig. 8(b) move toward $(-6 e+9, \pm 2 e+6)$ and ( 0,0 ). Physically, the damping ratio and the magnitude of stiffness will increase when the weighting coefficient $\rho_{1}$ is increasing; but, when the weighting coefficient $\rho_{2}$ is increasing, the magnitude of stiffness will decrease.
(b) The rotational subsystem. Figures 9 and 10 show the transient responses of the rotational subsystem to the initial condition $X_{r}(0)=\left[\begin{array}{cccc}1 & 0 & 0 & 0\end{array}\right]^{T}$; Fig. 9

Table II
The characteristic values of the open-loop system

| Subsystem of <br> translational motion | Subsystem of <br> rotational motion |
| :---: | :---: |
| $1.0 e+3 \times$ | $1.0 e+2 \times$ |
| $-0.425+1.000 i$ | $-7.327+9.930 i$ |
| $-0.425-1.000 i$ | $-7.327-9.930 i$ |
| $0.425+1.000 i$ | $7.327+9.930 i$ |
| $0.425-1.000 i$ | $7.327-9.930 i$ |
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FIG. 6. Transient responses of the translational subsystem for the case of $\Omega=1000 \mathrm{rad} / \mathrm{sec}$ and $\rho_{2}=1$.


Fig. 7. Transient responses of the translational subsystem for the case of $\Omega=1000 \mathrm{rad} / \mathrm{sec}$ and $\rho_{1}=1$.
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(c) Transient response for $\rho_{2}=10^{B}$

(d) Transient response for $\rho_{2}=10^{10}$

Fig. 7. Continued.


Fig. 8. Root loci of the translational subsystem.
shows the case where $\rho_{1}$ changes from 1 to $10^{15}$ while $\rho_{2}-1$; Fig. 10 shows the case where $\rho_{1}=1$ and $\rho_{2}$ changes from 1 to $10^{15}$. It is observed that the simulation results of this rotational subsystem are similar to those of the translational subsystem. Figure 11 shows the root loci of the subsystem of the rotational motions. The larger the weighting coefficient $\rho_{1}$, the more the damping ratio and the magnitude of stiffness. However, when the weighting coefficient $\rho_{2}$ increases, the magnitude of stiffness decreases.

### 4.2. The responses of the approximate rotational subsystem

Figure 12 gives the responses of the subsystem of the rotational motion which are respectively controlled by the optimal controller $K_{r}$ (as shown by a solid line) and the approximate optimal controller $K_{a}$ (as shown by a dashed line), where $X_{r}(0)=\left[\begin{array}{llll}1 & 0 & 0 & 0\end{array}\right]^{T}$ and the weighting matrix is selected as $Q=$ diag ( $1.0 e+3,1$ ). We observed that the system controlled by an approximate optimal controller $K_{a}$ can still give a similar performance as that controlled by $K_{r}$. As a matter of fact, since the longitude of shaft in this rotor system is larger than the radius of the shaft, the error resulting from the design procedure via approximation, in effect, is small. Due to this fact, the rotor system can be controlled by $K_{a}$ if the longitude of shaft is larger than the radius.

### 4.3. The effect of the unsymmetrical moment of inertia <br> If we neglected the asymmetrical moment of inertia, that is $\Delta=0$, then Eq. (19) can be rewritten as
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Fig. 9. Transient responses of the rotational subsystem for the case of $\Omega=1000 \mathrm{rad} / \mathrm{sec}$, initial condition $X_{r}(0)=\left[\begin{array}{llll}1 & 0 & 0 & 0\end{array}\right]^{T}$ and $\rho_{2}=1$.


Fig. 10. Transient responses of the rotational subsystem for the case of $\Omega=1000 \mathrm{rad} / \mathrm{sec}$, initial condition $X_{r}(0)=\left[\begin{array}{llll}1 & 0 & 0 & 0\end{array}\right]^{T}$ and $\rho_{1}=1$.
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Fig. 11. Root loci of the rotational subsystem.


Fig. 12. Transient responses of the rotational subsystem controlled by the controller $K_{\text {a }}$ (dashed line) and $K_{r}$ (solid line) for the case of $\Omega=1000 \mathrm{rad} / \mathrm{sec}$, initial condition $X_{r}(0)=\left[\begin{array}{llll}1 & 0 & 0 & 0\end{array}\right]^{7}$ and $\rho_{1}=10^{3}, \rho_{2}=1$.


Fig. 13. Transient responses of the rotational subsystem controlled by the controller $K_{o}$ (dashed line) and $K_{r}$ (solid line) for the case of $\Omega=1000 \mathrm{rad} / \mathrm{sec}$, initial condition

$$
\begin{gather*}
X_{r}(0)=\left[\begin{array}{llll}
1 & 0 & 0 & 0
\end{array}\right]^{7} \text { and } \rho_{1}=10^{6}, \rho_{2}=1 \\
\dot{X}_{r}(t)=A_{0} X_{r}(t)+B_{0} U_{r}(t) \tag{31}
\end{gather*}
$$

where

$$
\begin{aligned}
& \dot{X}_{r}=\left[\begin{array}{llll}
0_{u} & \dot{0}_{u} & 0_{v} & \dot{0}_{i}
\end{array}\right]^{T}, \quad U_{r}=\left[\begin{array}{ll}
u_{3} & u_{4}
\end{array}\right]^{T} \\
& A_{0}=\left[\begin{array}{cccc}
0 & 1 & 0 & 0 \\
b & 0 & 0 & a \\
0 & 0 & 0 & 1 \\
0 & -a & b & 0
\end{array}\right], \quad B_{0}=\left[\begin{array}{cc}
0 & 0 \\
k_{\mathrm{i}} L / 2 I & 0 \\
0 & 0 \\
0 & k_{\mathrm{i}} L / 2 I
\end{array}\right] \\
& \left(u=\frac{\Omega\left(2 I-I_{p}\right)}{I}, \quad b=\frac{-\Omega^{2}\left(I_{p}-I\right)+k_{\mathrm{d}} L^{2}}{I}\right)
\end{aligned}
$$

Substituting Eq. (31) into the Riccati equations, we can get an optimal regulator $K_{u}$. Figure 13 shows and compares the responses of the asymmetrical rotor system which are respectively controlled by the optimal regulator $K_{o}$ (as shown by a dashed
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line) and the optimal regulator $K_{r}$ (as shown by a solid line). Obviously, if the $\Delta$ is increasing, the performance of controller $K_{o}$ becomes worse in quality than that of $K_{r}$.

## V. Conclusion

The equations of motion of the asymmetrical rigid rotor system have been derived via the theory of Hamilton's principle. In order to construct a timeinvariant control system, a coordinate transformation from the fixed coordinate system to the rotating coordinate system is used to simplify the equations of motion.

An optimal regulator which stabilizes the inherently unstable rotor-bearing system is presented by designing the controller in the rotating coordinate system. This makes the work of control design possible and easier. Moreover, if the longitude of the shaft is larger than its radius, an approximated model and its analytical-type controller are presented. From the simulation results, it is shown that the approximated controller also performs well. This leads to a good suggestion to simplify the control design for a long rotor system.

The vibration level and settling time are significantly affected by the chosen values of weighting coefficients $\rho_{1}$ and $\rho_{2}$. To gain insight into the correlation between these coefficients and control performance, the root loci for various cases are compared; the results show that the weighting relevant to position term $\rho_{1}$ is more important than that relevant to velocity term $\rho_{2}$. In addition, the influence due to the effect of the unsymmetrical moment of inertia has been accessed with various controller designs. The results further confirm the effectiveness of the proposed control scheme.
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## Appendix $A$

Define

$$
J_{2 n}=\left[\begin{array}{cc}
0 & I_{n}  \tag{A1}\\
-I_{n} & 0
\end{array}\right]
$$

where $I_{n}$ is the unit matrix of dimension $n \times n . J_{2 n}$ has the following properties:

$$
\begin{equation*}
J_{2 n}^{-1}=J_{2 n}^{T}=-J_{2 n} . \tag{A2}
\end{equation*}
$$

For the translational subsystem, the matrices $A_{i}, B_{i}, Q$ and $R$ satisfy

$$
\begin{align*}
J_{4}^{-1} A_{t} J_{4} & =A_{t} \\
J_{4}^{-1} B_{t} J_{2} & =B_{t} \\
J_{4}^{\tau} Q J_{4} & =Q \\
J_{2}^{T} R J_{2} & =R . \tag{A3}
\end{align*}
$$

Premultiplying Eq. (24) by $J_{4}^{T}$ and postmultiplying it by $J_{4}$, it yields

$$
\begin{equation*}
J_{4}^{T} P_{t} A_{t} J_{4}+J_{4}^{T} A_{t}^{T} P_{t} J_{4}-J_{4}^{T} P_{t} B_{t} R^{-1} B_{l}^{T} P_{t} J_{4}+J_{4}^{T} Q J_{4}=0 . \tag{A4}
\end{equation*}
$$

Equation (A4) can be rewritten as

## Yi-Hua Fan et al.

$$
\begin{align*}
\left(J_{4}^{T} P_{t} J_{4}\right)\left(J_{4}^{-1} A_{t} J_{4}\right)+\left(J_{4}^{-1} A_{i} J_{4}\right)^{T}( & \left.J_{4}^{T} P_{i} J_{4}\right)-\left(J_{4}^{T} P_{t} J_{4}\right)\left(J_{4}^{-1} B_{l} J_{2}\right) \\
& \times\left(J_{2}^{T} R^{-1} J_{2}\right)\left(J_{4}^{\prime} B_{t} J_{2}\right)^{T}\left(J_{4} P_{t} J_{4}\right)+J_{4}^{T} Q J_{4}=0 . \tag{A5}
\end{align*}
$$

Substituting Eq. (A3) into Eq. (A5), we obtain

$$
\begin{equation*}
J_{4}^{T} P_{t} J_{4} A_{t}+A_{t}^{T} J_{4}^{T} P_{t} J_{4}-J_{4}^{T} P_{t} J_{4} B_{t} R \quad{ }^{\prime} B_{1}^{T} J_{4} P_{t} J_{4}+J_{4}^{T} Q J_{4}=0 . \tag{A6}
\end{equation*}
$$

The positive definite solution of Eq. (24) also satisfies Eq. (A6). By the uniqueness of the solution, we have

$$
\begin{equation*}
P_{1}=J_{4}^{7} P_{1} J_{4} \tag{A7}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{r}=P_{i}^{T} \tag{A8}
\end{equation*}
$$

By using Eqs (A7) and (A8), we find that $P_{t}$ can be represented as

$$
P_{t}=\left[\begin{array}{cccc}
p_{t 11} & p_{112} & 0 & -p_{123}  \tag{A9}\\
p_{t 12} & p_{122} & p_{123} & 0 \\
0 & p_{123} & p_{t 11} & p_{t 12} \\
-p_{123} & 0 & p_{112} & p_{122}
\end{array}\right]
$$

Substituting Eq. (A9) into Eq. (24), we obtain the following algebraic equations:

$$
\begin{align*}
\left(2 \Omega^{2}+\frac{8 k_{\mathrm{d}}}{m}\right) p_{t 12}-\frac{k_{\mathrm{i}}^{2}}{m^{2}}\left(p_{112}^{2}+p_{t 23}^{2}\right)+\rho_{1} & =0  \tag{Al0}\\
p_{111}+2 \Omega p_{t 23}+\left(2 \Omega^{2}+\frac{4 k_{\mathrm{d}}}{m}\right) p_{t 22}-\frac{k_{\mathrm{i}}^{2}}{m^{2}} p_{t 12} p_{t 22} & =0  \tag{A11}\\
2 \Omega p_{t 12}+\frac{k_{\mathrm{i}}^{2}}{m^{2}} p_{t 22} p_{t 23} & =0  \tag{Al2}\\
2 p_{t 12}-\frac{k_{\mathrm{i}}^{2}}{m^{2}} p_{122}^{2}+\rho_{2} & =0 . \tag{Al3}
\end{align*}
$$

Substituting Eqs (A12) and (A13) into Eq. (A10), we get

$$
\begin{equation*}
p_{112}^{3}+\left(\frac{\rho_{2}}{2} \frac{8 m k_{1}}{k_{\mathrm{i}}^{2}}\right) p_{12}^{2}-\frac{m^{2}}{k_{\mathrm{i}}^{2}}\left[\rho_{1}+\left(\Omega^{2}+\frac{4 k_{\mathrm{d}}}{m}\right) \rho_{2}\right] p_{t 12}-\frac{m^{2} \rho_{1} \rho_{2}}{2 k_{\mathrm{i}}^{2}}=0 . \tag{A14}
\end{equation*}
$$

Equation (A14) has the unique solution satisfying $p_{112}>0$, and we can find the solution of $p_{12}$ as follows:

$$
\text { set } \begin{aligned}
a_{1} & =\frac{\rho_{2}}{2} \frac{8 m k_{\mathrm{d}}}{k_{\mathrm{i}}^{2}} \\
a_{2} & =-\frac{m^{2}}{k_{\mathrm{i}}^{2}}\left[\rho_{1}+\left(\Omega^{2}+\frac{4 k_{\mathrm{d}}}{m}\right) \rho_{2}\right] \\
a_{3} & =-\frac{m^{2} \rho_{1} \rho_{2}}{2 k_{\mathrm{i}}^{2}} \\
Y & =\frac{3 a_{2}-a_{\mathrm{i}}^{2}}{9}
\end{aligned}
$$

$$
\begin{aligned}
& Z=\frac{9 a_{1} a_{2}-27 a_{3}-2 a_{1}^{3}}{54} \\
& S=\left[Z+\left(Y^{3}+Z^{2}\right)^{1 / 2}\right]^{1 / 3} \\
& T=\left[Z-\left(Y^{3}+Z^{2}\right)^{1 / 2}\right]^{1 / 3} \\
& D=Y^{3}+Z^{2} .
\end{aligned}
$$

If $D \geqslant 0$, then $p_{t 12}=S+T-\left(a_{1} / 3\right)$, and if $D<0$, then $p_{t 12}=2(-Y)^{1 / 2} \cos (\Theta / 3)-\left(a_{1} / 3\right)$, where $\Theta=\cos \left[Z /\left(-Y^{2}\right)^{1 / 2}\right]$.

We have the other elements of $P_{\text {r }}$ as

$$
\begin{aligned}
& p_{t 22}=\frac{k_{\mathrm{i}}}{m}\left(2 p_{t 12}+\rho_{22}\right)^{1 / 2} \\
& p_{t 23}=-\frac{2 m^{2} \Omega p_{t 12}}{k_{\mathrm{i}}^{2}} p_{t 22} \\
& p_{t 11}=\frac{k_{\mathrm{i}}^{2}}{m^{2}} p_{t 12} p_{t 22}-2 \Omega p_{t 23}-\left(2 \Omega^{2}+\frac{4 k_{\mathrm{d}}}{m}\right) p_{t 22} .
\end{aligned}
$$

Thus, $P_{t}=\left(p_{i i j}\right)$ is the unique positive definite solution of Eq. (24).

## Appendix $B$

As presented in Appendix A, for the rotational approximated subsystem an analytic solution $P_{a}=\left(p_{a i j}\right)$ satisfying the algebraic Riccati equation (30) can also be found. The matrix $P_{\mathrm{u}}$ is represented as

$$
P_{a}=\left[\begin{array}{cccc}
p_{a 11} & p_{a 12} & 0 & -p_{a 23}  \tag{Bl}\\
p_{a 12} & p_{a 22} & p_{a 23} & 0 \\
0 & p_{a 23} & p_{a 11} & p_{a 12} \\
-p_{a 23} & 0 & p_{a 12} & p_{a 22}
\end{array}\right] .
$$

Substituting Eq. (B1) into Eq. (30), we obtain the following algebraic equations:

$$
\begin{align*}
2\left(\Omega^{2}+\frac{12 k_{\mathrm{d}}}{m}\right) p_{a 12}-\frac{36 k_{\mathrm{i}}^{2}}{m^{2} L^{2}}\left(p_{a 12}^{2}+p_{a 23}^{2}\right)+\rho_{1} & =0  \tag{B2}\\
p_{a 11}+2 \Omega p_{a 23}+\left(\Omega^{2}+\frac{12 k_{\mathrm{d}}}{m}\right) p_{a 22}-\frac{36 k_{\mathrm{i}}^{2}}{m^{2} L^{2}} p_{a 12} p_{a 22} & =0  \tag{B3}\\
2 p_{a 12}-\frac{36 k_{i}^{2}}{m^{2} L^{2}} p_{a 22}^{2}+\rho_{2} & =0  \tag{B4}\\
2 \Omega p_{a 12}+\frac{36 k_{i}^{2}}{m^{2} L^{2}} p_{a 22} p_{a 23} & =0 \tag{B5}
\end{align*}
$$

Substituting Eqs (B4) and (B5) into Eq. (B2), yields

$$
\begin{equation*}
p_{a \mid 2}^{3}+\left(\frac{\rho_{2}}{2} \frac{2 m k_{\mathrm{d}} L^{2}}{3 k_{\mathrm{i}}^{2}}\right) p_{a 12}^{2}-\frac{m^{2}}{k_{\mathrm{i}}^{2}}\left[\rho_{1}+\left(\Omega^{2}+\frac{12 k_{\mathrm{d}}}{m}\right) \rho_{2}\right] p_{a 12}-\frac{m^{2} \rho_{1} \rho_{2}}{72 k_{\mathrm{i}}^{2}}=0 . \tag{B6}
\end{equation*}
$$
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Following the derivation in Appendix A, the unique positive solution of Eq. (B6) satisfying $p_{a 12}>0$ can also be obtained. Then we have the other elements of $P_{a}$ as

$$
\begin{aligned}
& p_{a 22}=\frac{6 k_{1}}{m L}\left(2 p_{a 12}+\rho_{2}\right)^{1 / 2} \\
& p_{a 23}=-\frac{m^{2} L^{2} \Omega p_{a 12}}{18 k_{i}^{2} p_{a 22}} \\
& p_{a 11}=\frac{36 k_{i}^{2}}{m^{2} L^{2}} p_{a 12 p_{a 22}}-2 \Omega p_{a 23}-\left(\Omega^{2}+\frac{12 k_{d}}{m}\right) p_{a 22} .
\end{aligned}
$$

Thus $P_{a}=\left(p_{a i j}\right)$ is the unique positive definite solution of Eq. (30).

