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Abstract

When data have a complex manifold structure or the

characteristics of data evolve over time, it is unrealistic to

expect a graph-based semi-supervised learning method to

achieve flawless classification given a small number of ini-

tial annotations. To address this issue with minimal human

interventions, we propose (i) a sample selection criterion

used for active query of informative samples by minimizing

the expected prediction error, and (ii) an efficient correction

propagation method that propagates human correction on

selected samples over a gradually-augmented graph to un-

labeled samples without rebuilding the affinity graph. Ex-

perimental results conducted on three real world dataset-

s validate that our active sample selection and correction

propagation algorithm quickly reaches high quality classi-

fication results with minimal human interventions.

1. Introduction

During the past decades, Graph-based Semi-Supervised

Learning (GSSL) has many advances such as random walk

[12] [9], manifold regularization [6], Gaussian Fields and

Harmonic Functions (GFHF) [29], and Learning with Lo-

cal and Global Consistency (LLGC) [28]. Comprehensive

surveys of GSSL methods can be referred to [8] [30]. Since

human labels are always expensive, it is expected to maxi-

mize the utility of labeled data and exploit the abundant un-

labeled data in GSSL. Active learning provides a promising

direction such that human interventions are guided via some

criteria, e.g., uncertainty-based sampling [17] [21], density-

based sampling [5] [7], expected error reduction [22] [16],

etc. Settles gives a comprehensive survey in [20]. Ever
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since the seminal work of Zhu et al. [31], a lot of effort

has been made on combining active and semi-supervised

learning [14] [11]. There also exist several papers on ac-

tive learning in conjunction with particularly graph-based

SSL with different query strategies: maximizing graph cut

size [15], learning optimal graph via active model selec-

tion [27], minimizing prediction label variance [18], and

minimizing prediction error [13] [4].

It is noted that most of the aforementioned algorithms

assume that queries are drawn from a closed pool and the

characteristics of training and testing samples are the same.

Unfortunately, this assumption may not be valid in many

real-world scenarios because the training and testing data

may be collected under different experimental conditions

and therefore often exhibit differences in their statistics; and

characteristics of samples may gradually change in a time-

lapse sequence of data, e.g., online web-document classifi-

cation. In this case, even with a well-constructed graph and

a batch of informative samples as seeds, it is still unreal-

istic to expect that the label propagation results on a large

pool of unlabeled data are error-free. Moreover, a classifier

learned from initial labeling tends to result in more misclas-

sifications over time until a proper correction mechanism is

applied [24].

Hence, it is worth to consider how to further incorporate

human correction to achieve better label propagation result-

s. The intuitive way to conduct this would be to rebuild a

statistical model from scratch using newly collected training

data. Nevertheless, it is expensive or impossible to recollect

the initial labeling set L, because it requires a lot of hu-

man annotations or special devices/experiments to achieve

the ground truth. It would be nice to reduce the efforts in

re-collecting the data by re-using the previous labeled da-

ta and incorporating with subsequent human interventions,

which leads to the following two questions:

1. How to find out which samples should be examined by

human in order to maximize the return of investment,
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or yield large accuracy improvement as early as possi-

ble?

2. How to propagate human correction to unlabeled sam-

ples to automatically fix analogous errors for saving

human efforts and speeding up the convergence to the

best accuracy?

In this paper, we propose a sample selection and correction

scheme to address these questions, and the main contribu-

tions are

• To derive a criterion guiding users to actively select

error-prone samples by minimizing the expected pre-

diction error of unlabeled data using the tool of trans-

ductive Rademacher complexity [10], and

• To propose a novel correction propagation matrix such

that human correction on selected samples is efficiently

propagated over an augmented graph rather than re-

performing the complete label propagation from the

beginning.

Sample selection and correction propagation are repeated

until most of samples are classified into a specific class with

high confidence, and the graph is gradually augmented a-

long with human correction on informative samples.

The remainder of this paper is organized as follows. In

Section 2, we elaborate the active sample selection algorith-

m for subsequential correction. In Section 3, we propose

the correction propagation algorithm that fixes analogous

errors. The experimental setup and results with discussions

are presented in Section 4. Finally, the paper is summarized

in Section 5.

2. Active Sample Selection for Correction

2.1. Overview of Graphbased SemiSupervised
Learning

Within the framework of Gaussian Fields and Harmon-

ic Functions (GFHF) [29] which is proved in [26] to have

comparable performance against the LLGC [28], we de-

note the annotated sample set as L , {(xl,yl)}Nl

l=1 where

Nl is the number of annotated samples, and xl and yl are

the feature vector and label vector of the lth labeled sam-

ple, respectively. yl is a row vector with only one 1 and

0s for the other entries such that yl(k) = 1 indicates that

the sample belongs to the kth class. In the same way, we

define U , {(xu,yu)}Nu

u=1 with Nu being the number of

unlabeled samples. The label vectors of unlabeled samples

{yu} are inferred via the label propagation procedure by

minimizing the following objective function [19]:

f(Yu) = tr
(

[Yl;Yu]
TL

[

Yl

Yu

]

)

, (1)

where L is the Laplacian matrix of the affinity graph; Yl

and Yu are the label matrices of labeled and unlabeled

samples constructed by stacking up the indicator vectors

{yl}Nl

l=1 and {yu}Nu

u=1, respectively. Differentiating f(Yu)
in Eq. (1) with respect to Yu and setting it to zero yield the

closed-form solution on the indicator for unlabeled samples

as

H : Y∗
u = L−1

uuWulYl , ΓuuWulYl, (2)

where Wul characterizes the pairwise similarity between

unlabeled and labeled samples with Wul = −Lul; Luu

denotes the submatrix corresponding to unlabeled samples

in L. We denote the inverse of Luu as Γuu, i.e., Γuu =
L−1
uu . Note that the elements of Y∗

u are not binary but real

numbers, thus Y∗
u can be considered as soft label results.

The hard label vector can be obtained simply by converting

the maximum value in each y∗
u into 1 and the others into 0.

2.2. Active Sample Selection by Minimizing the Ex
pected Prediction Error

It is expected that there exist misclassifications after la-

bel propagation, but it is not easy for a user to determine

which samples to check and correct if needed in order to

achieve higher accuracy. In this section, we propose a s-

trategy to select samples that are likely to minimize the

expected prediction errors using the tool of transductive

Rademacher complexity [10].

2.2.1 Bound of Transductive Rademacher Complexity

We generalize the transductive Rademacher complexity to

a multi-class version as

Definition 1. (Transductive Rademacher Complexity.)

For a sample setD , L∪U = {xn}Nn=1 with N = Nl+Nu,

ifH is a class of real-valued function onD, the transductive

Rademacher complexity ofH is defined as

R̂(H;L) = (
1

Nl

+
1

Nu

)Eσ

[

sup
h∈H

Nc
∑

i=1

σ
Thi(X)

]

, (3)

where Nc is the number of classes, hi(X) =
[hi(x1); · · · ;hi(xN )] is a column vector of hypothesis

functions for the ith class, and σ = [σ1, · · · , σN ]T is a col-

umn vector of i.i.d. random variables such that σn is equal

to 1 or -1 with the probability p ∈ [0, 1
2 ] for each, or 0 with

the probability 1− 2p.

In this paper, we utilize the label propagation function in

Eq. (2) as the hypothesis function, and p is set to NlNu

(Nl+Nu)2 .

It has been proved that minimizing the bound of transduc-

tive Rademacher complexity is a proxy for minimizing an

expected prediction error [10]. In the following, we derive

the upper bound of the transductive Rademacher complexi-

ty in Theorem 1, which serves as the theoretical foundation

of our proposed algorithm.
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Theorem 1. (Bound of transductive Rademacher com-

plexity.) The transductive Rademacher complexity of label

propagation based onH in Eq. (2) is upper bounded by

R̂(H;L) ≤ C
√

tr(PPT ), (4)

where P is the label propagation matrix P = ΓuuWul, tr

is the trace operator, and C is a constant.

Proof. In Eq. (2), the label propagation is given by

Yu = ΓuuWulYl , PYl. (5)

By definition 1, the transductive Rademacher complexity

for label propagation is computed as

R̂(H;L) = (
1

Nl

+
1

Nu

)Eσ

[

sup
h∈H

Nc
∑

i=1

σ
TPY

(i)
l

]

, (6)

where Y
(i)
l is the ith column of Yl, i.e., Y

(i)
l (n) = 1 indi-

cates that the nth sample belongs to the ith class, otherwise

Y
(i)
l (n) = 0. Therefore, PY

(i)
l indicates the probability of

samples belonging to the ith class. By applying the Cauchy-

Schwarz inequality, we obtain

R̂(H;L) = (
1

Nl

+
1

Nu

)Eσ

[

sup
h∈H

σ
TP

Nc
∑

i=1

Y
(i)
l

]

≤ (
1

Nl

+
1

Nu

)Eσ

[

sup
h∈H

∥σTP∥2∥
Nc
∑

i=1

Y
(i)
l ∥2

]

= (
1

Nl

+
1

Nu

)Eσ

[

sup
h∈H

∥σTP∥2∥Yl∥2
]

. (7)

Since there are Nl labeled samples, ∥Yl∥2 =
√
Nl. Using

the property of inner product, we have

R̂(H;L) ≤ ( 1
Nl

+ 1
Nu

)
√
NlEσ

[√
σ

TPPT
σ

]

(8)

= ( 1
Nl

+ 1
Nu

)
√
NlEσ

[

√

Nl+Nu
∑

i,j=1

σiσj⟨P(i, :),P(j, :)⟩
]

.

Using the Jensen inequalities, the expectation term in E-

q. (8) is upper bounded by

Eσ

[

√

Nl+Nu
∑

i,j=1

σiσj⟨P(i, :),P(j, :)⟩
]

≤
√

Nl+Nu
∑

i,j=1

Eσ {σiσj⟨P(i, :),P(j, :)⟩}

=

√

Nl+Nu
∑

i=1

2NlNu

(Nl+Nu)2
⟨P(i, :),P(i, :)⟩ (9)

Note that Eq. (9) is obtained by the expectation of

Rademacher variables σ in definition 1. By substituting E-

q. (9) into Eq (8), we can obtain the transductive Rademach-

er complexity is upper bounded by

R̂(H;L) ≤
√

2

Nu





√

√

√

√

Nl+Nu
∑

i=1

⟨P(i, :),P(i, :)⟩



(10)

= C
√

tr(PPT ). (11)

Hereby, we obtain the upper bound of the transductive

Rademacher complexity in Eq. (4) with C =
√

2
Nu

.

2.2.2 Sample Selection Criterion

Based on the bound in Theorem 1, we derive a criterion for

active sample selection:

Theorem 2. (Active sample selection criterion.) The active

sample selection for correction can be implemented as

K∗=argmin
K

tr
(

(

Luu

)−2(
L2

)

uu

)

withu ∈ U \K, (12)

where L is the Laplacian matrix, K is a subset of U indicat-

ing samples selected for human examination.

Proof. Minimizing the upper bound of the transductive

Rademacher complexity in Theorem 1 is equivalent to min-

imizing tr(PPT ) as we can ignore the constant factor and

square root function in Eq. (4). Applying the cyclic proper-

ty of trace gives

tr(PPT ) = tr(L−1
uuWulW

T
ulL

−1
uu )

= tr
(

(Luu)
−1(Luu)

−1WulWlu

)

. (13)

Note that WulWlu = (L2)uu − LuuLuu because

(L2)uu =

([

Lll Llu

Lul Luu

] [

Lll Llu

Lul Luu

])

uu

= LulLlu + LuuLuu

= WulWlu + LuuLuu. (14)

By putting this into Eq. (13), we obtain

tr(PPT ) = tr
(

(Luu)
−1(Luu)

−1
(

(L2)uu − LuuLuu

)

)

= tr
(

(Luu)
−2(L2)uu

)

−Nu. (15)

Thus minimizing tr(PPT ) is equivalent to minimizing

tr
(

(Luu)
−2(L2)uu

)

.

Solving Eq. (12) selects samples into K∗ such that the

upper bound of the transductive Rademacher complexity on

the rest, i.e., U \ K∗, is the minimum, meaning that K∗

includes the most informative samples out of U for human

examination.
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2.2.3 Sequential Optimization to Select Informative

Samples

Since the active sample selection criterion in Theorem 2 is a

combinatorial optimization problem, finding the global op-

timal solution is an NP-hard problem. To solve it, we form

a binary matrix S̄ = [s̄ij ] sized N× Nu such that s̄ij = 1
if the ith sample in D remains unlabeled after human ex-

amination and corresponds to the jth samples in U , and 0
otherwise. Then Luu = S̄TLS̄, so the problem in Theo-

rem 2 can be reformulated as

S̄∗ = argmin
S̄

tr
(

(

S̄TLS̄
)−2

S̄TL2S̄
)

, (16)

s.t.

{

S̄ ∈ {0, 1}N×Nu ,
S̄T S̄ = INu

(17)

Using eigenvalue analysis, the Laplacian matrix is de-

composed as L = QΛQT where Λ is a diagonal matrix

with eigenvalues and Q is a matrix containing normalized

eigenvectors. Due to the orthogonality of eigenvectors (i.e.,

QQT = IN ), the problem in Eq. (16) can be rewritten as

S̄∗ = argmin
S̄

tr
(

(S̄TQΛQT S̄)−2(S̄TQΛ2QT S̄)
)

.

(18)

Denoting R = S̄TQ, the problem can be rewritten as

R∗ = argmin
R

tr
(

(

RΛRT
)−2(

RΛ2RT
)

)

. (19)

Since RRT = INu
, we have

(

RΛRT
)−1

=
(

− I+R(Λ+ I)RT
)−1

= −I−R
(

(Λ+ I)−1 −RTR
)−1

RT

, −I−RΦRT (20)

where Φ =
(

(Λ+ I)−1 −RTR
)−1

. Therefore, we can

obtain

tr
(

(

RΛRT
)−2(

RΛ2RT
)

)

(21)

= tr
(

(

− I−RΦRT
)2(

RΛ2RT
)

)

= tr
((

I+ 2RΦRT +RΦRTRΦRT
)(

RΛ2RT
))

It is easy to see that Eq. (21) can be expressed as a sum of

three trace terms, which are

tr(RΛ2RT )) = tr(Λ2RTR), (22)

2tr(RΦRTRΛ2RT ) = 2tr(ΦRTRΛ2RTR), (23)

and

tr(RΦRTRΦRTRΛ2RT ) = tr(ΦRTRΦRTRΛ2RTR).
(24)

Since the sample selection is an NP-hard problem, we

propose a sequential minimization algorithm to find an op-

timal solution of R; given that k − 1 samples are already

selected, the subsequent kth sample is selected to result in

the minimum increment of the objective function. Formally,

the kth sample is selected by solving the following problem:

k∗ = argmin
k

{

tr(Λ2RT
kRk) + 2tr(ΦkR

T
kRkΛ

2RT
kRk)

+tr
(

(ΦkR
T
kRk)

2Λ2RT
kRk

)

}

,

(25)

where

RT
kRk = Rk−1

TRk−1 − qkq
T
k , (26)

Φk = (Φ−1
k−1 + qkq

T
k )

−1 = Φk−1 − Φk−1qkq
T

k
Φk−1

1+qT

k
Φk−1qk

.(27)

Note that Φk can be updated by matrix (vector) multiplica-

tion and addition in Eq. (27), which is much more efficient

than the matrix inverse.

In the sequential minimization, given Rk−1 and Φk−1,

we are searching a column vector qk (the transpose of the

kth row vector in Q) that minimizes the objective function.

Once the kth sample is selected, RT
kRk and Φk can be up-

dated by substituting the optimal qk∗ into Eq. (26) and E-

q. (27), respectively. We summarize the sample selection

method in Algorithm 1, following which a batch of infor-

mative samples can be selected for human correction.

Algorithm 1 Active Sample Selection by Minimizing

Transductive Rademacher Complexity

1: Input: Number of samples to select Ns, R1 and Φ1.

2: Output: Actively selected sample set K
3: for k = 1→ Ns do

4: Select a sample out of unlabeled samples by solving

k∗ = argmin
k

{

tr(Λ2RT

k Rk) + 2tr(ΦkR
T

k RkΛ
2RT

k Rk)
+tr

(

(ΦkR
T

k Rk)
2Λ2RT

k Rk

)

}

.

5: Update the selected sample set: K ← K ∪ {k∗}.
6: RT

kRk ← Rk−1
TRk−1 − qk∗qT

k∗ ; and

Φk ← Φk−1 −
Φk−1qk∗qT

k∗Φk−1

1 + qT
k∗Φk−1qk∗

7: end for

Note: R1 is initialized by stacking the rows in Q that are cor-

responding to samples in U before human correction is conducted,

Φ1 =
(

(Λ+ I)−1 −RT

1 R1

)

−1

, and K is ∅ as initialization.

3. Correction Propagation on a Gradually-

Augmented Graph

Once a user recognizes some errors when checking the

samples recommended by the active sample selection, and
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corrects them manually, it is desirable to search for similar

errors that can be fixed based on the given human interven-

tion. The intuitive way to conduct this task would be to re-

build or modify the affinity matrix in Eq. (1) and re-perform

label propagation as Eq. (2). However, this re-propagation

scheme is very inefficient for the interactive correction be-

cause the inverse of the large Laplacian matrix in Eq. (2)

needs to be recalculated again and again. Instead, we pro-

pose a scheme based on augmented graph [31] to handle a

batch of samples at each round for more effective and effi-

cient interaction.

We build an augmented graph by adding auxiliary nodes

(called virtual supervisors and denoted by S = {ys}Ns

s=1

with Ns being the number of virtual supervisors and ys

being the given human label on the s-th sample) and con-

necting them to the corrected samples with weight w such

that w → +∞. Then the weighted adjacency matrix of

the augmented graph can be built by adding some rows and

columns to the original weighted adjacency matrix as fol-

lows:

W+ ←





Wll Wlu Ols

Wul Wuu Wus

Osl Wsu Oss



 , (28)

where Ols, Osl and Oss are zero submatrices with appro-

priate sizes, and Wus = wZus and Wsu = wZsu = wZT
us

where Zus and Zsu are binary indicator matrices indicating

which virtual supervisor is connected to which unlabeled

sample.

Similar as Eq. (1), label propagation over this augmented

graph can be obtained as

Y+
u = (L+

uu)
−1

[

Wul Wus

]

[

Yl

Ys

]

= Γ+
uu(WulYl + wZusYs) (29)

where L+
uu denotes the Laplacian submatrix of the augment-

ed graph corresponding to unlabeled samples and Γ+
uu is its

inverse; Ys is the label matrix of virtual supervisors.

In the following, we derive how to efficiently compute

Γ+
uu and Y+

u . The submatrix of the degree matrix of

the augmented graph corresponding to unlabeled samples

is computed as

D+
uu(i, i) =

Nl
∑

j=1

Wul(i, j) +

Nu
∑

j=1

Wuu(i, j) +

Ns
∑

j=1

Wus(i, j),

= Duu(i, i) + w(ZusZsu)(i, i). (30)

Note that
Ns
∑

j=1

Zus(i, j) = (ZusZsu)(i, i) since Zus is a bi-

nary indicator matrix. Then, L+
uu can be computed as

L+
uu = D+

uu −W+
uu = Luu + wZusZsu, (31)

and accordingly Γ+
uu can be calculated using the Binomial

inverse theorem [25] as

Γ+
uu = (L+

uu)
−1 = (Luu + wZusZsu)

−1 (32)

= L−1
uu − wL−1

uuZus(INs
+ wZsuL

−1
uuZus)

−1ZsuL
−1
uu

= Γuu − Γuk(INs
/w + Γkk)

−1Γku

where Γuk, Γkk, and Γku are submatrices of Γuu such

that Γuk = ΓuuZus = [Γuu(i, j)], ∀i ∈ U , j ∈ K;

Γkk = [Γuu(i, j)], ∀i ∈ K, j ∈ K; and Γku = ZsuΓuu =
[Γuu(i, j)], ∀i ∈ K, j ∈ U where K is a subset of selected

samples among U for human verification (Section 2).

By substituting Eq. (32) into Eq. (29), the updated labels

can be obtained by some linear algebra computations:

Y+
u = Yu + ΓukΓ

−1
kk (Ys −Yk), (33)

where Yu is the current label indicator, which has been up-

dated during the previous correction propagation; Yk is a

submatix of Yu that is constructed by stacking the rows of

Yu which correspond to samples verified by human. Γkk

is related to the human corrected samples, and Γuk is cor-

responding to the samples that are affected by the human

corrections. Hence, human corrections are propagated to

the remaining unlabeled samples in U via ΓukΓ
−1
kk , there-

fore fixing samples undergoing similar errors.

We denote ΓukΓ
−1
kk as the correction propagation ma-

trix. By propagating the human correction information (Ys)

through this matrix, the classification results can be incre-

mentally improved. Note that, to update Y+
u , we compute

the inverse of Γkk in Eq. (33) which is a small Ns×Ns ma-

trix, rather than L+
uu in Eq. (29) which is a large Nu × Nu

matrix. As a result, correction propagation is efficiently

performed, and misclassification is effectively corrected in

the meantime. In summary, we detail the active correction

propagation algorithm in Algorithm 2.

Algorithm 2 Active Correction Propagation

1: Input: Number of corrected samples Ns.

2: Output: Label matrix of unlabeled samples Yu

3: repeat

4: Use Algorithm 1 to select Ns samples as subset K,

and obtain its human correction Ys.

5: Implement correction propagation as

Yu ← Yu + ΓukΓ
−1
kk (Ys −Yk).

6: Compute the sample uncertainty using entropy as

H(u) = −
Nc
∑

i=1

Y(i)
u

T
logY(i)

u .

7: until most labels are certain, i.e.,
Nu
∑

u=1
H(u) < th.
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4. Experiments

Our method is evaluated and compared with several oth-

er learning methods extensively on several datasets includ-

ing mismatch between training and testing data, and data

evolution over time.

4.1. Comparison Methods

To verify the effectiveness of our active sample selection

and correction propagation in classification, we compare

our method against alternative learning algorithms. First,

we implemented two classification algorithms solely based

on initially annotated samples without subsequent human

correction:

• Random annotation and no correction [29]: Ran-

dom annotation performs uniform sampling on the

dataset to select samples for initial labeling. The clas-

sification is achieved by Eq. (2) without the correction

step, which acts as the baseline method.

• Active annotation and no correction [13]: We ap-

ply the same label propagation algorithm by using the

most informative samples as seeds that are drawn ac-

tively by minimizing the expected prediction error, but

without any correction.

We also implemented three algorithms that apply correction

mechanism on top of active annotation at the beginning:

• Active annotation and random correction: We se-

lect a portion of the most informative samples via ac-

tive annotation [13] as initial labeling, then randomly

select samples and request human checks and correc-

tions. Manual interventions are propagated to the un-

labeled samples following Eq. (33).

• Active annotation and sequential correction: As

a comparison, we implement the sequential correc-

tion [31] on top of the samples that are actively se-

lected via active annotation [13].

• Active annotation and active correction: After ob-

taining a portion of samples via active annotation [13],

we actively correct the results based on our pro-

posed sample selection and correction propagation al-

gorithms.

As a special case, we implement the classification task by

ignoring the labeled data; then, our active sample selection

and subsequential correction propagation becomes

• Active correction and no annotation: In sec-

tion 2.2.3, when D = U (i.e., no initial annotation-

s), S̄ = IN and Rk−1 is initialized as Q in Algorith-

m 1. In this scenario, we actively select the informative

samples and then utilize them to conduct the classifi-

cation.

In order to reduce the bias, the result is averaged over 10

trials on the entire dataset if samples are selected randomly,

including random annotation and no correction and active

annotation and random correction.

4.2. Classification on Mismatched Data

In order to show the performance of our proposed al-

gorithm on data whose training and testing samples are

of different feature distributions, i.e., feature related but

not matched very well, we use two real-world benchmark

datasets:

• USPS handwritten digits (USPS). This database has

a set of images containing handwritten digits, which

are divided into training and testing sets with 4649

samples each [1].

• ISOLET spoken letter (ISOLET). This database

contains 150 subjects who spoke the name of each let-

ter of the alphabet twice [2], and we use the first 60

subjects as training data and others as testing data.

To further enforce the mismatch between the training and

testing data, we artificially introduce errors to the labels and

add noise to the feature in the training dataset. Specifically,

5% of labels in the training dataset are chosen randomly,

then intentionally changed to wrong labels; and we added

Gaussian noise to the feature vector x with zero mean and

standard deviation σ = 10% ·max(∥x∥2).
The classification results on the testing dataset are re-

ported in Fig. 1. As is expected and observed, the accura-

cies (y-axis) of all methods including the baseline method

are improved as the number of labeled samples (x-axis) in-

creases. If the samples are actively selected for labeling

from the training dataset, the performance improves more

rapidly and levels off earlier than random annotation (blue

triangle vs. blue X mark), since the informative samples are

drawn early and annotated first. However, the performance

is not further improved at some low point once the num-

ber of the annotated samples reaches a certain level due to

the mismatching between the testing and training data (blue

curves).

In contrast, we can achieve a higher performance when

correction is involved. We reuse a portion of the most in-

formative samples that are actively drawn from the training

dataset, and apply correction propagation on top of the ini-

tial label propagation results. If the correction is conducted

randomly (red curves marked with X marks), the classifica-

tion accuracy improves more rapidly than active annotation

without correction (blue curves marked with triangle mark-

s), because correction is propagated to other samples, auto-

matically correcting similar errors. However, in this active

annotation and random correction, users have no clue on

which samples are informative to be checked and corrected

if needed.
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(a)  USPS 

(b)  ISOLET 

Figure 1: Classification accuracy vs. the number of human labels. The

blue, red and green curves represent the classification are implemented by

annotation, annotation and correction, and solely correction, respectively.

Our active annotation and active correction provides

guidance for human to examine the most informative sam-

ples. Its accuracy (red curves marked with triangle mark-

s) demonstrates that the performance converges to a high

quality result more rapidly than the alternative methods

thanks to active selection of informative samples that min-

imizes the expected predicted error of unlabeled samples.

The human examination of the first 3% of samples results

in approximately 10% accuracy improvement, as shown in

the very early stage of human correction (beginning of red

curves marked with triangle marks). This implies that the

samples initially selected have typical errors, so correction

on them can fix a lot of similar cases, thereby significantly

reducing human efforts in refining the results. On contrast,

the sequential correction tries to draw samples by minimiz-

ing the risk of harmonic energy function, but it does not

guarantee the quality of predictions on the unlabeled data,

which results in a slower convergence rate (red curves with

circle marks).

As a special case, we ignored the samples that are drawn

from the training data, and the classification is implemented

solely based on correction (green curve with triangle mark-

s). As is observed, the performance is not comparable to

the previous algorithms that involve active annotation when

the number of the corrected sample is small, since it does

not leverage the information from labeled examples. The

curve is getting closer to that with active annotation and

active correction, since the impact of corrected examples

from the testing dataset tends to dominate. However, the

convergence speed is still slower than that of active annota-

tion and active correction.

4.3. Classification on Gradually Evolved Data

Our proposed method also shows advantages on a dataset

that expands over time with more and more unseen data.

In order to demonstrate the empirical evidence, we use the

time-lapse image sequences for evaluation.

• Time-lapse phase contrast microscopy images (Cel-

l). This database contains different types of cells, in-

cluding muscle stem cell of a progeroid mouse (Seq1)

and C2C12 myoblastic stem cell (Seq2). Each frame

contains as few as 50 cells and as many as 800 cells.

From each sequence, we select image frames with a

certain interval [3]. Phase retardation feature of cells

is restored, and each frame is partitioned into phase-

homogeneous atoms [23]. Cell segmentation is real-

ized by classifying the atoms into specific classes.

Specifically, we annotated the cells in the first frame of each

sequence, based on which we train a classifier that is applied

for segmentation of cells in the subsequent frames. As var-

ious factors from overall illumination to each cell’s visual

properties adapted to the environment (e.g., increased den-

sity of cells) can change over time, a gradually increasing

level of misclassification is expected. In such a case, mis-

classifications are fixed based on our proposed correction

propagation method in Algorithm 2.

Figure 3: Classification accuracy vs. the number of human labels on Cell.

Examples of the cell segmentation results for the sub-

sequential frames are shown in Fig. 2. In column (c) and

(d), we demonstrate the soft and hard segmentation results

based on label propagation of the initial human annotation

from the first image. As can be seen in column (d), there

contain several errors in the segmentation result, i.e., some

dark cells are missed and bright halos are misclassified into

cells in Seq1; and some dark-adjacent atoms are classified

into dark cells in Seq2. These errors are partly ascribed

to inadequate or unbalance human labels, but also to visu-

al changes of cells and environment over time. Some of
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Figure 2: Examples of fixing erroneous segmentation by active sample selection and correction propagation on two images from Seq1 (top) and Seq2

(bottom). (a) Input phase contrast microscopy images; (b) Zoom-in sub-images; (c) Soft segmentation based on label propagation using annotation acquired

in the first frame; (d) Hard segmentation based on the corresponding soft segmentation; (e) Actively selected atoms for correction marked by yellow color.

(f) Improved soft segmentation after correction propagation; (g) Improved hard segmentation based on the improved soft segmentation.

the atoms containing errors were automatically selected by

our algorithm to be verified and corrected by a human, as

is shown in column (e). In column (f) and (g), we demon-

strate the improved soft and hard segmentation results after

human correction and its propagation. As shown, in addi-

tion to the errors of atoms selected by active atom selection,

similar errors of other atoms are also effectively fixed. It is

also noted that if there is no misclassification, the previous

label propagation results are not influenced by subsequent

human correction, as is shown in columns (d) and (g) cor-

responding to the sub-image (2) of Fig.2 (a.2).

The quantitative evaluation is reported in Fig. 3. As the

figure shows, cell segmentation without correction (blue

curves), no matter whether randomly or actively annotat-

ed samples are selected, is not comparable to the results

when subsequent correction is involved (red curve). The

main reason is that the visual characteristics of cells gradu-

ally change over time due to the cells’ reaction to the change

of its environment. If human correction is performed after

the label propagation from the initial annotation, the per-

formance is improved greatly as more information is pro-

vided by a user, since cells with different features that are

not included in the first frame are identified and well seg-

mented. In particular, correction guided by active sample

selection converges more quickly than random correction,

since more informative samples are selected at early stage.

The sequential correction can also handle the evolving data

stream but one query is selected at a time and the classi-

fier needs to be retrained accordingly, which is apparently

very slow, making the method impractical. In contrast, our

method can process multiple queries at the same time there-

by providing a practical solution for real-world problems.

It is also observed that a user needs to correct more sam-

ples if the initial annotation is ignored, since cells in each

frame within a sequence share some similar characteristic-

s. Therefore, re-using the annotated sample reduces human

efforts in correction.

5. Conclusion

In this paper, we propose an active sample selection

and correction propagation algorithm for graph-based semi-

supervised learning. After performing initial classification

through label propagation, we actively select informative

samples among unlabeled ones by minimizing the expect-

ed prediction error, and request human validation on them.

Once classification error is identified and corrected, the

correction is propagated to the remaining unlabeled sam-

ples through our proposed correction propagation method,

which is efficient since it does not involve reconstruction of

the affinity graph, resulting in effective corrections on sim-

ilar errors. Experimental results demonstrate that the pro-

posed active sample selection and correction propagation

achieve high quality classification results with less human

efforts for both mismatched and time-evolved data.
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