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Abstract. There are various parameters for analyzing the quality of
network communication links and paths, one attracting particular at-
tention is available bandwidth. In this chapter we describe a platform
for the available bandwidth estimation, a comparison of different tools
for the estimation of this parameter, and an application of such estima-
tion in a real-world application. In details, we describe a novel platform
called UANM, capable of properly choosing, configuring, and using dif-
ferent available bandwidth tools and techniques in an autonomic fashion.
Moreover, thanks to UANM, we show the results of a comparison of the
performance of several tools in terms of accuracy, probing time and intru-
siveness. Finally, we show a practical example of the use of the available
bandwidth measurement: we describe an approach for server selection
and admission control in a content distribution network based on the
available bandwidth estimation.
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1 Introduction

In recent years, there has been an increased focus on measuring the quality of
communication links over data networks [9, 8]. These communication links can
represent logical or physical connections between two entities at various layers
in the protocol stack, and over varying heterogeneous networking technologies.
With the rise of application level traffic optimization within various application
domains such as multimedia streaming [23] and content delivery server selection
[21, 22], the assessment of the available bandwidth of communication links is
invaluable. This chapter focuses on the estimation of the available bandwidth,
a platform used for comparison between various available bandwidth estimation
tools, and finally a usage scenario focusing on server selection. When looking
beyond a single link and at the complete end-to-end path of a communication
network, the measurement of available bandwidth becomes imperative [5]. This
is generally termed the residual bandwidth available on the end-to-end path
before additional congestion occurs. This measurement is useful for a variety of
applications such as server selection, peer node selection, and video streaming.

There is a wide set of tools available for estimating this metric, each tailored
to specific scenarios and requiring expert operators to obtain accurate results. In



this paper we describe a novel platform called UANM, which has been designed
to avoid the effect of the interference among concurrent measurement processes,
and to automatically select and configure a measurement technique, according
to the scenario. Moreover, offering a common generic model for the measure-
ment tools (the plugin API ) UANM allows for a fair comparison of the different
techniques in terms of probing time, intrusiveness, and accuracy in each given
scenario. In this paper, we show the results of a comparative analysis of differ-
ent available bandwidth tools and techniques performed through UANM under
varying network scenarios. Moreover, to show a use-case scenario for the Avail-
able Bandwidth estimation, we present an admission control and server selection
framework. This framework relies on the measurement of available bandwidth
between the client and the server to both choose a suitable server to deliver
content and also assess whether adequate bandwidth is available to serve the re-
quest. We demonstrate that with appropriately configured available bandwidth
measurements, improved control of end-to-end traffic flows over an unmanaged
network infrastructure is possible.

The chapter is structured as follows: Section 2 provides background details
and related work on the concepts of available bandwidth. Section 3 discusses
the UANM platform and a comparison of available bandwidth estimation tools
on the UANM platform. Section 4 demonstrates the application of available
bandwidth estimation to admission control of video content over an unmanaged
network. Finally, Section 5 concludes the chapter with a summary and future
research challenges in the area of quality analysis of communication links.

2 Related Work

Available Bandwidth of a network path is defined as its remaining capacity, that
is, the amount of traffic that can be sent along the path without congesting it
[10]. Many tools exist for calculating it in an end to end context; that is, without
any information from the intermediate topology. As such, different available
bandwidth estimation tools vary in accuracy at this estimation. The many tools
that have been proposed in the literature are often broadly categorised into two
approaches, which we briefly discuss via some well known examples.

The Probe Gap Model (PGM)[17] approach uses probe packet pairs or packet
trains to determine the available bandwidth. It uses these pairs by noting the
difference between their network entry time gap, and their network exit time gap.
The difference in this time gap is the time the bottleneck link required to service
any non probing traffic on the bottleneck hop and this time can be used, along
with the link capacity, to calculate the available bandwidth of the bottleneck
link[34]. The Probe Rate Model[14] approach sends a train of packets and utilizes
the concept of self-induced congestion[35] to determine the available bandwidth
of the network path. Each packet train is forwarded through the network at a
particular rate. The rate increases until particular self-induced characteristics are
observed from the packet train such as a diversion from the initial packet train
transmission rate. This method can pinpoint the available bandwidth of the path



without knowledge of the physical capacity of the network links involved. Each of
these approaches has its pros and cons, and none of them is better than the others
in all the possible application scenarios. For this reason, the scientific community
needs tools and platforms for using what is already available at the best of its
possibilities, and, to this aim, several research papers in literature have compared
the performance of available bandwidth estimation tools. Most of the comparison
works have been done when presenting a new available bandwidth estimation
tool. For instance, when presenting Traceband [16], the authors compared its
performance with that of Spruce and Pathload on a real network using different
traffic patterns. Results show that Traceband is faster and less intrusive than the
others, and it achieves the same accuracy of Pathload. On the other hand, there
are also works in which the authors compared several well known tools, without
presenting new ones. For example, Goldoni et al. [15] compared the accuracy, the
intrusiveness, and the convergence time of nine of the most wide spread tools on
a real testbed with 100Mbps links, and with both constant bit rate (CBR) and
Poisson cross-traffic. Other works [31, 24] evaluated such performance on very
high speed networks. Some works [5] have also shown that the combined use of
different techniques can increase the estimation accuracy. Summarizing, a first
issue to be tackled for a proper available bandwidth estimation is the choice of
the right tool according to the scenario.

Another important issue for the available bandwidth estimation is the fact
that most of the existing tools can provide accurate results only if properly used
and calibrated. This issue has been revealed and analyzed by different works in
literature. For example, in 2004 Paxon et al. [27] claimed that a better design
stage of measurement experiments is of great importance to avoid frequent mis-
takes, mainly due to the imperfections of tools. The authors basically reported
that a calibration is usually needed to detect and correct possible errors. Other
works [3, 34] analyzed commonly used tools on real testbeds and reported several
pitfalls in which they can typically end.

These two issues are among the main motivations that drove us to design
and implement UANM, a platform that helps the user to obtain accurate, fast
and non intrusive available bandwidth estimations, choosing and configuring
the right tool for the operating scenario. Architectures similar to UANM, which
aim at taking all the measurement-related variables into the proper account,
have already been presented in literature, although not specifically designed for
the available bandwidth measurement. NetQuest [33], for example, firstly de-
signs the experiments in order to best fit to the current scenario, and then it
builds a global view of the network status. However, differently from UANM,
NetQuest is not mainly interested in obtaining the best performance from the
available bandwidth estimation, since it is more oriented to a wider knowledge of
the general network status. Wide-scale infrastructures for network measurement
and experimentation such as GENI [13] and Planetlab [12] have been created
in order to perform experiments on a global level and study Internet-scale phe-
nomena. Being designed to interact with third party measurement tools, UANM
can leverage the existing infrastructures to perform the requested measurements;



moreover, thanks to its user API, it can be easily integrated in such infrastruc-
tures as a (compound) measurement tool. Similarly to our approach, Sommers
et al. [32] proposed YAZ, an architecture whose main goal is to calibrate the
existing tools in order to obtain the best results from the measurements. Dif-
ferently from UANM, YAZ does not support concurrent experiments, does not
consider the network status, and does not support third-party tools.

3 Comparing available bandwidth estimation tools
through UANM

UANM is a distributed platform for network measurement supporting different
techniques and tools. Full compliance and open interaction with existing tools
is retained while offering a fair comparison environment, mutual exclusion of
concurrent measurements and automatic selection and calibration of the tools.
We report a brief description of UANM. More details are reported in [2, 1].

3.1 UANM architecture

The components of the platform are of four types: daemons, clients, measurement
plugins and third-party probes. The daemons are in charge of the orchestration
of the measurements requested by the clients, by managing the plugins and in-
teracting with the other daemons; the actual measurements are performed by
means of the daemon-managed plugins cooperating with other plugins or third-
party probes. UANM considers the plugins as gray-boxes, using only high level
methods such as initializePlugin(), startMeasure(), ignoring underlying details.
This eases the transformation of third-party tools in UANM-plugins with min-
imal changes to the original code and retains full compatibility of the UANM-
plugin version and the original standalone version of the tool. Moreover, this
allows UANM to be not tied to a single type of measurement or technique. Cur-
rently, we are focusing on available bandwidth measurement because we believe
that this research area can particularly benefit from this platform. Therefore,
the following plugins have been currently implemented: Abing [25], Assolo [14],
Diettopp [20], IGI [17], pathchirp [29], Pathload [19], Spruce [34], Wbest [23].
The interactions between clients and daemons follow a client-server paradigm,
while inter-daemons communications happen on peer-to-peer basis; both types
of communication use a dedicated control protocol. An API in C allows exter-
nal applications and platforms to act as clients. The communications between
measurement plugins and with third-party probes use the plugin-specific control
protocol. A diagram of the possible interactions among the components of the
platform is reported in Fig.1. To illustrate how UANM works, in the following
we describe the typical sequence of actions for a measurement experiment and
the components involved.

– The client issues a measurement request to a daemon that runs on one
of the edges of the path under test. The request can specify measurement



constraints according to the intended purpose of the measure (e.g. server
selection as described in Sec. 4). As an example, to perform server selection
an application may request quick-and-dirty estimations towards the possible
servers, while for continuous network monitoring a series of non intrusive
measurements could be desired. Detailed constraints can be specified such
as the averaging timescale, the number of subsequent estimations, the total
probe load, or even the specific measurement technique and its parameters.

– The daemon performs a feasibility check to assess whether the request can
be fulfilled and, in case the client did not request a specific one, which plugin
is best fitted to the current context. The context comprises a description of
the optional measurement constraints as well as the information about the
measurement process, both structural (e.g. wireless hops or broadband ac-
cess links along the path, UANM instances or known third-party estimation
tools on the other edge, etc.) and behavioral (e.g. congested path, rapidly
changing routes, etc.). This phase may imply communications with the other
instrumented edge in order to update the context. If no constraints have been
specified, the measurement will be set up to reach a trade-off between ac-
curacy and intrusiveness. A daemon module called decision engine uses this
information to select and configure the suitable plugin.

– A daemon module called scheduler schedules the measurement according to
the policies (currently FCFS). This phase is needed because active estima-
tion tools can be unreliable in case of concurrent measurements that involve
shared resources (see Sec.3.2 for further details).

– The actual measurement process is performed executing the measurement
phase of the plugin, in mutual exclusion with other possible measurements
scheduled on the same path or on the same daemon.

– The result of the measurement is returned to the client, and it is also used
to update the known context, allowing for better future decisions.

Fig. 1: UANM components and communications.

UANM is geared towards wide adoption among application developers and
researchers in the field of network measurement. A prototype is released under



the GPL terms, with a LGPL API for the development of measurement plug-
ins. We believe that UANM allows to overcome the main limitations of current
tools, providing accurate available bandwidth estimation in heterogeneous envi-
ronments.

3.2 UANM highlights

UANM has been conceived with two main objectives: (i) the avoidance of the
effect of the interference among concurrent measurement processes, and (ii) the
automatic selection of a tool and its parameters in order to increase the perfor-
mance. Moreover, offering a common generic model for the measurement tools
(the plugin API ) allows for a fair comparison of the different techniques in terms
of probing time, intrusiveness, and accuracy in each given scenario. As for the
first point, the problem a measure may encounter when more uncontrolled mea-
surement processes share even one single part of the network for a long or short
time interval has been shown by different works in literature [4–6, 2, 1]. This
problem may occur since the current methods and tools do not provide coor-
dination among measurement stations or any kind of alert feedback from the
network.

In our former paper [1] we have shown the results of experiments aimed
at assessing the capability of UANM in avoiding interference from concurrent
measurements. In such experiments, using some of the most used available band-
width estimation tools alone and concurrently, we experimentally verified and
quantified the interference effect: in the concurrent case, the error is up to 3.5
times the error in the stand alone one. We also noticed that, in some exper-
iments, the tools (Pathload in particular) did not converge to a final stage if
run concurrently. This result has been attributed to the approach adopted by
this tool, which leads the network towards congestion. Finally, we could assess
that the design of UANM daemon avoids the interference effect thanks to the
scheduler that coordinates the different clients. We refer the interested readers
to [1] for more details.

The second aspect we highlight is the lack of measurement accuracy that
may happen when the available bandwidth tools are used without knowledge of
the basic network configuration. In fact, currently available tools are designed
or tuned by default for a given scenario (layer 1 technology, intrusiveness of
the measurement traffic, desired accuracy, maximum measurement time), and
therefore are hardly suitable for as-is integration in third party software and au-
tomated use, as the technical knowledge of the tool and of the possibly varying
scenario could be missing. For instance, pathchirp gives wrong result on high
speed networks unless some of its parameters are correctly set up. The decision
engine in UANM is able to automatically select and configure the best tool for
this scenario. In pursuing the second objective the design of UANM follows the
autonomic paradigm [18] as the interface presented to the user can be character-
ized as Sensor (providing the results of the measurements) and Effector, allowing
the user to specify the policies, not the execution details of the measurements
(though the latter possibility is offered as a special case for the experimenter).



The outcome of the request issued by the user is the result of a continuously
running sequence that follows the autonomic control flow, presenting

– a knowledge base containing the current context (the available measurement
tools and their characteristics, as well as the available information about the
network)

– a planning phase (managing the scheduling of possible concurrent measure-
ments)

– the execution of the scheduled plan (activation of the measurement tools)
– the monitoring of the results of the measurements and their analysis (that

update the context and offer a data report to the user that requested it).

To evaluate experimentally the efficacy of the automatic management of the mea-
surement tools, we compared the accuracy achievable with pathchirp or Pathload
with that achievable when these tools are used through UANM on 1Gbps Ether-
net links. The results evidenced that pathchirp and Pathload are quite inaccurate
(with relative errors up to 90%) with the former being the least accurate. In this
scenario UANM selected pathchirp with a different configuration of the packet
trains, obtaining the highest accuracy in all the tested load conditions (with
relative error 19% where the standalone configuration had 90%). We refer the
interested readers to [1] for more details.

3.3 UANM: comparing available bandwidth estimation tools

In this section we present the results of a fair comparison of the performance of
several available bandwidth estimation tools, performed by means of UANM.

Testbed and Tools These experiments have been conducted on the labora-
tory testbed depicted in Fig. 2. The end hosts are provided with pathchirp and
Pathload, as well as with UANM (equipped with the eight plugins reported in
Section 3.1). On the end hosts, we also installed a traffic generator called D-
ITG [7] to generate the cross traffic in order to reproduce different network load
conditions. Different hosts are used for cross- and probe-traffic generator in order
to avoid interference between these activities.
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Fig. 2: Testbed used for the comparison of the performance of the tools.



As we wanted to compare the techniques implemented by the tools in their
standard operating conditions, we run all the plugins with default values of the
configuration parameters. For the same reason, no specific settings have been
enforced for the operating systems of the testbed nodes, and no change have
been made on standard settings for the network adapters.

All the links in the testbed run at 100 Mbps, full duplex. CBR cross traffic has
been generated by the host Cross-traffic Sender (bottom, center in the testbed)
towards the host Cross-traffic Receiver (top, left in the testbed) at rates of 25,
50, 75 and 100 Mbps, and with IP packet size of 1000 Bytes. 10 measurements
have been performed with each plugin and for each cross traffic rate, as well as
with no cross traffic. The results shown in the following represent the average
values of the 10 measures collected.

Results In Fig. 3a we report the results obtained by the tools in terms of accu-
racy. As we can see, Abing, Wbest and Spruce achieved the worst performance.
A recent work in literature [15] reported slightly different results. A deeper in-
vestigation revealed that the difference is due to the fact the whole testbed is
equipped with Gigabit Ethernet network adapters, whose interrupt mitigation
feature is known to affect the performance of some available bandwidth esti-
mation tools [32, 28]. Besides that, other important observations can be done: i)
Wbest default parameters are suited to IEEE 802.11 wireless networks, therefore,
its performance may be impacted by a full wired scenario; ii) Diettopp obtained
the highest accuracy and also the smallest standard deviation; iii) Pathload also
obtained accurate results, but the standard deviation is large, especially for small
volumes of cross traffic; iv) Pathchirp achieved intermediate performance, both
in terms of relative error and standard deviation; v) IGI/PTR obtained results
similar to those of Pathload, and a small standard deviation.

Figure 3b shows the probing time of the tools, calculated as the difference
between the timestamps of the last and the first probe packet: we consider this
value as it represents both the time during which the network is solicited with
additional traffic (for the calculation of intrusiveness), and the actual measure-
ment interval (for the calculation of time averages and sampling rates); the time
needed for the setup of the control channel and the mutual exclusion are not
included in this value. In this figure, we can observe that the probing time of
the tools is almost constant with the cross traffic rate, with the exceptions of
IGI/PTR and Pathload. The probing time of IGI/PTR is increasing with the
cross traffic: from 74ms with unloaded path, to 0.7s with 75 Mbps of cross traffic,
and up to to 36 s with fully saturated path. Pathload obtained about the same
probing times (i.e. 6 s) in almost all the load conditions, except at 100 Mbps,
where it required about 27 s. The probing times of Assolo, Diettopp, Pathchirp
and Spruce are comparable with those of Pathload (∈ [6, 8] s) with very low
standard deviation.

Fig. 3c shows the volume of probe traffic generated by the tools for a measure-
ment (in average). We notice that, besides IGI/PTR and Pathload, the volume
is almost independent of the cross traffic rate. The intrusiveness of IGI/PTR in-
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Fig. 3: A fair comparison among eight available bandwidth estimation tools in
terms of accuracy, probing time (between first and last probing packet) and
intrusiveness (total volume of probe traffic injected). The standard deviation is
not visible in the plots. Its figures are reported in the text for interesting cases.

creases with the cross traffic volume: from 410 KB to 3.4 MB, and the standard
deviation increased from 46 KB to 980 KB. Pathload has a probe-traffic volume
decreasing with the cross traffic rate: from 6 MB down to 1.3 MB, and the stan-
dard deviation decreased from 2.8 MB down to 208 KB. This behavior is due to
the way the technique works. Having to congest the path, Pathload generates
a larger volume of probe traffic when the network is unloaded. Pathload and
Diettopp are the most intrusive tool, while Abing is the least intrusive one.

Thanks to this fair comparison, a few considerations can be done. The most
accurate tools are Diettopp and Pathload, both being also the most intrusive
and the slowest (i.e. highest probing time). IGI/PTR is the fastest in all the
cases except with the fully saturated path, and it has a good accuracy. But, its
probing time can range in more than 2 orders of magnitude. Pathchirp, while
being less accurate for low cross-traffic volumes, has a probing time comparable
with Pathload and Diettopp, but it is also less intrusive. Assolo has performance
similar to Pathchirp, but higher accuracy for smaller volumes of cross traffic.
Even if we used only the default settings of the plugins and a basic network
scenario (varying only the cross traffic rate), the experimental results showed
that there is no tool that suits the requirements of all the applications. Therefore,
an informed choice of the tool and of its parameters is necessary for the effective
and efficient estimation of the available bandwidth. UANM has been conceived
with this idea in mind, and it can be profitably be used for this aim.



4 Application of Available Bandwidth Estimation

In the case of content distribution networks supporting IPTV, Video on Demand
(VoD) or similar applications, there is a necessity to adhere to Quality of Service
(QoS) targets. To this end, admission control is an important component to the
deployment of a successful IPTV/VoD solutions. In order to show a possible
application of the available bandwidth estimation, this section discusses how this
parameter can be used in an admission control framework [21]. Such a framework
operates in an end-to-end manner without the need to access measurements
directly from the network topology connecting end-user points of attachment
to those of one or more content servers. In the presented framework Quality of
Service is maintained by performing admission control based on the estimated
current available bandwidth of the network paths.

4.1 IPTV Admission Control using Available Bandwidth Estimates

The IPTV admission control framework is concerned with ensuring the adequate
delivery of content from the content servers to the clients over an intermediate
topology that is not controlled by the service provider (e.g. the Internet). Content
servers have two purposes: to serve content items and to measure the available
bandwidth between the content server and the destination edge router of the
network. The edge router is also the point of attachment of the clients to the
network. One server in the framework, referred to as the selection server, has the
sole responsibility for collating the available bandwidth estimates for each path
and making the decision on whether or not to accept a new request. This server
works in conjunction with any number of content servers in the framework. For
simplicity we assume that each content server contains a complete library of all
the content items, allowing any item to be served from any server. An estimation
of the available bandwidth between the the content server and the edge router
is performed at regularly defined intervals. The results are continuously sent to
the selection server. Independently of this, when a request is generated, it goes
from the client to the selection server. The selection server makes a decision to
accept or reject the request (based on the algorithms discussed in the following
sections). A rejection is reported to the client, whereas an acceptance is delegated
to the appropriate content server and the content is served.

A Video on Demand content library can be expected to contain in the order of
hundreds or thousands of different content items. The algorithm presented here
places each item into categories and operates by dealing with these categories.
This allows the algorithm to remain efficient whilst still dealing with a large
scale content library as the amount of categories would be expected to be in the
order of tens for even a very large content library. Items can be categorized into
groups with similar durations, bandwidth requirements, and revenue potential or
a subset of these characteristics. Two content items that have a similar duration
and peak throughput might be placed into different categories due to one being
a newer release and therefore having a higher earning potential. Similarly, two
items might be categorized differently despite having the same revenue potential



if the durations are different enough to vary the cost involved in serving each
content item.

We examine the performance of this framework under varying background
traffic conditions within the network. We assume each content server has the
resources required to serve any content assigned to it and that all flows assigned
to a server run to completion. This allows us to focus on the performance of the
admission control framework and not the processing capabilities of the content
servers.

4.2 Available Bandwidth based Server Selection / Admission
Control Algorithm

A simple selection/admission control algorithm bases its decision to accept or
reject a new request for a content item type on whether any of the content servers
have the available bandwidth required on their path to the client. Assume there
are I individual types of content made available by the service provider. Let
i = 1, . . . , I denote an arbitrary type of content item. Let p(i) denote the peak
bandwidth per second required by item type i. Assume that the service provider
maintains J content servers, each with a single dedicated egress link to the core
network. Let j = 1, . . . , J denote an arbitrary content server. Let B̂jd(t) denote
the estimate of available bandwidth between content server j and edge router d
as calculated at time t.

As mentioned previously, the selection server maintains an estimate of the
Available Bandwidth B̂jd(t) for the current time t of each path between content
server j and edge router d. This estimate is calculated as a moving average
of recent reported estimates. If only one server is listed as possessing enough
bandwidth to support a request for a particular item type, then the request is
accepted and allocated to that content server j∗. If there are multiple servers
capable of supporting the request, j∗ is assigned to be the content server with
the highest available bandwidth. The final case occurs when none of the network
paths have sufficient bandwidth and in this case the request is rejected. Once
accepted to a server, a traffic flow will use this server for the duration of the
flow. This is specified formally in Alg. 1.

4.3 Simulations and Results

The framework has been firstly implemented in simulation to carefully test its
performance and evaluate the impact of different parameters before the de-
ployment in real scenarios. The simulations were performed using the OPNET
ModelerTM[26] simulation environment. The framework is deployed in a scenario
where there is three different content servers (A,B,C). We use traffic traces taken
from actual videos using various CODECs by [30] and use [11] to inform the dis-
tribution of mean durations, enabling us to create realistic traffic flows. To ensure
a conservative use of available bandwidth at each server, a threshold of 90% is
used at each server as an upper bound. This is to cater for multiple flows reach-
ing peak throughput simultaneously. For the purposes of control and analysis,



Input: i∗, {B̂jd(t)}

forall content servers j = 1 . . . J do

List all content servers {j′} for which B̂jd(t) > p(i∗);
if {j′} 6= NULL then

Select j∗ ∈ {j′} : B̂j∗d = max{B̂j′d(t)};
return ACCEPT, j∗;

end
else

return REJECT ;
end

end

Algorithm 1: Available bandwidth admission control algorithm (ABAC)

we concentrate on requests arriving into the network from a single access point
and we specify the intermediate topology between the content servers and the
access point to contain Fast Ethernet (100Mbps) links.

For the estimation of the Available Bandwidth in this scenario we have to
consider the specific (often contrasting) requirements. Firstly, higher probing
rates lead to more accurate results, but the result takes longer to be generated
and leave a heavier footprint on the network as the tool will inject more data
into the network. Secondly, the available bandwidth estimation frequency, or,
conversely, the inter-estimate time, can influence how long it takes for the esti-
mate to update after a change in the bandwidth that is available: the shorter
the time between estimates, the faster a tool can become aware of changes in the
available bandwidth, but also the more intrusive is the probing. The application
implementing the Server Selection / Admission Control algorithm would request
UANM for a measurement profile characterized by relaxed constraints for prob-
ing time and accuracy, low intrusiveness and medium repetition frequency (once
per video request for each server). The tool chosen by the UANM platform in
the case of a wired path with capacity upper bounded by 100Mbps for this
measurement profile would be Pathchirp [29] as indicated in Table 2 - predefined
measurement profiles of [1], specifically the entry monitoring. To confirm these
findings, we also performed a simulation study with the tools available as plugins
in UANM. The following consideration have been drawn from this study. First,
increasing the spread factor (i.e. decreasing the probing rate) does not affect the
QoS linearly. The number of flows accepted increases with a larger spread factor.
However, the benefits of this are nullified by the significant increase experienced
in end-to-end delay. Second, as the inter-estimate time lowers so does the end-
to-end delay, an inter estimate time of one second requires a high overhead of
control and probe packets. Therefore, in the rest of these simulations, aimed
at showing the benefits of available bandwidth estimation for server selection,
we utilize Pathchirp with spreading factor equal to 1.2 and inter-estimate time
equal to 5 s. We refer the interested readers to [1] and [21] for further details.
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Fig. 4: Topology Used In Simulation Environment.

The following tests were carried out on the simulated topology, we analyze
the performance of the algorithm when operating in both a steady state net-
work environment with different kinds of background traffic and also in the
situation where there is a degradation in the condition of the network, such as,
for example, when the background traffic increases. The number of links between
the content servers and the clients access point was kept equal at 2 hops and
background loads were added to the paths by using OPNETs traffic generators.
These traffic generators provided a base background traffic of 70Mbps, 65Mbps,
and 60Mbps on the paths of the three content servers mentioned, as shown in
Figure 4. The packet sizes for the background loads were uniformly distributed
with an average of 576 bytes (IPv4 MTU). To create the increase in background
traffic we introduce a step change to two of the traffic generators. The 65Mbps
background load is increased to 80Mbps and the 60Mbps background load is
increased to 90Mbps. This is also shown in Figure 4. Overall, this reduces the
available bandwidth from 105Mbps down to 60Mbps with a significant change
in where the majority of that bandwidth is available.

We compare the number of requests admitted to the network when available
bandwidth estimates are used to analyze the connection quality against no such
information is available. The results in Figure 5a depict that the use of available
bandwidth estimates allows for a dynamic response to the changing bandwidth
conditions within the network by lowering the number of requests admitted as
the background traffic increases.

We also introduced a step function to simulate a dramatic change in back-
ground traffic to analyze how the admission control algorithm responded. The
test consisted of three classes of video requests arriving different request rates.
In Figure 5b all the classes of video see a reduction in the throughput they
are generating. These simulations allowed to show how, relying on the available
bandwidth estimation, this approach does not need access to the intermediate
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Fig. 5: ABAC Analysis

topology and the video traffic is robust to external changes in the available
bandwidth as it adapts the number of requests admitted.

5 Conclusions

In this paper we have presented a very important metric for analyzing the qual-
ity of communication links, namely available bandwidth. We described the novel
UANM platform that has been conceived for properly choose, configure, and
use the large number of available bandwidth estimation tools available in lit-
erature. As available tools and techniques require tailoring to specific scenarios
and require an expert operator to obtain accurate results, the platform facili-
tates detailed analysis of each tool under common network scenarios and can
be used to identify appropriate configurations of tools to suit particular appli-
cations. Thanks to UANM, we have also shown the results of a comparison of
the performance, accuracy, and intrusiveness of the mainly used tools for avail-
able bandwidth estimation, evidencing their pros and cons in different scenarios.
Finally, we presented a server selection and admission control framework which
bases decisions on measurements of available bandwidth between the client host
and a server host. We chose to use Pathchirp with an appropriate configuration
to suit our requirements, based on the analysis carried out through UANM. The
framework demonstrated that using appropriately configured available band-
width estimations can ensure that effective decisions are taken for both choosing
an appropriate server to deliver video content to the client host, and also whether
there is enough bandwidth available on the end-to-end path to host the video
stream, without incurring any additional congestion within the network.
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